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Abstract16

The Antarctic marginal ice zone is the regularly wave-affected outer band of the17

sea ice covered Southern Ocean. The ice cover in the marginal ice zone is typically un-18

consolidated and contains smaller, thinner ice floes than the inner ice pack, which makes19

it a highly dynamic region and susceptible to rapid expansion or contraction. Here, an20

unsupervised statistical method is used to cluster sea ice data from 2010–2019 simulated21

by a global sea ice model (CICE6 combined with a waves propagation module), such that22

it defines a sea ice region with marginal ice zone characteristics. Floe size is shown to23

be the key variable in classifying the marginal ice zone in the statistical method. The24

method is shown to give marginal ice zone widths similar to those derived from satel-25

lite observations of wave penetration distances, but contrasts with those using the 15–26

80% areal sea ice concentration definition, particularly during austral winter. Using the27

proposed definition, the marginal ice zone is found to undergo a seasonal transition due28

to new ice formation in winter, increased drift in spring, and increased rates of wave-induced29

breakup and melting in summer. The study motivates incorporation of wave and floe-30

scale processes in sea ice models, and the methods are available for application to out-31

puts from high-resolution and coupled sea ice–ocean–wave models for more detailed stud-32

ies of the marginal ice zone (in both hemispheres).33

Plain Language Summary34

The record setting responses of Antarctic sea ice extent to climate change over re-35

cent decades has generated intense research interest in the marginal ice zone at the out-36

skirts of the ice cover. The presence of ocean waves in this region creates a granular ice37

cover composed of small floes that affects heat fluxes between the atmosphere and ocean,38

whilst shielding the inner pack ice, fast ice, and ice shelves from waves. Marginal ice zone39

studies are restricted by the absence of a pragmatic definition that is compatible with40

its description as the wave-affected sea ice region. Most studies use concentration-based41

definitions, despite these overlooking large wave-affected areas. We propose a statisti-42

cal definition informed by sea ice properties, including floe sizes, and apply the defini-43

tion to model outputs, leveraging on advances in global sea ice models. The resulting44

marginal ice zone is composed of young-small floes during winter and older-fractured floes45

during summer. The predicted marginal ice zone widths are consistent with observations46

of wave penetration distances and contrast with the concentration-based definition dur-47

ing winter. The proposed approach to defining the marginal ice zone may provide the48

basis for future studies of its contribution to Antarctic sea ice variability.49

1 Introduction50

The Antarctic marginal ice zone (MIZ) is the region at the outer margins of the51

sea ice covered Southern Ocean, where the ice cover is regularly affected by ocean-surface52

waves (as well as other open-ocean processes) (Wadhams, 1986; Bennetts et al., 2022b).53

Intense atmospheric systems and circumpolar-scale fetches of the Southern Ocean gen-54

erate large swell waves (Bennetts et al., 2023), which create a considerably larger MIZ55

than in the Arctic Ocean (Weeks, 2010) (although MIZ conditions are becoming increas-56

ingly common in the Arctic, see Stopa et al., 2016; Thomson, 2022). Wave energy at-57

tenuates with distance travelled through the MIZ (Meylan et al., 2014; Montiel et al.,58

2016), so that the MIZ protects the inner ice pack (Squire, 2007), fast ice (Fraser et al.,59

2023), and ice shelves (Massom et al., 2018; Teder et al., 2022) from waves. Waves reg-60

ulate the properties of the ice cover in the MIZ, such that the ice floes are relatively small61

(in size) and are typically unconsolidated (Toyota et al., 2011, 2016; Alberello et al., 2019).62

The nature of the MIZ ice cover promotes heat exchanges and drag between both the63

atmosphere and ocean (McPhee et al., 1987; Vihma et al., 2014), enhancing sea ice drift (Alberello64

et al., 2020) and melting (Horvat et al., 2016). Indeed, trends in wave heights and sea65
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ice extents are linked in the Southern Ocean (Kohout et al., 2014), suggesting the rapid66

expansion and contraction of the MIZ in response to dynamic and thermodynamic forc-67

ing (Massom et al., 2008; Vichi et al., 2019) plays a role in the long-term variability of68

Antarctic sea ice (J. Turner & Comiso, 2017). Thus, the properties of the MIZ have po-69

tentially important implications for the changing state of Antarctic sea ice (Eayrs et al.,70

2021; Bennetts et al., 2022a), and it has experienced over a decade of increasing research71

activity motivated by the response of both Arctic and Antarctic sea ice to climate change (Bennetts72

et al., 2022b).73

Studies of the MIZ (in both hemispheres) are prohibited by the practical challenge74

of defining the MIZ as the (regularly) wave-affected region (Squire, 2022). An areal sea75

ice concentration (SIC) threshold of 15–80% has been the standard MIZ definition (10–76

80% has also been used by NSIDC, 2023), where the lower and upper limit correspond77

with definitions of sea ice extent (SIE) and “close ice” respectively (Comiso, 2006; WMO,78

2014), although these thresholds have no apparent relation to MIZ dynamics (such as79

those from waves Dumont, 2022). In particular, during austral winter when the Antarc-80

tic sea ice extent is greatest, the outer margins of the ice cover contains large areas near81

100% SIC, in the form of pancake ice and interstitial frazil (Wadhams et al., 1987; Al-82

berello et al., 2019), whilst hosting large waves (Alberello et al., 2022). Creating a prag-83

matic definition of the Antarctic MIZ, in keeping with its underpinning characteristic84

as the wave-affected region, is the first priority for the research field (Squire, 2022).85

The SIC-threshold definition has been applied to satellite data in both hemispheres (Strong,86

2012; Strong & Rigor, 2013; Stroeve et al., 2016; Strong et al., 2017) and compared to87

model data in the Arctic (Rolph et al., 2020). The SIC-defined Antarctic MIZ increases88

linearly in area from austral summer to spring, before peaking in December and return-89

ing to a minimum in February (Stroeve et al., 2016; Vichi, 2022). In response to obser-90

vations of Antarctic sea ice drift in regions where the SIC surpasses 80% (Alberello et91

al., 2020; Womack et al., 2022), Vichi (2022) proposed a method based on the standard92

deviation of daily SIC anomalies from a monthly-climatological mean (using satellite data)93

to capture these areas and identify the likelihood of encountering MIZ conditions. Vichi94

(2022) showed that the SIC-anomaly definition produced a greater rate of growth in Antarc-95

tic MIZ area between summer–early-winter then remained relatively constant until Novem-96

ber where it peaked to reach a maximum in December. Soleymani and Scott (2023) ap-97

plied the method to Arctic sea ice.98

Techniques have recently been developed to capture snapshots of wave heights within99

the sea ice cover from ICESat-2 altimetry data in the Antarctic (Horvat et al., 2020; Brouwer100

et al., 2022), leading to wave-based MIZ definitions (Horvat et al., 2020, also produced101

results for the Arctic). ICESat-2 orbits the Earth 15 times per day and provides an along-102

track altimeter dataset (ATL07 product) with global coverage from late-2018 to present.103

Brouwer et al. (2022) applied additional selection criteria to negate uncertainties in wave104

heights arising from cloud cover, which enabled wave amplitudes smaller than ice free-105

board variability to be detected, and resulted in a wider Antarctic MIZ than was found106

by Horvat et al. (2020). However, both methods produced a maximum MIZ area (and107

width) during austral winter and a minimum in summer. The seasonality of the wave-108

defined MIZ area (or width) and significant wave heights in the Southern Ocean (Young109

et al., 2020) broadly agree (Brouwer et al., 2022), contrasting with results using SIC-based110

definitions.111

A floe size criterion has been proposed to define the MIZ (Squire, 2022; Dumont,112

2022), since the sizes of floes in MIZ are typically orders of magnitude smaller than floes113

in the interior pack. Application of such a definition to observations is restricted by the114

scarcity of floe size data, e.g., Dumont (2022) used floe size to determine the MIZ width115

over the southern Fram Strait (Arctic). Floe size distributions (FSD) have recently been116

implemented into global- and hemispheric-scale sea ice models (e.g., CICE, LIM, neXtSIM).117

The strong relationship between waves and the FSD (Dumont et al., 2011; Williams et118
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al., 2013a, 2013b; Montiel & Squire, 2017; Mokus & Montiel, 2022) motivated the inclu-119

sion of wave impacts within sea ice models (Horvat & Tziperman, 2015; Zhang et al., 2015),120

and the integration into global sea ice models (Bennetts et al., 2017; Roach, Horvat, et121

al., 2018; Roach et al., 2019; Bateson et al., 2020; Boutin et al., 2020). Standalone global122

sea ice models were used to limit computational cost and more easily identify impacts123

of the FSD on sea ice area and volume. These studies either prescribed the shape of the124

FSD or used a prognostic FSD (i.e., the shape arises from model physics). Bennetts et125

al. (2017) and Bateson et al. (2020) both used the waves-in-ice module (Williams et al.,126

2013a, 2013b) to model floe breakup, and prescribed power laws to the FSD, with sim-127

ple schemes to represent the welding between floes. Roach, Horvat, et al. (2018) imple-128

mented the prognostic joint floe size and ice thickness distribution (FSTD) from Horvat129

and Tziperman (2015) with the rate of welding determined by the geometric probabil-130

ity that two floes overlap. Roach et al. (2019) furthered this model by letting waves de-131

termine the size of new floes (Shen et al., 2001) and coupled CICE to a wave model (WAVE-132

WATCH III). Bateson et al. (2022) tested the effects of these two FSD methods in the133

Arctic, and found the power law produced better agreement with FSD observations. How-134

ever, the model with a power-law FSD could not replicate the heterogeneity of floe sizes135

within the ice cover or rate at which small floes would melt as seen when using the prog-136

nostic FSD. Boutin et al. (2018) implemented a power law FSD within WAVEWATCH137

III, before coupling the wave model to LIM3 and including additional physics that in-138

creased ice drift in the Arctic MIZ (Boutin et al., 2020, 2021). Boutin et al. (2022) found139

agreement between MIZ areas when using a floe-size threshold and a wave-height thresh-140

old on Arctic model output, and were comparable to the observations of Horvat et al.141

(2020). The FSTD has been included within CICE6 (the Community Ice CodE version142

6 Hunke et al., 2017), i.e., the sea ice component of CESM2 (Community Earth System143

Model version 2). CICE6 allows the simulation of a comprehensive sea ice dataset to in-144

vestigate which sea ice variables are most indicative of MIZ dynamics.145

In this article, we propose a statistical definition of the Antarctic MIZ based on146

a set of (static) sea ice properties, including floe size. The definition is applied to a decade147

of daily outputs from the CICE6 model combined with a wave-propagation module, lever-148

aging on the FSTD’s capability (which was introduced into the latest version of the CICE149

model). The definition utilises an unsupervised machine learning algorithm (k-means clus-150

tering) to classify the data into distinct sea ice regions. Unsupervised methods have been151

used to separate different sea ice types (e.g., Massom et al., 1999, used satellite data),152

and the k-means algorithm has been shown to be appropriate for climate science appli-153

cations (Wilks, 2011) including sea ice data retrieved from satellites (Farooq et al., 2023)154

and models (LIM3 Moreno-Chamarro et al., 2020). We specify the number of clusters155

to k-means based on a wave heuristic, such that the outer cluster is the regularly wave-156

affected sea ice region, i.e., the description of the MIZ, without explicitly including waves157

properties in the clustered dataset. MIZ widths produced by the k-means MIZ defini-158

tion are compared with those from the standard SIC-threshold definition, and assessed159

against satellite observations of wave penetration distances (Brouwer et al., 2022). Fur-160

ther, the seasonal physical processes that drive the summer and winter MIZ are inves-161

tigated.162

2 Methods163

2.1 Numerical Model164

2.1.1 CICE6 Sea Ice Model165

We use sea ice data outputs from the CICE6 sea ice model (v6.2.0) on a tripolar166

grid with a horizontal resolution of 1◦ (latitude–longitude). CICE6 is a global contin-167

uum sea ice model that simulates the evolution of sea ice thickness, h, and floe size (ra-168

dius), r, as a joint floe size and thickness distribution (FSTD), f(x, t; r, h), for spatial169
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locations on the ocean surface, x, at times, t. The FSTD is defined such that the areal170

sea ice concentration within a predefined floe size and thickness category is given by f(r, h) dr dh (Roach,171

Horvat, et al., 2018), where dr and dh are the widths of the respective categories. The172

floe size distribution (FSD) is returned by integrating over thickness, the ice thickness173

distribution (ITD) is returned by integrating over floe size, and the areal sea ice concen-174

tration, ai, is achieved by integrating over both thickness and floe size.175

The equation for evolution of the FSTD is (Horvat & Tziperman, 2015)176

∂f(r, h)

∂t
= −∇ · (f(r, h)u) + LT + LM + LW . (1)

The terms on the right-hand side of Eq. (1) denote advection, thermodynamics, mechan-177

ical deformation processes and wave-induced breakup of sea ice, respectively. Horizon-178

tal ice velocity, u, is determined by the output of an elastic-viscous-plastic (EVP) rhe-179

ological model (Hunke & Dukowicz, 1997). The representative floe size, ra, is defined by (Roach,180

Horvat, et al., 2018)181

ra =
1

ai

∫
R

∫
H
rf(r, h) dh dr, (2)

and, similarly, the mean ice thickness, hi, is defined by (Thorndike et al., 1975)182

hi =
1

ai

∫
R

∫
H
hf(r, h) dh dr, (3)

Thermodynamics that affect the FSD include lateral growth and melt, as well as183

new floe formation and welding of existing floes. Ocean surface waves directly change184

the floe size dimension of the FSTD by (i) limiting the size of newly formed floes (pro-185

moting the formation of pancake ice), or (ii) fracturing existing floes via a flexural strain186

breakup criterion (Horvat & Tziperman, 2015). Given a regular wave (single direction,187

period and amplitude), the maximum floe size of newly formed floes, rmax, is determined188

by a tensile failure limit (Shen et al., 2001)189

rmax ≈

√
2

C2λ2

π3Agρi
, (4)

where λ is wavelength, A is wave amplitude, g is gravitational acceleration, ρi is ice den-190

sity, and C2 = 0.167 kg m−1 s−2 (Roach, Smith, & Dean, 2018). In irregular sea states,191

the wavelength is approximated by the representative (peak) wavelength, λp, which is192

calculated using the deep-water surface gravity wave dispersion relation (Williams et al.,193

2013a),194

λp =
2πg

ω2
p

, (5)

where ωp is peak-angular frequency (as is used by Roach et al., 2019). By assumption,195

the amplitude A = Hs/2 (Roach, Horvat, et al., 2018), where Hs is significant wave196

height and is defined by197

Hs = 4

√∫
S(ω) dω (6)

for a wave spectral density function (SDF), S(ω), in terms of angular frequency. Hs and198

ωp are input into CICE6 from the waves-in-ice module.199

The joint distribution is discretised into a specified number of bins, with default200

settings allocating five bins for the ITD (Bitz et al., 2001) and twelve bins for the FSD.201

Consistent with previous studies using the FSTD in CICE, the minimum and maximum202

floe sizes are set to 0.067 m and 850 m, respectively (Roach, Horvat, et al., 2018; Roach203

et al., 2019; Bateson et al., 2020). An exponential bin spacing scheme is applied to pro-204

vide finer resolutions for smaller floe sizes. Increasing the number of FSD bins to six-205

teen, while offering minimal improvement in agreement with FSD observations, incurs206

a computational time cost of approximately 60% (Bateson et al., 2020).207
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2.1.2 Waves-in-Ice Module (CICE6-WIM)208

We incorporate a waves-in-ice module (WIM) into CICE6 (to create CICE6-WIM),209

which is a modified version of the WIM developed by Bennetts et al. (2017) for CICE4.210

The breakup model included in CICE6 is used (Horvat & Tziperman, 2015), rather than211

directly coupling wave-induced ice breakup and wave attenuation (Bennetts et al., 2017),212

meaning that no wave energy is lost when wave-induced breakup occurs. The WIM pre-213

scribes a frequency–direction SDF one cell north of the 1% SIC edge, where the influ-214

ence of sea ice on waves is assumed to be negligible. This is achieved by applying an ide-215

alised wave-energy spectrum and prescribing Hs, ωp, and mean wave direction (θ̄ in ra-216

dians). The mean wave parameters are taken from a global WAVEWATCH III (WW3)217

hindcast (Smith et al., 2021).218

Assuming a single-peaked directional spectrum, the frequency-directional spectrum,219

E(ω, θ), is given by,220

E(ω, θ) = S(ω)D(θ − θ̄), (7)

where E(ω, θ) is the directional SDF, S(ω) is the frequency SDF, and D(θ−θ̄) is a frequency-221

independent angular spreading function centred around the mean wave direction. E(ω, θ)222

is integrated over the directional spectrum, such that only southward-waves enter the223

sea ice (due south ±π/2). We define due south at 0, hence, the incident frequency SDF,224

Sin(ω), is initialised by225

Sin(ω) =

∫ π/2

−π/2

E(ω, θ) dθ. (8)

S(ω) is initialised using a Bretschneider spectrum (Bretschneider, 1959),226

S(ω) =
5

16
H2

s

ω4
p

ω5
e−

5
4 (

ωp
ω )

4

, (9)

and directional spreading is controlled by a cosine-2s model (Longuet-Higgins, 1963),227

D(θ − θ̄) =

{
C cos2s

(
θ−θ̄
2

)
for θ − θ̄ ∈ [−π

2
π
2 ],

0 otherwise
(10)

where C is a normalising constant. The degree of directional spreading by the cosine-228

2s function is determined by s. Since the Southern Ocean is dominated by swell, the cir-229

cular standard deviation of the directional wave energy spectrum, σθ, is narrower than230

wind-driven sea states (Derkani et al., 2021). In accordance with Derkani et al. (2021)231

who reported that σθ ≤ 30◦ when the sea state is dominated by swell, we set s = 2.5.232

The incident frequency-SDFs, Sin(ω), are propagated directly southward along merid-233

ional lines (i.e., 1D) with frequency-dependent wave attenuation. Wave attenuation is234

applied cell-wise to the incident SDF by,235

Si(ω) = Sin(ω)e
−ai(x)α(ω)x (11)

where Si is the SDF within the ice cover and x is the distance from the ice edge. The236

attenuation coefficient is determined from an empirical model for Antarctic sea ice, which237

is scaled by SIC (ai) (Meylan et al., 2014; Bennetts et al., 2017), such that238

α(ω) =
1

ai,MBK
(β2ω

2 + β4ω
4), (12)

where β2 = 5.38 × 10−5, β4 = 2.95 × 10−5 (units of s2m−1 and s4m−1, respectively),239

and ai,MBK = 0.7 is the SIC observed in Meylan et al. (2014). CICE6-WIM is forced240

by the WW3 hindcast and waves are propagated on an hourly basis (matching the model’s241

thermodynamic timestep) and steady-state conditions are assumed for propagation.242
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2.1.3 Model Configuration243

We conduct a CICE6-WIM simulation spanning from 2005 to 2019, with the first244

five years of simulation treated as spin-up, and, thus, discarded from analysis. The sim-245

ulation was forced inter-annually by atmospheric (Tsujino et al., 2018), oceanic (Kiss et246

al., 2020), and ocean-surface-wave data (Smith et al., 2021). CICE6 includes a slab ocean247

to model the mixed-layer ocean, which was forced by sea surface temperature, and salin-248

ity (surface current velocities were also input into CICE6-WIM). We use the CICE6 de-249

fault restoring time of 90 days and fixed mixed-layer depth of 20 m. Previous, Arctic-focused250

studies have used a variety of constant restoring times (e.g., 5 or 20 days; Schröder et251

al., 2019; Bateson et al., 2020) and a restoring time dependent on the mixed-layer tem-252

perature (Tsamados et al., 2015). Petty et al. (2014) incorporated a mixed-layer ocean253

model in CICE, but this was shown to be most influential in Antarctic ice shelf seas (rather254

than in the MIZ). A simulation of ACCESS-OM2 (a global coupled ocean–sea ice model255

using MOM5-CICE5) which was submitted to CMIP6 was used as oceanic forcing (Kiss256

et al., 2020). For consistency with ACCESS-OM2, CICE6-WIM runs on the same model257

grid, and uses four ice layers with one snow layer to resolve the thermodynamics. Ini-258

tial conditions were adopted from ACCESS-OM2, however as ACCESS-OM2 used CICE5259

(with a constant floe size of 300 m), the FSD was initialised globally using a fixed power260

law distribution (Perovich & Jones, 2014).261

2.2 Data Analysis262

2.2.1 Data Overview and Preparation263

We perform a k-means cluster analysis on daily CICE6-WIM model outputs of Antarc-264

tic sea ice data spanning from 2010–2019. Given a specified number of clusters, k, k-means265

classifies data into k distinct clusters by minimising the Euclidean distance between each266

data vector and the cluster centroids (MacQueen, 1967). We select five variables to de-267

scribe different sea ice types: areal sea ice concentration (ai), mean ice thickness (hi),268

mean snow thickness, representative floe size (ra), and ice age. Ice age is the average age269

of the ice within each grid cell and is computed as an ice volume-weighted tracer. These270

variables have been used to describe sea ice types in previous studies, e.g., unconsolidated271

pancake or brash ice, young to first-year ice with little snow cover, thicker first-year ice272

with a thicker snow cover, etc. (Massom et al., 1999). We apply a 15% SIC mask (as is273

used by Comiso & Zwally, 1984; NSIDC, 2023) to remove open-ocean cells, so that each274

cluster can be interpreted as a different sea ice type. To complete k-means on data vec-275

tors with elements of varying units, the variables must be non-dimensionalised to limit276

the chance of a single variable dominating the clustering (Wilks, 2011). For example, floe277

size (which we now use interchangeably with the representative radius, ra) has a stan-278

dard deviation of 300 m, whereas all other variables have standard deviations less than279

1 unit. Therefore, we complete min-max scaling on all variables, so that their range is280

limited between 0 and 1. Since this is a linear transformation, the shapes of the distri-281

butions are not affected.282

2.2.2 Cluster Number Selection283

Figures 1(a–c) show snapshots from 2019 of the k-means clustered sea ice regions284

during the mean sea ice extent maximum over 2010–2019 (26th of August) for k = 2–285

4, respectively. Regardless of the number of clusters specified to k-means, the clusters286

produce a pattern of zonal sea ice regions with the southermost cluster being confined287

to the Ross and Weddell seas. The outer band of sea ice resembles a MIZ (Cluster 1; shown288

in red) as it separates the open ocean from the inner pack, however the number of clus-289

ters specified control its width. When k = 2, the sea ice is divided into two zonal bands290

of similar areas. The outer band tends to be the widest east of the Weddell Sea and along291

the Antarctic Peninsula (∼ 800 km), but narrows in the Ross and Weddell seas (∼ 400 km).292
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Figure 1. Changes in Antarctic sea ice classification by the number of clusters (k) specified
to k-means. a–c) Snapshot maps of the sea ice clusters from 2019 at the average sea ice extent
maximum over 2010–2019 (26th August), where a) k = 2, b) k = 3, and c) k = 4. A longitudinal-
latitudinal grid (grey-dashed lines; in 60◦ and 10◦ increments, respectively) is overlaid onto the
maps. d–f) Histograms of significant wave heights (Hs) at the circumpolar southern boundary of
Cluster 1 (red) over 2010–2019 with a semi-log scale, for d) k = 2, e) k = 3, and f) k = 4. The
numbers labelling the sea ice clusters are ordered from low–high latitudes.

When k is increased from 2 to 3, the exterior cluster for k = 2 is split into two regions,293

with the exterior cluster for k = 3 (i.e., Cluster 1 in Fig. 1) narrower than for k = 2294

(mostly between 100–250 km). The inner part of Cluster 1 for k = 2 (i.e., Cluster 2 for295

k = 3) is an intermediary region between the exterior cluster and the interior ice pack.296

The addition of a fourth cluster (k = 4) predominantly separates the innermost clus-297

ter (Cluster 3 for k = 3) into two regions, and pushes out the outer two regions (Clus-298

ter 1 and Cluster 2 for k = 3). Consequently, the MIZ for k = 4 is typically restricted299

to only the outermost cell of the ice cover, and no cells for some longitudes.300

We determine an appropriate number of clusters for the present study, such that301

the MIZ (Cluster 1) agrees (indirectly) with its description as the “actively wave-affected”302

area of sea ice (Wadhams, 1986). We interpret this description of the MIZ to be the re-303

gion where incoming waves from the open ocean remain energetic (Hs order tens of cen-304

timetres to metres), with only occasional high-energy waves (Hs > 1m) able to reach305

(and potentially breakup) the interior sea ice pack (Kohout et al., 2014). We apply a wave-306

statistic heuristic based on the significant wave height (Hs) at the interior (southern)307

boundary of the MIZ (Cluster 1) to quantify the distribution of wave energy transmit-308

ted into the interior sea ice pack (i.e., typically the northern boundary of Cluster 2). His-309

tograms of Hs at the MIZ’s interior boundary for k = 2, 3, and 4 (over 2010–2019) are310

displayed in Fig. 1(d–f), respectively. The mean Hs along this boundary for k = 2–4311

are 0.08 m, 0.46 m, and 1.01 m, respectively. Therefore, we discount k = 2, as the waves312

have become vanishingly small at the southern boundary of its MIZ. The exceedance prob-313

ability of large waves entering the interior ice pack (i.e., Hs > 1m) is 0.16 for k = 3314

and 0.35 for k = 4. These large waves have a corresponding mean representative wave-315

length of 250 m for k = 3, and 150m for k = 4. Therefore, k = 3 is most closely aligned316

with the requirement for the MIZ to only occasionally allow energetic, long-period waves317

into the interior pack, hence, three clusters will be used for the rest of the study.318
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Figure 2. Antarctic sea ice (unscaled) cluster centroid locations and distributions of three key
sea ice variables. a) Radar plot of the centroid locations (i.e., the mean sea ice properties) of each
cluster. b–d) Probability density functions grouped by cluster number, of b) floe size (semi-log
scale), c) sea ice concentration (semi-log scale), and d) ice thickness (linear scale). The distribu-
tions of each variable are normalised, such that the the histograms across the three clusters sum
to unity.

We also applied statistical tests to determine the optimal clusters (standard silhou-319

ette and Calinski-Harabasz test Rousseeuw, 1987; Calinski, 1968) for k = 2–5, but there320

was no clear outcome.321

3 Results322

Results are produced from k-means clustering on 23 million data vectors of scaled323

CICE6-WIM output variables, with k = 3 specified clusters across the ice-covered South-324

ern Ocean domain (south of 50◦S with ai > 15%) from 1st January 2010 to 31st De-325

cember 2019. The labels of the sea ice regions are kept consistent throughout the sec-326

tion and ordered by low–high latitudes, with Cluster 1 denoting the MIZ.327

3.1 Cluster Analysis328

Figure 2a shows the unscaled means of each of the sea ice clusters (i.e., back trans-329

forming the k-means centroids to original units). Floe size, ice and snow thickness are330

the most clearly separated between the clusters and tend to increase with cluster num-331

ber. Ice age in Cluster 1 and Cluster 2 are similar, indicating that these floes are also332

mostly seasonal (Wadhams, 1986). Sea ice concentrations within Cluster 2 and Cluster 3333

are both very high (> 95%), with Cluster 1 covering relatively lower concentrations (80%),334

although 63% of the datapoints in Cluster 1 exceed 80%. The average ice floe within Clus-335

ter 1 has a radius of 27 m, is 0.37 m thick, and 3.6 months old, with little snow cover (<336

0.04m). Cluster 3 generally consists of the largest (> 600m), thickest (> 1m), and old-337

est (5months) floes with the most snow cover (> 0.2m). Cluster 2 is an intermediary338

ice type between the types found in Cluster 1 and Cluster 3, and includes floes of medium339
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Figure 3. The influence of floe size data on the k-means clustering of sea ice. Snapshot maps
taken on the 26th August 2019 of the sea ice cluster from k-means using a) the original dataset,
b) only floe size data, c) data from all variables excluding floe size.

size and thickness that found in the highest concentrations (on average) and have a sim-340

ilar age to those in Cluster 1.341

Figures 2(b–d) show the distributions (histograms with kernel density estimates342

overlaid) of floe size (semi-log scale), SIC (semi-log scale), and ice thickness (linear scale),343

respectively. Cluster 1 is characterised by floes smaller than 50m, with only of 5.6% of344

floes exceeding 100m. Cluster 2 is comprised of mostly medium to large floes (100–500m),345

and Cluster 3 is dominated by large floes (> 550m). The SIC distributions of all three346

clusters have a mode greater than 95%, resulting in large amounts of overlap, although347

the areas of lower concentrations tend to be classified as Cluster 1. Cluster 1 (MIZ) con-348

tains the thinnest ice, of which 78.5% is less than 0.5 m thick. The variance of ice thick-349

ness in Clusters 2 and 3 are greater than in Cluster 1; both are skewed towards thicker350

ice, with Cluster 3 containing the majority of ice thicker than 1 m.351

3.2 Cluster Identification Dependence on Floe Size352

Following the results of Figure 2, a test is completed to determine the influence of353

floe size on k-means clustering. The test includes a comparison of (i) the original dataset354

(as a reference), (ii) a dataset of only floe size, and (iii) a dataset of the variables exclud-355

ing floe size. Fig. 3a shows a snapshot (in 2019) of the clusters fit to the original dataset,356

and is shown at the average SIE maximum (equivalent to Fig. 1b). The equivalent maps357

of the new clusters generated from only floe size, and the original dataset excluding floe358

size, are shown in Fig. 3(b–c), respectively (see supporting information Fig. S1 for maps359

at the SIE minimum).360

All three maps display an outer cluster (Cluster 1), an innermost cluster (Cluster 3),361

and an intermediary cluster (Cluster 2). The maximum width of Cluster 1 when all vari-362

ables are used for clustering is 253 km and occurs in June. When only floe size data is363

used (Fig. 3b), Cluster 1 widens to a maximum of 520 km (in June) and restricts the two364

remaining clusters towards the coastline (see supporting information Fig. S2 for the sep-365

aration of floe size amongst the clusters). Finally, when floe size is excluded from the366

clustering (Fig. 3c) the maximum width of Cluster 1 during winter is reduced to 17 km367

(in September) and is restricted to cells along the ice edge. Cluster 2 then absorbs large368

amounts of area from both the previous Cluster 1 and Cluster 3. Thus, floe size is the369

key variable for k-means to determine a Cluster 1 which resembles a MIZ (i.e., the wave370

affected region).371
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Figure 4. Seasonal spatial and areal evolution of the sea ice clusters. a–d) Daily snapshots
of the sea ice clusters taken on the 1st of a) March, b) June, c) September, and d) December in
2019. e) Daily time series of the area within each sea ice cluster (average over 2010–2019) with
the average date of minimum (14th of February) and maximum (26th of August) sea ice extent
(SIE) shown in dashed-grey lines.

3.3 Evolution of the Antarctic Sea Ice Clusters372

Figure 4(a–d) show snapshot maps of the clusters in four months 2019 (March, June,373

September, and December, respectively). Cluster 1 is located along the ocean-sea ice bound-374

ary and consistently surrounds the other two clusters, typically with Cluster 2 along its375

interior border. In March (Fig. 4a), the majority of sea ice resides in the Ross and Wed-376

dell seas, consisting mostly of large, thick floes (Cluster 3) with thinner, smaller floes (Clus-377

ter 1) skirting the ice edge. During the peak of Antarctic sea ice expansion (April–June;378

Fig. 4b), pockets of Cluster 2 appear along the Antarctic coastline, signifying the for-379

mation of new ice (as large, thin floes) in coastal polynyas, where waves from CICE6-380

WIM do not reach. The new ice increases the area of Cluster 2, resulting in it covering381

the largest fraction of sea ice from May–July. Cluster 3 expands in mid-winter (Septem-382

ber; Fig. 4c), driven by its increased coverage of the Antarctic coastline, due to the new383

ice from early winter in Cluster 2 transitioning to Cluster 3 as it consolidates and thick-384

ens. This culminates in Cluster 3 dominating the ice cover over October–December (Fig. 4d).385

Figure 4e shows the seasonal areal evolution of each of the clusters (averaged daily386

over 2010–2019). The area of Cluster 1 reaches two peaks annually, with a maximum387

in June–July of ∼ 5million km2 and the second peak of ∼ 3million km2 in December.388

Cluster 2 has an annual maximum area of ∼ 11million km2 (in July) and Cluster 3 has389

a maximum area of ∼ 14million km2 (in October). As the growth season commences,390
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Figure 5. Mean floe size and melt rate tendencies over 2010–2019, grouped by sea ice cluster.
a) Change in representative floe size by each individual processes. b) Basal, lateral, and top melt
rate of sea ice.

all three clusters increase in area, with Cluster 2 (i.e., younger, medium–large floes) in-391

creasing the most rapidly and becoming dominant in area over winter. The area of Clus-392

ter 1 and Cluster 3 grow at similar rates during early winter, although Cluster 1 reaches393

a maximum area in June–July before decreasing over August–September (coinciding with394

the decrease of Cluster 2). Cluster 3 continues to grow until October (past the date of395

maximum SIE), before sharply declining in late spring. The rapid loss of area in Clus-396

ter 3 occurs during the second growth phase of Cluster 1 in November. Since new ice397

formation is limited over summer, this suggests that interior sea ice becomes unconsol-398

idated and re-classified as Cluster 1, leading to it displaying the least intraseasonal vari-399

ability. During the summer a sharper transition of floe sizes and thickness is formed be-400

tween the exterior to the interior pack, as Cluster 1 now interfaces with Cluster 3 (since401

the area of Cluster 2 is diminished).402

3.4 Floe Size Processes and Melt Rates Across the Antarctic Sea Ice Clus-403

ters404

Figure 5a shows the average tendencies (over 2010–2019) of the physical processes405

that affect floe size across the sea ice clusters. The impact on floe size is measured as406

the change in representative floe size (ra) per day, where bar heights indicate the mean407

tendency and are coloured corresponding to cluster number. Wave-induced breakup of408

floes mainly occurs within Cluster 1 (the MIZ), although Cluster 2 experiences some breakup.409

It is the dominant process for floe size evolution in Cluster 1, with its mean tendency410

reducing floe size by 0.49m day−1. Welding and new floe formation increase floe size by411

0.07 and 0.12m day−1, respectively. This means that new floes within the MIZ are of412

comparable sizes to representative floe size, it does not indicate the volume of new ice413

produced (see supporting information Fig. 4a for the new floe formation seasonal time414

series). The tendencies of lateral melt and growth change the floe size by −3.59×10−3415

and 2.5×10−5 (m day−1). Welding is the dominant process in Cluster 2, increasing the416

floe size by 0.24m day−1. Cluster 3 experiences a similar rate of lateral melt to Cluster 1,417

as it is the dominant ice cluster over the summer (Fig. 4), although, overall new floe for-418

mation is the driver of floe size change within Cluster 3.419

Figure 5b shows the mean rate of the three modes of sea ice melt (basal, lateral420

and top) across the sea ice clusters. All three clusters are driven by basal melt, with it421

being approximately a factor of 10 greater than top melt. Cluster 1 exhibits the great-422
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Figure 6. Assessment of MIZ widths from CICE6-WIM outputs against satellite observations.
Seasonal time series (averaged over 2010–2019) of effective MIZ widths of Cluster 1 from k-means
(red) and from the 15–80% sea ice concentration range definition (grey), shown as daily median
values (curves) and interquartile ranges (corresponding shaded regions). Monthly medians of
satellite-derived wave penetration distances from February, May, September, and December
2019 (Brouwer et al., 2022) are overlaid (green bullets) with their respective interquartile ranges
(error bars).

est melting in all three types, since it is the northernmost cluster and borders the open423

ocean. Cluster 3 displays the second most melting with Cluster 2 exhibiting the least.424

As the area of Cluster 2 reduces to less than ∼ 1million km2 over the summer months425

(Fig. 4e), there is only a short period of time for it to experience the increased temper-426

atures, thus limiting the opportunity for melting.427

3.5 Assessment of Antarctic MIZ Widths Against Satellite Observations428

To compare with the results of Brouwer et al. (2022), in which effective MIZ widths,429

de, are derived from satellite observations of wave penetration distances into the sea ice430

cover, we define the equivalent for our definition by (Wadhams, 1975),431

de =

∫ d

0

ai(x)dx, (13)

where d is the distance from the ice edge to the interior MIZ boundary (i.e., the south-432

ern boundary of Cluster 1). The distance de is the the total length of ice floes in the MIZ433

along a meridional transect. We also compare with the effective MIZ width given by the434

traditional 15–80% SIC definition, i.e., the total length of floes in between the 15%- and435

80%-SIC contours.436

Figure 6 shows the seasonal daily-median effective MIZ widths from k-means (red437

curve) and the SIC-threshold definition (grey curve) over 2010–2019, plus their respec-438

tive interquartile ranges (corresponding shaded areas). The effective MIZ width from wave439

observations by Brouwer et al. (2022) over 2019 are presented as monthly medians and440

interquartile ranges, for February, May, September and December. The k-means derived441

effective MIZ width has a similar seasonal shape to the area of Cluster 1 (Fig. 4e), with442

a maximum in July (de = 215 km) and a secondary peak in December (de = 89 km),443

although it is less pronounced as the effective MIZ width incorporates an increasingly444

reduced sea ice concentration from spring to summer. The minimum effective MIZ width445

occurs during the SIE minimum (February; de = 51 km). A secondary minimum oc-446

curs in spring (November 6th) where the MIZ width reduces to de = 64 km. In con-447
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Figure 7. Seasonal time series of Antarctic MIZ (Cluster 1) properties averaged over 2010–
2019. Seasonal a) MIZ width (width of Cluster 1 regardless of ice concentration), b) sea ice
concentration, c) representative floe size, and d) ice age. The average (north–south) width of
CICE6-WIM grid cell (∼ 56 km) is indicated in panel a) with light grey shading.

trast, the SIC-derived effective MIZ width shrinks to a minimum de ≈ 0 km during April–448

September, when the k-means effective MIZ width is greatest, as the SICs at the outer449

margins of the ice cover often exceeds 80% during winter. The maximum occurs in De-450

cember (de = 176 km), which is twice as wide than that of the k-means defined MIZ451

in summer. When the clustering is completed on the dataset excluding floe size, we see452

strong agreement with the SIC definition (see supporting information Fig. S3). The ef-453

fective MIZ width seasonality implied by Brouwer et al. (2022)’s observations is simi-454

lar to that of the k-means MIZ, with a minimum in February (36 km), and a maximum455

in September (192 km) . The k-means effective MIZ width strongly agrees with (Brouwer456

et al., 2022)’s observations in May, and shows good agreement in February and Decem-457

ber. Differences are apparent in September, but both have a seasonal maximum of ∼458

200 km.459

3.6 Antarctic MIZ Seasonality460

Figure 7a shows the seasonal time series (averaged over 2010–2019) of the abso-461

lute MIZ width, d (not to be confused with the effective distance, de). For reference, the462
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Figure 8. Seasonality of Antarctic sea ice dynamics averaged over 2010–2019. Daily averaged
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interior pack (dark grey). a) Decrease in floe size from wave-induced breakup, b) ice speed, and
c) total melt rate.

grey shaded area represents the mean north–south width of a CICE6–WIM grid-cell in463

the Antarctic domain. The panels below show seasonal time series over the same period464

for the b) average SIC, c) representative floe size, and d) ice age in the MIZ. As expected,465

the seasonal shape of the mean MIZ width is similar to its mean area (Fig. 4e) and me-466

dian effective MIZ width (Fig. 6). It has a maximum of d = 253 km in June, and a sec-467

ond peak of d = 178 km in December. The summer and spring minima are d = 87 km468

in March and d = 101 km in late-October, respectively.469

The mean ice age follows a similar seasonal cycle to floe size in the MIZ, with a peak470

in summer and a low in winter (Fig. 7c–d). In early winter, the decrease in ice age and471

floe size simultaneously with the rapid increase in SIC suggests the formation of high-472

concentration pancake ice fields. Floe sizes and ice age reduce to ∼ 20m and less than473

a month old which coincides with the annual MIZ width maximum. The spring contrac-474

tion of the MIZ coincides with a decrease in SIC, and an increase in both floe size and475

ice age. This transition shifts the floe composition in the MIZ from newly-formed pan-476

cakes in high concentrations to lower concentrations of older-larger floes.477

Figure 8 shows seasonal (daily-mean) time series of a) the decrease in representa-478

tive floe size by wave-induced breakup, b) sea ice drift speed, and c) melt rate. The av-479

erage values within the MIZ (light red) are shown alongside those of the interior sea ice480
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(i.e., Clusters 2 and 3 combined; light grey). A 30-day moving average for both clusters481

is overlaid (red and dark grey, respectively). The MIZ experiences wave-induced breakup482

primarily over the summer, and consistently at greater rates than the interior clusters483

(as expected from Fig. 5). Floes in the winter MIZ experience less breakup as their mean484

representative floe size is limited to ∼ 20m (i.e., within the first few categories of the485

FSD). The moving average of drift speed in the interior remains mostly between 0.1–486

0.15 ms−1. The MIZ has comparable speeds to the interior during summer, however it487

becomes more mobile over July–November with drift speeds are ∼ 70% greater than that488

of the interior ice, as the MIZ width is contracting (Fig. 7a). The rate of melting in the489

MIZ is greater than the interior pack over the whole annual cycle. As expected, the melt490

cycle in both the MIZ and interior display strong seasonality with maxima during sum-491

mer and minima during winter. The MIZ maximum melt rate of 4.35× 10−2 m day−1492

is almost triple that of the interior pack (1.49×10−2 m day−1). The second MIZ width493

peak in December coincides with increased rates of breakup and melting, resulting in the494

MIZ containing larger broken floes in lower concentrations than in winter.495

4 Conclusions and Discussion496

Unsupervised classification was used to reduce multivariate snapshots of the Antarc-497

tic sea ice cover properties into statistically defined clusters. The sea ice dataset com-498

prised of SIC, ice thickness, ice age, representative floe size and snow thickness from stan-499

dalone CICE6-WIM model outputs over 2010–2019. A wave heuristic was used to show500

that k = 3 clusters produced a MIZ-like outer cluster, as the wave-affected region that501

typically shields the inner ice pack (the two interior clusters) but allows occasional waves502

to reach the outskirts of the inner pack, e.g., large-amplitude waves created by polar storms503

and cyclones (Kohout et al., 2014; Vichi et al., 2019). Floe sizes were found to have the504

greatest influence on the classification method, but did not completely determine the clus-505

tering results, as shown by the differences in Fig. 3(a–b), and in Fig. S1(a–b). The clus-506

ter corresponding with the MIZ was shown to be typically composed of small, thin floes507

in relatively low concentrations with little snow cover (Fig. 2).508

Daily outputs of the k-means clustering were used to determine the seasonal be-509

haviour of Antarctic MIZ area (Fig. 4). The area of the MIZ in the standalone model510

reaches has an annual minimum in mid-summer (1 million km2), a maximum in winter511

(5 million km2), before it contracts in spring (2 million km2), and finally reaches a sec-512

ond peak in early-summer (3 million km2). The winter peak coincides with the expan-513

sion of both interior clusters, whereas the summer maximum occurs whilst the area of514

the interior clusters are decreasing. The average effective MIZ widths displayed similar515

behaviour (although with a reduced summer peak), and were shown to agree well with516

Brouwer et al. (2022)’s observations based on wave propagation distances, particularly517

in February, May, and December (Fig. 6). Both methods produced a minimum width518

in summer (February), and a maximum width of approximately 200 km in winter. The519

largest discrepancy occurred in September, which may be a result of the standalone model520

not capturing the timing of the sea ice maximum extent (e.g., the average sea ice extent521

maximum in CICE6-WIM occurred on the 26th of August, which is over a month prior522

to the satellite observed maximum on 30th of September in 2019 NSIDC, 2023). As sea523

ice thermodynamics are sensitive to mixed-layer depth (Tsamados et al., 2015), the areal524

sea ice evolution would likely be improved with a variable depth mixed-layer model, whether525

coupled to a full-ocean model or a prognostic mixed layer model (Petty et al., 2014).526

For the CICE6-WIM model outputs, k-means clustering was shown to produce markedly527

different MIZ widths to those obtained from the classic 15–80% SIC definition (Fig. 6).528

In contrast to k-means, the SIC-defined MIZ widths are at their minimum over the win-529

ter months (∼ 0 km). The SIC definition does not identify the MIZ-type driven by the530

pancake cycle (Lange et al., 1989), which contains large waves generated by winter cy-531

clones deep into concentrations close to 100% (Alberello et al., 2022), albeit the coarse532
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spatial resolution of the model grid (1◦ latitude-longitude) limits the representation of533

the steep gradient in SIC between the open ocean and the ice pack (e.g., as shown in534

ASMR2 satellite images Alberello et al., 2022; Pitt et al., 2022). Thus, the CICE6-WIM535

outputs underestimate the SIC-defined MIZ (especially when it is less than the average536

grid-cell length of 56 km). The SIC-defined MIZ sharply increases in width and spread537

(interquartile range) during summer, which coincides with the k-means MIZ increasing538

in floe size (in mean; Fig. 7c) and becoming disperse (mean SIC ∼ 50%; Fig. 7b).539

Vichi (2022) found a seasonal MIZ area using the SIC definition applied to satel-540

lite observations that contrasts with our SIC-defined MIZ widths. In particular, he found541

that the MIZ area grows at a linear rate from 2 million km2 in February to October, be-542

fore peaking to 8 million km2 in December, meaning that it is non-zero over winter (broadly543

agreeing with the results of Stroeve et al., 2016). There is significant variability when544

comparing MIZ areas between satellite products or against model data (Stroeve et al.,545

2016; Rolph et al., 2020). Although, the lack of sea ice–ocean feedbacks in our model po-546

tentially exacerbate the amount of frazil ice produced from the thermodynamic scheme (mushy-547

layer, see A. K. Turner et al., 2013) within CICE (Bailey et al., 2020), resulting in in-548

creased SICs across the cover, decreasing the SIC-threshold MIZ widths during winter.549

Further, Vichi (2022) showed that the MIZ area defined by a temporal standard devi-550

ation of SIC initially grew at a greater rate than the SIC threshold area (over February–551

May), and then remained between 5–6 million km2 over winter (similar to the k-means552

winter area; Fig. 4). Both of the SIC definitions Vichi (2022) applied to satellite data553

identified areas deeper into the pack, such as coastal and open-ocean polynyas. These554

features are not identified as MIZ by the k-means definition (Fig. 3 and Fig. S1a), which555

instead returned the outer band of ice cover affected by open-ocean waves (Fig. 1 and556

Fig. 8), since no wave generation occurs within the sea ice cover or polynyas in CICE6-557

WIM.558

The bimodal seasonality of the MIZ area (maxima during the middle of the aus-559

tral winter and summer; e.g., Fig. 4e) indicates a seasonal transition in the floe compo-560

sition and regime shift in the dominant physical processes. During the Antarctic sea ice561

expansion, new floes within the MIZ are limited in size due to incoming waves from the562

open ocean, resulting in the proliferation of floes in the smallest floe size and ice thick-563

ness categories, which are interpreted as pancake ice formation with interstitial frazil ice (Wadhams564

et al., 2018; Alberello et al., 2019). This results in a winter MIZ in which the average565

ice floe is less than 1 month old and 20m in length, as well as the SIC being close to 100%566

(Fig. 7b–d). The winter MIZ retreats in the mid–late-winter to early–mid-spring as the567

ice edge stops advancing before the Antarctic ice cover rapidly retreated. However, the568

MIZ had a second growth period over late-spring–early-summer when large floes in the569

inner ice pack are fractured by waves and are re-classified into the MIZ. Thus, the sum-570

mer MIZ was characterised as previously consolidated ice, rather than new floes (as was571

the case in winter). Sea ice concentrations within the MIZ continued to reduce into Jan-572

uary, with the age of the floes reaching a maximum in February. The melt season de-573

creased the summer MIZ width from mid-December–mid-March (occurring near the SIE574

minimum) where it reduced to 100 km wide. After the SIE minimum, new ice formation575

began, reducing the floe size and ice age in the MIZ, while increasing SIC, completing576

the seasonal cycle.577

The Antarctic MIZ has been observed to contain unconsolidated sea ice cover con-578

sisting of small floes (Toyota et al., 2011, 2016; Alberello et al., 2019), due to frazil and579

pancake ice formation (Wadhams et al., 2018; Skatulla et al., 2022), and wave breakup580

of larger floes (Kohout et al., 2016). These small floes are more mobile, e.g., faster drift581

speeds (Alberello et al., 2020; Womack et al., 2022), and more susceptible to melting (especially582

lateral melt Steele, 1992; Horvat et al., 2016; Bateson et al., 2020). The k-means clus-583

ter analysis identified a MIZ with these properties in a parsimonious manner, i.e., the584

clustering used no variables on sea ice dynamics or thermodynamics. Wave-induced breakup585
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of floes was shown to predominantly occur within the MIZ during summer (including re-586

classifying ice which previously resided in an interior cluster to the MIZ). Wave-induced587

breakup in the summer MIZ was approximately a factor of eight greater than that of the588

interior pack (∼ 1.6m day−1 and ∼ 0.2m day−1 in the MIZ and interior, respectively;589

Fig. 8a). The late-winter to spring months coincided with the average drift speed within590

the MIZ to be around 0.1 ms−1 greater than that of the interior, whilst floes were in near591

free-drift conditions (Fig. 8b and Fig. S4b). Similar to the wave-breakup of floes, melt592

rates were found to be dominant over the summer season, with the total melt rate hav-593

ing (on average) twice the impact on MIZ ice than interior ice (annual maxima of 4.5×594

10−2 m day−1 in the MIZ and 2.1× 10−2 m day−1 in the interior; Fig. 8c).595

In conclusion, k-means classification with three clusters has been shown as a suit-596

able method to identify the Antarctic MIZ, in a manner consistent with its description597

as the regularly wave-affected region of the ice cover (Wadhams, 1986), using sea ice model598

outputs, with the requirement that the outputs include floe sizes. Future studies should599

test the approach on model outputs for Arctic sea ice, in which pancake ice is less preva-600

lent (although suggested to increase with a changing wave climate Thomson et al., 2017)601

and the MIZ is generally smaller (Weeks, 2010) as waves rarely penetrate more than 100 km602

into the MIZ (Cooper et al., 2022). Moreover, it should be tested in a coupled model set-603

ting as standalone sea ice models struggle to resolve feedbacks between sea ice and the604

ocean (including surface waves), and with a more sophisticated wave propagation model,605

e.g., where the attenuation rate changes in response to floe size (Meylan et al., 2021).606

It will then be available for detailed studies on the unique properties of the MIZ and its607

influence on the responses of Arctic and Antarctic sea ice covers to the changing climate.608
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