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Abstract17

We use seismic ambient noise recorded by dense ocean bottom nodes (OBNs) in the Gor-18

gon gas field, Western Australia, to compute time-lapse seafloor models of shear-wave19

velocity. The extracted hourly cross-correlation (CC) functions in the frequency band20

0.1 – 1 Hz contain mainly Scholte waves with very high signal to noise ratio. We observe21

temporal velocity variations (dv/v) at the order of 0.1% with a peak velocity change of22

0.8% averaged from all station pairs, from the conventional time-lapse analysis with the23

assumption of a spatially homogeneous dv/v. With a high-resolution reference (baseline)24

model from full waveform inversion of Scholte waves, we present an elastic wave equa-25

tion based double-difference inversion (EW-DD) method, using arrival time differences26

between the reference and time-lapsed Scholte waves, for mapping temporally varying27

dv/v in the heterogeneous subsurface. The time-lapse velocity models reveal increasing/decreasing28

patterns of shear-wave velocity in agreement with those from the conventional analysis.29

The velocity variation exhibits a ∼24-hour cycling pattern, which appears to be inversely30

correlated with sea level height, possibly associated with dilatant effects for porous, low-31

velocity shallow seafloor and rising pore pressure with higher sea level. This study demon-32

strates the feasibility of using dense passive seismic surveys for quantitative monitoring33

of subsurface property changes in the horizontal and depth domain.34

Plain Language Summary35

Unlike seismic waves generated by earthquakes or human-made sources, seismic am-36

bient noise is the ubiquitous background vibration of the solid Earth recorded by seis-37

mic sensors, mainly due to the interaction of ocean waves and the seafloor. We extract38

virtual Scholte waves travelling along the interface between the ocean and the seafloor,39

using seismic interferometry on an hourly basis, from the seafloor ambient noise recorded40

by dense ocean bottom nodes. Conventional passive monitoring techniques assume a spa-41

tially homogeneous relative velocity changes. With this assumption, the waveform dif-42

ferences on the extracted Scholte waves reveal temporal variations in the velocity of shear43

waves up to 0.8%. The velocity variation in this study exhibits a ∼24-hour cycling pat-44

tern, which seems inversely correlated with sea level height, possibly associated with di-45

latant effects for porous, low-velocity shallow seafloor and rising pore pressure with high46

sea level. Furthermore, we push the limits of passive monitoring with advanced wave-47

equation based inversion technique enabling mapping the velocity change into detailed48

spatial distribution. Therefore we not only infer how velocity changes in time but also49

provide insights on where the velocity changes occur in 3-D beneath the seabed.50

1 Introduction51

Seismic ambient noise (passive seismic data) is an ubiquitous background vibra-52

tion of the solid Earth recorded by seismic sensors (Longuet-Higgins, 1950; Nishida, 2013;53

Ardhuin et al., 2015). The primary sources of seismic ambient noise are loads on the Earth’s54

surface from pressure perturbations in the ocean and the atmosphere (Stehly et al., 2006;55

Gualtieri et al., 2020). Besides the low-frequency Earth’s hum with periods longer than56

30 s (Ardhuin et al., 2015), seismic ambient noise contains mainly primary (10 - 20 s)57

and secondary (5 - 10 s) microseisms. The primary mechanism comes from the direct58

coupling between the ocean waves and the solid Earth, with a period similar to that of59

the main ocean swell (Hasselmann, 1963). The secondary mechanism comes from the non-60

linear interaction between direct swells and those reflected at the coast (Longuet-Higgins,61

1950; Lindsey et al., 2019). A cross-correlation (CC) of the ambient noise wavefield recorded62

at two receivers provides an estimate of the emprical interstation Green’s function, which63

can be interpreted as the seismic response that would be measured at one of the receiver64

locations as if there is a source at the other location (Campillo & Paul, 2003; Shapiro65

& Campillo, 2004; Roux et al., 2005; Larose et al., 2006; Bensen et al., 2007; Saygin &66
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Kennett, 2012; Nakata et al., 2016). The dominant signals extracted from seismic am-67

bient noise are usually surface waves (e.g. Shapiro & Campillo, 2004; Stehly et al., 2006;68

Brenguier et al., 2016; Chen & Saygin, 2022), though body waves have also been observed69

in favourable circumstances (e.g. Roux et al., 2005; Nakata et al., 2016; Saygin et al.,70

2017; Castellanos et al., 2020).71

Temporal variations of subsurface physical properties have been often observed; for72

example, from environmental changes (Sens-Schönfelder & Wegler, 2006; Takano et al.,73

2014, 2019; Hillers et al., 2015; Clements & Denolle, 2018; Mao et al., 2022; Kramer et74

al., 2023; S. Zhang et al., 2023) and within zones of active tectonic activities such as vol-75

canos and faults (Poupinet et al., 1984; Wegler et al., 2006; Brenguier et al., 2008; Mi-76

nato et al., 2012; Brenguier et al., 2016; Viens et al., 2018; Barreyre et al., 2022; Tone-77

gawa et al., 2023), natural resources (e.g., hydrocarbon, geothermal) production fields78

(Batzle & Wang, 1992; Lumley, 2001; Obermann et al., 2015; Sánchez-Pastor et al., 2019),79

and carbon/hydrogen underground storage in subsurface rock formations (Arts et al.,80

2004; Lumley, 2010; Zhu et al., 2019; Ringrose et al., 2021; Krevor et al., 2023). The rel-81

ative change in the speed of seismic waves (dv/v) has been widely used as a proxy for82

the changes of in-situ subsurface rock physical properties. In recent years it has been demon-83

strated that subsurface monitoring using seismic ambient noise is a powerful and cost-84

effective solution for detecting and quantifying the time-lapse dv/v (Sens-Schönfelder &85

Wegler, 2006; Brenguier et al., 2014; Hillers et al., 2015; Obermann et al., 2015; Clements86

& Denolle, 2018; Sánchez-Pastor et al., 2019; Takano et al., 2019; Brenguier et al., 2020;87

Mao et al., 2022; Tonegawa et al., 2023). The ever-present natural ambient sources en-88

able continuous and reliable estimates of interstation seismic responses for pairs of seis-89

mic stations across time, for example at a daily (Hadziioannou et al., 2011; Minato et90

al., 2012; de Ridder & Biondi, 2013; Brenguier et al., 2020) or hourly basis (Mao et al.,91

2019; Oakley et al., 2021; Kramer et al., 2023; Takano & Nishida, 2023). The waveform92

changes (e.g., the travel time shifts) between the reference and time-lapse CC functions93

can be used for estimating dv/v (Sens-Schönfelder & Wegler, 2006; Clarke et al., 2011;94

Richter et al., 2014; Lecocq et al., 2014). Compared with expensive controlled-source seis-95

mic surveys for time-lapse monitoring (Lumley, 2001; Hicks et al., 2016), seismic mon-96

itoring using ambient noise helps reduce the operational cost significantly, is environmen-97

tally friendly and can be more readily embraced by the community. Passive monitoring98

is also preferred over subsurface monitoring methods that rely on naturally occurred earth-99

quakes, because the latter lacks repeatability and universal distribution (Kamei & Lum-100

ley, 2017).101

The extracted emprical interstation seismic responses contain the direct (ballistic)102

and multi-scattered coda waves. Both have been used for monitoring temporal variabil-103

ity of subsurface velocities (Snieder et al., 2002; Sens-Schönfelder & Wegler, 2006; Takano104

et al., 2020; Fokker et al., 2023). It is common practice for seismic passive monitoring105

to detect the temporal changes with an assumption of spatially homogeneous change (Snieder106

et al., 2002; Sens-Schönfelder & Wegler, 2006). However, it remains challenging to map107

or localize the detailed spatial distribution. There have been studies using direct arrivals108

of surface waves (de Ridder & Biondi, 2013; de Ridder et al., 2014; Mordret et al., 2014)109

that localize the velocity changes in the horizontal plane, and use the eikonal equation110

to describe the physics, which is less accurate than inversion methods based on the full111

elastic-wave equations. Mordret et al. (2020) estimated velocity velocity changes in depth112

from dispersion measurements using a 1-D assumption. For multiply scattered coda waves,113

the spatial extent of the velocity changes can be determined from travel-time shifts us-114

ing the coda-wave sensitivity kernels, which describe wave propagation by delineating115

the likelihood of travel path in a statistically characterized scattering media (Pacheco116

& Snieder, 2005; Obermann, Planès, et al., 2013; Obermann, Schimmel, et al., 2013; Marg-117

erin et al., 2016; Sánchez-Pastor et al., 2018; Rodŕıguez Tribaldos & Ajo-Franklin, 2021;118

Mao et al., 2022, 2023). Coda waves allow the detection of subtle velocity changes on119

the order of 0.01% (Sens-Schönfelder & Wegler, 2006; Mao et al., 2019), but the spatial120
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resolution is relatively low. Compared with the established workflows for determining121

quantitative 4-D (space-time) models of temporal velocity changes using body waves from122

controlled seismic sources (e.g. Lumley, 2001, 2010; Z. Zhang & Huang, 2013; Yang et123

al., 2016; Hicks et al., 2016; Ringrose et al., 2021), there has been a significant knowl-124

edge gap for subsurface space-time monitoring using surface waves from ambient noise.125

We present a pilot study for space-time monitoring of subsurface physical property126

changes using ocean bottom ambient noise data, which not only enables the detection127

of temporal average changes but also provides insights into their spatial distribution. We128

extract Scholte waves in the frequency band 0.1 – 1 Hz on an hourly basis from two-day129

seafloor seismic noise recorded by a dense array of ocean bottom nodes (OBNs). Time-130

lapse analysis shows temporal changes of the seafloor velocity up to ∼0.8%. With a seafloor131

model from full waveform inversion (FWI) of reference Scholte waves, we propose an elas-132

tic wave equation based double-difference inversion (EW-DD) method using differential133

wave arrival times for mapping time-lapse velocity changes in space. Synthetic and field134

data applications show that it is feasible to perform space-time subsurface monitoring135

using ambient noise, i.e., detecting and localizing subtle subsurface velocity changes us-136

ing ambient noise data from dense seismic arrays.137

2 Data and Ambient Noise Interferometry138

Between November 2015 and April 2016, Chevron Australia and its partners ac-139

quired a three-dimensional (3-D) seismic survey using active-source ocean bottom nodes140

(OBNs) over the Gorgon gas field for a better description of the Gorgon reservoir sands141

for carbon capture and storage. The survey area is located on the North West Shelf off-142

shore of Western Australia, approximately 200 km from the mainland (Figure 1a and143

1b). Both the in-line and cross-line intervals were 375 m, with 120 OBN lines covering144

an area of ∼436 km2. The inline direction was 115o/295o, about perpendicular to the145

coastal line. The water depth in the survey region was between 200 and 600 m. The sur-146

vey contains 3099 seismic nodes, which were deployed from the north to the south and147

gradually covered the whole area of the Gorgon field with a rolling phase deployment148

(Chen & Saygin, 2022). At the peak of the survey, over 1,000 nodes were recording si-149

multaneously. Each node comprised four channels, with two horizontal components (X,150

Y) and one vertical component (Z) for measuring displacement, and a hydrophone com-151

ponent for recording pressure. The data were recorded continuously with a 2 millisec-152

ond interval. The survey used controlled air-gun seismic sources, but there were several153

quiet time windows without using controlled active sources, for example, during public154

holidays. Clock drift has been corrected during data preprocessing (Rentsch et al., 2023).155

The recorded ambient seismic wavefield in the absence of active seismic sources provides156

the opportunity for passive subsurface monitoring using a dense seismic array of indus-157

trial scale. We select a time window around the New Year’s holiday, Julian Days 1 and158

2 of 2016, for the passive seismic monitoring experiment.159

We detrend and down-sample the vertical component of the data from 250 Hz to160

20 Hz with anti-aliasing filtering. The ambient noise data are then filtered to the frequency161

band 0.1 – 1 Hz. We divide the recordings of the selected quiet time window without ac-162

tive source shooting into hour-long segments; each segment is then subdivided into 45163

s long records with a 50% overlap. We calculate CC functions for each time window of164

ambient noise recordings for all the station pairs, and use the phase-weighted stacking165

(Schimmel et al., 2011) within each hour-long segment to improve the signal to noise ra-166

tio. Figure 1c shows the CC functions at Hour 15 Day 1 for Line 3924 (in-line direction,167

indicated by the black arrow in Figure 1b), which contain mainly Scholte waves (trav-168

elling along the interface between the ocean and the seafloor) and provide constraints169

on the shear-wave velocity of the seafloor. This is consistent with the observation that170

interface waves, for example Rayleigh waves for the air-solid interface or Scholte waves171

for the fluid-solid interface, dominate the vertical component of the microseism records172
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(Gualtieri et al., 2020). The extracted hourly CC functions have a very high signal to173

noise ratio. The energy concentrates on the positive side of the CC time lags and the174

empirical Scholete waves are barely visible in the acausal side, suggesting that most of175

the ambient noise between 0.1 and 1 Hz propagates from the coast to the ocean in this176

particular scenario.177

3 Methods and results178

3.1 Temporal monitoring of seismic velocity179

For each station pair, reference (baseline) data can be obtained by stacking the repet-180

itive estimates of CC functions for that pair across all the available hours from the two-181

day passive noise data recordings. We compare the causal part of the direct Scholte wave182

arrivals of the reference data with that of the hourly CC functions (monitoring data) to183

quantify the velocity variations in time (dv/v). We apply Moving-Window Cross-Spectral184

Analysis (Poupinet et al., 1984; Clarke et al., 2011) to the Scholte waves, with the as-185

sumption that dv/v is homogeneous in space. Figures 2a and 2b depict the derived ve-186

locity changes from two selected station pairs. Figure 2c shows the velocity changes from187

all the station pairs, along with the corresponding average changes across the entire two-188

day monitoring period. We observe seafloor velocity changes up to 0.8% (Figure 2c), ex-189

hibiting a probable sinusoidal pattern with a cycle close to 24 hours. The velocity changes190

in Figure 2 can be interpreted as the average velocity perturbation of the subsurface medium191

through which the Scholte waves propagate. The temporal changes of velocities from more192

survey lines, as indicated by the black arrows in Figure S1, are shown in Figure S2, sug-193

gesting similar patterns of velocity changes in line with Figure 2.194

–5–



manuscript submitted to Journal of Geophysical Research: Solid Earth

Cross-correlation functions
(c)

IN
DI

AN
 O

CE
AN

Cuv
ier

 A
by

ss
al 

Pl
ain

Barrow

 Sub-basin

Dampier

 Sub-basin

-4.0

-4.0
-4.0

-4.0

-4
.0

-4.0

-3.0

-3.0

-3.0
-3.0

-3.0

-2.0

-2.0
-2.0

-1.0

-1.0

Australia

(a) (b)

Gorgon OBN Seismic Survey (2015-2016)

Argo Abyssal Plain

Gascoyne
Abyssal Plain

Exmouth 
Plateau

Western Australia

Figure 1. Map of the ocean bottom seismic survey in Western Australia and cross-correlation

(CC) functions from ambient noise interferometry. (a) Ocean Bottom Node (OBN) seismic survey

in the Gorgon gas field offshore Western Australia by Chevron Australia and its partners. (b)

Zoom-in of the red rectangle in (a). Each dot refers to an OBN with the color suggesting water

depth. The line of node with the blue color indicates Line 3924 used in the study. The OBNs on

the three spiral arms in the black color are used for beamforming analyis of mapping ambient

noise sources. (c) CC functions for Line 3924 sorted by offsets (the distance between a station

pair) from Hour 15 of Julian Day 1, 2016. We limit the CC functions to 3 km offset.
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Figure 2. The relative seismic velocity changes (dv/v) in time during the passive monitoring

period of Julian Day 1 and 2, 2016. The velocity changes are estimated from the direct arrivals of

Scholte waves in the CC functions of station pairs in Line 3924 (Figure 1). (a) and (b) depict the

dv/v from two station pairs, with station distances of 1.2 km and 2.4 km. (c) shows the velocity

changes from all the station pairs (with a maximum offset 3.2 km) in Line 3924. Each black dot

is the dv/v from a station pair measurement. The blue curve in (c) is the average dv/v.

We sort the CC functions of all the station pairs into common-station gathers. Each195

common-station gather can be considered as a seismic common-source gather so that the196

shared common station is the virtual source for generating seismic waves, and the rest197

of the stations from the selected survey line are the receivers. Figure 3 contains common-198

station gathers of the reference data and the monitoring data from Hour 15 of Day 1 (Fig-199
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ure 3a) and Hour 1 of Day 2 (Figure 3b). We observe that the main difference between200

the reference and monitoring data of different hours is in the arrival times of the Scholte201

waves. Scholte waves from Hour 15 of Day 1 arrive later than the reference data (Fig-202

ures 3a and 3c), indicating a velocity decrease than the reference model, while those from203

Hour 1 of Day 2 arrive at an earlier time than the reference data (Figures 3b and 3d),204

suggesting a velocity increase. The observations from the common-station gathers are205

consistent with the velocity changes in Figure 2.206
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Figure 3. Common-station gathers sorted from CC functions of station pairs of Line 3924.

(a) is the comparison of the reference data (solid black curve) and the monitoring data (dashed

red curve) of Hour 15 Day 1. (b) is the comparison of the reference data (solid black curve) and

the monitoring data (dashed red curve) of Hour 1 Day 2. (c) and (d) are closeups of the seismic

traces at -1.9 km and 1.5 km offsets (from left to right, indicated by the blue and green arrows,

respectively) from (a) and (b).
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Previous studies have extensively utilized coda waves from ambient noise interfer-207

ometry to monitor dv/v (e.g. Sens-Schönfelder & Wegler, 2006; Brenguier et al., 2008;208

Obermann, Schimmel, et al., 2013; Richter et al., 2014; Clements & Denolle, 2018; Takano209

et al., 2019). Multiply scattered wave propagation results in a more diffused noise wave-210

field than direct arrivals, making it less sensititive to the ambient noise source variations211

in time (Colombi et al., 2014; Mao et al., 2019). In contrast, the direct Scholte waves212

can exhibit greater sensitivity to the ambient noise source distribution and azimuthal213

variation over time (Weaver et al., 2009; Colombi et al., 2014; Takano et al., 2020). There-214

fore, it is crucial to verify that the observed waveform changes are from subsurface phys-215

ical property changes, rather than being linked to variations in the ambient noise sources.216

We employ the beamforming method (Bucker, 1976; Bowden et al., 2021; Igel et al., 2023)217

to map the seafloor ambient noise source on an hourly basis. In order to maximize the218

potential resolution of the imaged source distribution of the incoming noise wavefield,219

we select the OBNs with a spiral-arm geometrical configuration (Figure 1c) (Kennett et220

al., 2015). Figure 4 displays the seafloor ambient noise sources during selected hours of221

Day 1, 2016. Throughout the monitoring periods, we observe consistent and stable am-222

bient noise sources, with most of the energy concentrated in the south-east direction, par-223

allel to the chosen line direction for cross correlation. The distribution of ambient noise224

source is consistent with the asymmetry in the cross-correlation functions (Figure 2). The225

mapped seafloor noise source has an apparent slowness of about 5 s/km (velocity of 0.2226

km/s). Figure 5 shows the dominant azimuths of the incoming noise field during the two-227

day monitoring periods, calculated using the slowness vectors at the center-of-mass of228

the beamforming results, with a maximum perturbation of ±1◦ around an azimuth of229

123◦ (from the north direction). Hence, we suggest that the seafloor ambient noise source230

during the entire monitoring period is stable. The observed time-lapse seismic velocity231

changes, derived from the extracted repetitive Scholte waves from seafloor ambient noise,232

are associated with time-lapse changes in the shear-wave velocity of the seafoor.233
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Figure 5. The dominant azimuths (from the north direction) of the ambient noise sources

during the two-day passive monitoring period on an hourly basis.
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3.2 High-resolution reference model estimation: full waveform inversion234

The dense array of OBNs provides the opportunity for computing time-lapse quan-235

titative images of seafloor velocity changes, i.e., localizing the temporal velocity changes236

in the subsurface in 2-D along node lines, from the continuous recordings of ambient noise237

using high-resolution waveform inversion technique.238

A reference velocity model is necessary for estimating and comparing time-lapse239

subsurface models. We use the full waveform inversion (FWI) (Tarantola, 1984; Shipp240

& Singh, 2002; Guo et al., 2022) technique to estimate a high-resolution reference model241

using the extracted Scholte waves. In the numerical implementation, a gradient-based242

linearized inversion approach is used to update the velocity model iteratively with the243

aim of minimizing the misfit between synthetic and observed data, with the gradients244

of the data misfit to model parameters efficiently calculated by the adjoint-state method245

from the cross-correlation of the source and adjoint wavefields (Tarantola, 1984; Tromp246

et al., 2005; Fichtner et al., 2006). The source and adjoint wavefields can be obtained247

by source-wavelet generated forward wave propagation and adjoint-source generated back-248

ward wave propagation (Shipp & Singh, 2002). We use time-domain staggered-grid finite-249

difference with fourth-order spatial and second-order temporal accuracy to solve the elastic-250

wave equation in stress and particle-velocity formulation (Virieux, 1986). The grid spac-251

ing for the finite-difference was 25 m. A Gaussian smoothing operator with 200 m hor-252

izontal and 50 m vertical lengths was applied to the gradient for regularization.253

We use the reference data in the form of common-station gathers (e.g., Figure 3)254

as the observed data for the reference FWI. Considering that the phase information in255

the virtual Scholte waves of the CC functions is more reliable than the amplitude, we256

employ a trace-normalized FWI method (Shen, 2010), with the misfit function J :257

J =

Ns∑
i=1

Nr∑
j=1

∥ si,j
∥si,j∥

− di,j

∥di,j∥
∥2, (1)

where si,j and di,j are seismic traces (1-D time-series vectors) from the synthetic and258

field data respectively, ∥ ∥ is the L-2 norm, i and j are the indexes for the sources and259

receivers, Ns and Nr are the number of sources and receivers.260

The associated adjoint source that is used for adjoint wavefield propagation is261

J = (
δdi,j

∥si,j∥
)− (

δdT
i,j · di,j

∥si,j∥2
si,j
∥si,j∥

), (2)

where δdi,j = si,j − di,j and T is the transpose operator.262
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Figure 6. Shear-wave velocity models of the shallow seafloor. (a) Velocity model estimated

from wave-equation dispersion inversion (Chen & Saygin, 2022); (b) velocity model estimated

from the trace-normalized FWI method, using (a) as the starting model. The black triangles in

(a) indicate the OBNs, with a spacing of ∼300 m.

Figure 6a shows the shear-velocity model from the wave-equation dispersion inver-263

sion, which uses the adjoint-state method for fitting the surface wave dispersion spec-264

tra (Li et al., 2017; Chen & Saygin, 2022). With the model in Figure 6a as the starting265

model, Figure 6b shows the velocity model obtained from the reference inversion using266

trace-normalized FWI after 50 iterations. The data misfit has been reduced significantly267

after FWI (Figure S4). The synthetic data after the FWI show a much better match (Fig-268

ure S5) to the reference Scholte wave arrivals than those from the original tomographic269

model (Figure 6a). The velocity model in Figure 6b is used as the reference model for270

computing time-lapse seafloor models in the next section.271

3.3 Localizing time-lapse velocity changes: wave-equation double-difference272

inversion273

The most straightforward approach for extending seismic inversion to time-lapse274

monitoring entails conducting separate inversions for the reference and monitoring data.275

However, seismic inversion is usually a highly nonlinear problem, especially in the con-276

text of FWI (Tarantola, 1984; Shipp & Singh, 2002; Guo et al., 2021). The convergence277

level of seismic inversion of individual data can be different, as a result the model dif-278

ference introduced by different local minima in successive inversions may generate mis-279

leading time-lapse subsurface models (Yang et al., 2016). In contrast, double-difference280

waveform inversion (DD-WI) (Denli & Huang, 2009; Zheng et al., 2011) directly inverts281

for the difference between reference and monitoring waveform data. This approach has282

been demonstrated for enhancing the reliability of time-lapse subsurface velocity mod-283

els, with case studies utilizing body waves from controlled active seismic sources for imag-284

ing velocities changes (Yang et al., 2016; Zhou & Lumley, 2021).285

Analysis of the ambient noise sources throughout the monitoring period indicates286

that the observed time-lapse changes stem from alterations in subsurface properties rather287

than temporal variations in the ambient noise source. The time-lapse difference of the288

extracted Scholte waves mainly manifests in variations of travel times (Figure 3). This289

observation implies that an objective function for the seismic time-lapse inversion prob-290

lem using arrival time differences (shifts) between the monitoring and reference data may291

be more suitable for quantifying the time-lapse velocity models than including the com-292

plete waveform details in the inversion. Elastic wave equation based double-difference293

inversion (EW-DD) using travel time differences as an objective function has been pro-294
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posed before, but in the context of seismic adjoint tomography for estimating seismic wave295

velocity structures, where the differential measurements are constructed between receivers296

(Yuan et al., 2016). We introduce this approach for time-lapse inversion based on elas-297

tic wave equation, where the differential measurements are constructed between refer-298

ence and monitoring data.299

Here, we propose the EW-DD method using travel time differences of the direct300

Scholte waves to obtain time-lapse velocity models using the extracted Scholte waves from301

ambient noise. The misfit function is defined as302

J =

Ns∑
i=1

Nr∑
j=1

∥∆tdi,j −∆tsi,j∥2, (3)

where ∆td(i,j) is the travel time difference between the monitoring and the refer-303

ence observed data, and ∆ts(i,j) is the travel time difference between the synthetic data304

from the monitoring model and the reference FWI model. i and j are the indexes for the305

sources and receivers, Ns and Nr are the number of sources and receivers. The time dif-306

ference (shift) can be estimated by comparing waveform data using cross correlation. The307

term ‘double-difference’ comes from the two-level differences in equation 3: (1) the dif-308

ference between reference and monitoring data, either synthetic or observed, and (2) the309

difference between the synthetic and observed measurements from (1).310

The adjoint source for the EW-DD of travel time differences (Yuan et al., 2016),311

which is used for elastic wave propagation in backward time steps for computing the ad-312

joint wavefields, can be derived as313

χi,j = (∆tdi,j −∆tsi,j)∂tsi,j(t−∆tsi,j), (4)

where si,j is a seismic waveform trace (1-D time-series vector) from the synthetic314

data. The only difference with the DD-WI is the adjoint source. Both the reference and315

time-lapse inversion methods honor the seafloor bathymetry which is implicitly included316

when solving the elastic-wave equation.317

We apply the EW-DD method to differential measurements of monitoring and ref-318

erence data to localize the shear-wave velocity changes in the seafloor on an hourly ba-319

sis. We use the same inversion parameters, as described in the previous section for ref-320

erence waveform inversion, in the time-lapse inversion. The misfit has been significantly321

reduced after the inversion (Figure S6). Figure 7 shows the time-lapse velocity differ-322

ence between the reference model and the velocity models of selected hours at Day 1 and323

2, in the horizontal and depth domain. The changes in Figure 7b and 7c are overall neg-324

ative suggesting a slower velocity than the reference model, while the velocity changes325

in the remaining panels of Figure 7 are mainly positive indicating a faster velocity than326

the reference. The inferred negative/positive patterns in space are in agreement with Fig-327

ures 2 and 3. The changes are more noticeable in Figure 7c than those in Figure 7b, con-328

sistent with Figure 2 (also Figure S7). We also apply the inversion method to the mon-329

itoring data from further survey lines (Figures S9, S10); the localized time-lapse veloc-330

ity changes of the seafloor show consistent increasing/decreasing patterns with Figure331

S2.332
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Figure 7. Time-lapse subsurface models of velocity changes compared with the reference

model (Figure 6b), from selected hours during the two-day monitorig period. The black triangles

in (a) indicate the locations of OBNs.

3.4 Resolution analysis of double-difference inversion using Scholte waves333

The observed temporal velocity changes are subtle, especially when compared with334

the likely difference between the reference model from FWI and the ground truth of the335

seafloor. It is important to verify if these velocity changes are real, not artifacts com-336

ing from unfitted data in the reference inversion. Therefore we perform a series of syn-337

thetic tests, including errors in the reference model and noise in the reference and time-338

lapse data. We use the same frequency range, recording geometry and inversion param-339

eters of the field data for these tests. The model in Figure 6b is used as the ‘true’ ref-340

erence model for generating the ‘observed’ reference data. We then add 1% positive and341

negative Gaussian-shaped velocity anomalies (‘time-lapse velocity changes’, with 1 km342

horizontal extent and 0.2 km thickness, Figure 8a) to the reference model (Figure 6b)343

to generate the ‘observed’ monitoring data. We then add noise to the reference and mon-344

itoring data, respectively, so that the signal to noise ratio (S/N) is ∼8, lower than that345

of the extracted hourly CC functions (Figure 1c). The tomographic velocity model in346

Figure 6a, which contains much larger difference with the ‘true’ reference model than347

the added velocity anomalies, is then used as the starting model for the DD inversion.348

The recovered velocity changes are shown in Figure 8e. We also apply the same inver-349

sion workflow to velocity anomalies with a lower magnitude (0.5%, Figures 8b) and anoma-350

lies of different sizes (Figures 8c and 8d), with the inversion results shown in Figures 8f-351
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8h, respectively. In Figures 8c and 8d where the anomalies are smaller, the estimated352

anomalies (Figures 8g and 8h) from the DD inversion still provide a favorable match to353

the true model, although their features are relatively less well constrained. The data also354

has less resolution for the anomalies in the deeper part of the model (Figure 8g). The355

anomalies are better constrained in the horizontal direction than in the vertical dired-356

tions, because the Scholte waves dominantly propagate along the seabed interface. The357

inversion results suggest that the proposed method is robust to errors in the reference358

model and data noise. The data can resolve subtle velocity changes on the scale of 0.5-359

1 km laterally, and ∼200 m vertically.360
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Figure 8. Checkerboard test for time-lapse wave-equation double-difference inversion. The ve-

locity anomalies (time-lapse velocity changes) in (a) have a size of 1 km and 0.2 km horizontally

and vertically, respectively, with magnitude of 1%, (b) have the same size but magnitude of 0.5%,

(c) have a size of 1 km and 0.1 km horizontally and vertically, and (d) have a size of 0.5 km and

0.2 km horizontally and vertically. (e)-(h) show the recovered velocity anomalies from time-lapse

inversion using Scholte waves. The black triangles at the seafloor indicate the locations of OBNs.

4 Discussion361

The phenomenon of temporal variation in seismic velocity is ubiquitous and has362

been associated with different physical mechanisms. For example, both velocity increase363

(Wegler et al., 2006; Yates et al., 2019) and decrease (Brenguier et al., 2008; Obermann,364

Schimmel, et al., 2013) have been observed before the eruption of volcanos, indicating365

distinct deformational styles depending on the position of the pressure source (Yates et366

al., 2019). On the other hand, velocity changes with a periodic pattern tend to be re-367
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lated to environmental factors, such as climatic perturbations including temperature (Richter368

et al., 2014; Sens-Schönfelder & Eulenfeld, 2019) and precipitation (Sens-Schönfelder &369

Wegler, 2006; Oakley et al., 2021; Mao et al., 2022), and the gravitational field of the370

Sun and Moon resulting in tidal deformation, comprising of solid earth tide and ocean371

tide loading (De Fazio et al., 1973; Yamamura et al., 2003; Hillers et al., 2015; Takano372

& Nishida, 2023). Such perturbations cause strain changes in the subsurface rock, lead-373

ing to the changes in the velocity of the seismic waves. In recent years, emerging mon-374

itoring techniques using seismic ambient noise allow continuous and real-time monitor-375

ing of seismic velocity variations in a cost-effective and eco-friendly way (Sens-Schönfelder376

& Wegler, 2006; Donaldson et al., 2017). Takano et al. (2014) revealed onshore seismic377

shear-wave velocity decrease of 0.1-0.3% caused by solid earth tide during crustal dilata-378

tion compared with that from the contraction episodes. The opening and closure of cracks379

or pores in rocks induced by strain changes lead to velocity decrease and increase, re-380

spectively (Yamamura et al., 2003; Takano et al., 2014). Mao et al. (2019) presented seis-381

mic velocity monitoring with hourly temporal resolution using a dense array of seismome-382

ters and suggest that the diurnal dv/v changes are likely induced by a superposition of383

tidal and thermal effects. The tidal-induced velocity changes are usually constrained to384

the shallow crust (Hillers et al., 2015). Moreover, large temporal velocity changes up to385

1% (Takano & Nishida, 2023) have been observed in the low shear-wave velocity region386

of the shallow crust using hourly stacked ambient noise auto-correlations, which have been387

associated with the solid earth tide. Notably, this study suggests that the response of388

seismic velocity to strain changes becomes more sensitive when the shear-wave velocity389

is low (Takano & Nishida, 2023), resulting in increasing relative velocity changes with390

decreasing shear-wave velocity. The strain-velocity sensitivity varies from approximately391

103 to 105 in Takano and Nishida (2023). This could explain the observed much smaller392

velolocity changes induced by tidal deformation from previous studies, for example, the393

magnitude of dv/v is about 0.08% at the Piton de la Fournaise volcano, where the sub-394

surface velocity is higher than that of the sedimentary layers (Mordret et al., 2015). In395

addition, recent studies also revealed periodic seismic velocity variations at the order of396

0.01% associated with atmosphereic pressure changes (Gradon et al., 2021; Kramer et397

al., 2023).398

Studies for time-lapse seafloor seismic velocity are relatively rare compared with399

those of the continental (onshore) crust. We observe up to 0.8% shear-wave velocity change400

in the seafloor, which contains thick sediments with low shear-wave velocities (Figure 6)401

and as a result high strain-velocity sensitivity (Takano & Nishida, 2023). Figure 9 shows402

the comparison of the time-lapse velocity changes with the variations of the sea level height403

measured on a pressure inverted echo sounder about 8 km away. The velocity exhibits404

an inversely correlation with the sea level height, i.e., the velocity decreases with increas-405

ing sea level. This observation contradicts the expectation that increasing confining stress406

(e.g. higher sea level) results in the closing of cracks or pores in the subsurface, which407

leads to an increase in seismic velocity (Takano et al., 2014). Hillers et al. (2015) observed408

similar phenomenon from onshore vertical component coda waves, that the velocity of409

seismic waves reduces during periods of volumetric compression induced by solid earth410

tide loading. This seemingly surprising decrease in velocity with increasing confining stress411

is indeed compatible with previous resonant bar experiments using relatively porous, com-412

pliant rock samples characterized by very low seismic velocities (Zinszner et al., 1997;413

Pasqualini et al., 2007). The porous seafloor with low seismic velocities here could be414

comparable to the onshore shallow crust with weathered, almost totally decomposed gra-415

nodiorite which grades into grus and corestones near the San Jacinto Fault in Hillers et416

al. (2015). The porous, low velocity material can experience dilatancy from inelastic dam-417

age under compression, resulting in decreasing seismic velocities, which implies a differ-418

ent response to cyclic deformation compared to more compact, solidified rocks (Zinszner419

et al., 1997; Pasqualini et al., 2007). Moreover, using active-source seismic experiments420

with piezoelectric transducer as the source, Yamamura et al. (2003) found diurnal vari-421

ations in the inland seismic velocity with an amplitude of 0.3% about 20 m from the coast,422
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which also anti-correlates in pattern and phase with the in-situ areal strain and sea level423

heights, while the role of the solid earth tide is negligible. Other recent studies show re-424

duced seismic velocity in a sea levee (Planès et al., 2017) and a sea dike (Joubert et al.,425

2018) when the sea level is high. The underlying mechanism involves infiltrated water426

at high sea levels raising in-situ pore-water pressure, which subsequently reduces effec-427

tive stress and shear-wave velocity (Planès et al., 2017; Joubert et al., 2018). Kramer428

et al. (2023) suggest that in saturated conditions (e.g. at the seafloor), when cracks close429

from increasing stress, the fluid within is pushed to the pores, which leads to an over-430

all increase of the pore pressure and a decrease of seismic velocity. Furthermore, Andajani431

et al. (2022) found that the correlation between sea level height and nearby inland seis-432

mic velocity changes can be negative or positive, depending on the in-situ local stress,433

orientation of dominant crack, and hydraulic conductivity. The local heterogeneities (Andajani434

et al., 2022) in the seafloor could also be the reason for the observed negative anoma-435

lies in the time-lapse seafloor images (Figure 7) associated with positive velocity changes436

and the positive anomalies in the images corresponding to negative velocity changes, al-437

though we acknowledge that some of the anomalies could also beyond the resolution of438

seismic inversion. Taken together, the time-lapse velocity variations in the seafloor could439

be related to dilatant effects for porous, low velocity shallow seafloor and the pore pres-440

sure changes associated with sea level. We also acknowledge that the short passive mon-441

itoring period of two days, limited by the data acquisition in this study, hinder a com-442

plete and comprehensive study of the seafloor property time-lapse changes with environ-443

mental factors such as sea level heights. Future studies should use at least a few months444

of data (Yamamura et al., 2003).445
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Figure 9. A comparison of (a) the sea level heights and (b) the time-lapse relative seismic

velocity changes (dv/v). (a) was measured using a pressure inverted echo sounder about 8 km

away from the survey line 3924, then zero-phase bandpass filtered around 1 cycle per day. (b) is

the same with Figure 2c.

5 Conclusion446

In this study, we propose a passive space-time monitoring technique for real-time447

tracking of subsurface property changes with high temporal (hourly) and spatial (hun-448

dreds of meters) resolution. Using seismic ambient noise data recorded by a dense ar-449

ray of ocean bottom nodes offshore Western Australia, we detect temporal variations of450

shear-wave velocity of up to 0.8% in the seafloor, with a likely 24-hour cycling pattern.451
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The velocity seems inversely correlated with sea level height, decreasing with increas-452

ing sea level, possibly associated with dilatant effects for porous, low-velocity shallow seafloor453

and rising pore pressure with high sea level. To localize the velocity changes in the sub-454

surface, we first build a high-resolution reference seafloor model from FWI of Scholte waves.455

Then using the double difference of arrival time differences between reference and mon-456

itoring data, we obtain quantitative time-lapse seafloor images in the horizontal and depth457

domain containing the heterogeneous relative velocity variations. The elastic-wave equa-458

tion based workflow from building a high-resolution reference model to time-lapse inver-459

sion using Scholte wave measurements honors the full wave physics, is robust to data noise460

and errors from the reference model, and is sensitive to subtle velocity changes. A com-461

parable approach can be applied to passive seismic data from dense seismic arrays and462

Distributed Acoustic Sensing (DAS) for real-time monitoring of groundwater level, vol-463

cano, subduction zone and CO2 capture storage, in the aim for an in-depth understand-464

ing of the evolving 4-D Earth.465
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