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Abstract9

Turbidity limits light availability in many glacier-fed lakes and reservoirs, with far-reaching ecological conse-10

quences. We use field observations and hydrodynamic modelling to examine the physical processes affecting11

turbidity in the epilimnion of a glacier-fed hydroelectric reservoir in response to changes in reservoir operations12

(e.g. water level, inflows and withdrawals), and to natural processes (e.g. particle settling, internal seiching and13

upwelling). The combination of cold inflows and deep outlets leads to plunging inflows and the isolation of the14

epilimnion; this isolation, along with particle settling, results in a remarkable clearing of the epilimnion during15

summer. We simulate a wide range of scenarios based on 46 years of historical flows. We find that the water level16

and inflow rate in spring control epilimnetic turbidity at the beginning of summer, and this turbidity is a primary17

determinant of the turbidity and light penetration for the rest of the summer. Turbidity during summer is also18

impacted by wind-driven thermocline motions. We examine these motions using wave characteristics diagrams19

and two-dimensional spectra and identify the period and wavelength of the two dominant wave modes: the funda-20

mental internal seiche (≈ 4 days) and diurnally-forced waves. Occasionally, internal motions are large enough to21

upwell turbid metalimnetic water to the free surface at the upstream end of the reservoir. These upwelling events22

coincide with peaks in the inverse of the Wedderburn number. Pulses of upwelled water are advected downstream,23

setting up a longitudinal turbidity gradient.24
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1 Introduction26

Through the construction and operation of an estimated 500,000 reservoirs greater than one hectare [1], humans27

have dramatically altered the hydrology, particle fluxes and biogeochemistry in downstream rivers, lakes and28

reservoirs [2–4]. Worldwide, 48% of river volume is moderately to severely impacted by dams, and with dams29

currently planned or under construction, this fraction would increase to 93% [5]. With an increasing proportion30

of the world’s freshwater affected by dams, understanding the environmental response to reservoir operations is31

critical to sustaining freshwater ecosystems [6].32

Dammed reservoirs provide 30 – 40% of the world’s irrigation water [7] and 17% of global electricity genera-33

tion through hydropower [8], as well as drinking water, flood control and navigation routes. Despite these benefits,34
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there is a heightened awareness of their ecological and water quality impacts [9]. Various impacts have been stud-35

ied, including the pathway of nutrients from plunging inflow to the euphotic zone [10–12]; changes in downstream36

nutrients [13], turbidity [14] and light [15]; and the effects on biological productivity of converting a lake into a37

reservoir [16]. Here we investigate the effects of reservoir operations on water quality, in particular the effects on38

turbidity dynamics within a glacier-fed reservoir.39

Turbidity is an important indicator of water quality, notably in glaciated catchments where high turbidity40

from glacial meltwater can be the dominant factor influencing the underwater light climate [17]. Glacial turbid-41

ity impacts primary productivity [18], plankton community composition [19], filter-feeding organisms [20] and42

predator-prey dynamics [21].43

In this study we address the following questions: (1) what are the physical processes, e.g. stratification, wind44

and inflows, that control glacial turbidity in a reservoir; (2) how do these processes interact to bring turbid water45

to the epilimnion; and (3) how do reservoir operations modify these processes? To address these questions we46

conducted a field and numerical study of Carpenter Reservoir, a long and narrow reservoir subject to regular winds47

and turbid inflows. We apply a hydrodynamic model to examine the effects of reservoir operations on turbidity48

using 46 years of hydrological data in conjunction with field measurements collected from May to October in 201549

and 2016 [22].50

2 Methods51

2.1 Study site52

Carpenter Reservoir (50◦51′ N, 122◦30′ W) is part of the Bridge River hydroelectric complex, located ∼200 km53

north of Vancouver, British Columbia, Canada (Fig. 1a). The reservoir is located in a drowned river valley formed54

from the Bridge River by the construction of Terzaghi Dam in 1960, giving a water body that is long (∼50 km) and55

narrow (∼1 km), with a maximum surface area of 46 km2 and a maximum depth of 50 m (Fig. 1b). The reservoir56

is fast flushing, with a bulk residence time of four months at full pool and typically less than one month during57

low water level in spring. Inflows into the reservoir contain high concentrations of fine glacial particles, which are58

slow to settle, and which give the water a characteristic cloudy (turbid) appearance. There is concern that glacial59

meltwater is limiting light penetration within the reservoir, reducing algal growth, and, in turn, decreasing fisheries60

productivity.61

The vast majority of the water in Carpenter Reservoir is diverted through twin tunnels to Seton Lake, with an62

elevation drop of ∼400 m used for generating hydroelectricity. A small amount of water is released through low-63

level outlets at Terzaghi Dam to the Lower Bridge River to maintain a minimum environmental flow (Fig. 1a).64

Note, all the outlets are from the deepest part of the reservoir (Fig. 1c).65

The diversion of water from Carpenter Reservoir to Seton Lake is the main component of the Bridge River66

hydroelectric complex operated by BC Hydro, the principal distributor of electricity in the province of British67

Columbia, Canada. The complex is BC Hydro’s third largest with a maximum generating capacity of 492 MW,68
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accounting for 6 – 8% of the province’s electrical supply. As a result, changes in reservoir operation have important69

economic consequences.70

Construction of Terzaghi Dam blocked the upstream passage of anadromous salmon, and steelhead, signif-71

icantly reducing returns to the Bridge River from the Fraser River (Fig. 1a). The confluence of the two rivers72

was one of the most important indigenous fishing sites in the Interior of British Columbia and continues to be of73

major cultural importance [23]. Carpenter Reservoir itself supports populations of kokanee (Oncorhynchus nerka),74

a landlocked sockeye salmon as well as sport fish such as rainbow trout (Oncorhynchus mykiss) and bull trout75

(Salvelinus confluentus), see Hirst [24].76

2.2 Field data collection77

From May to October of 2015 and 2016, measurements of physical and chemical properties were collected in78

Carpenter Reservoir. Monthly CTD (conductivity, temperature, depth) profiles were collected at up to nine loca-79

tions along the reservoir using a profiler equipped with turbidity and photosynthetically active radiation (PAR)80

sensors. Monthly sampling of the major tributaries was conducted using a multi-parameter probe. From the same81

tributaries, continuous measurements of water temperature were recorded. In addition, continuous measurements82

of water temperature were recorded from temperature loggers attached to a mooring suspended from a log boom83

in the deepest part of the reservoir (Fig. 1b). Meteorological data were collected at two onshore stations along the84

reservoir (Fig. 1b). Further detail on the field data collection is provided in Robb et al. [22].85

2.3 Hydrodynamic model86

To help understand the physical processes influencing turbidity in Carpenter Reservoir, simulations were con-87

ducted using the two-dimensional laterally averaged hydrodynamic and water quality model, CE-QUAL-W288

version 3.72 [25]; see the Supplementary Information for further description of the model. This model captures89

the dynamics along the length of the reservoir while ensuring that the run time is modest, making it possible to90

explore a wide range of scenarios.91

The model domain extended from the upstream end of Carpenter Reservoir to Terzaghi Dam. Model runs were92

initialized with the measured water temperature, turbidity and conductivity from the May CTD profile at Station93

C2 (Fig. 1b). The model was set up with inflows from La Joie Dam and the local drainage, and outflows to Seton94

Lake and the Lower Bridge River (Fig. 1a). Tributary inflows were represented as point discharges to the nearest95

horizontal segment and placed into the water column at the depth of neutral buoyancy.96

Meteorological boundary conditions were driven by wind data from Five Mile Station located along the main97

fetch (MET1), and solar radiation, air temperature and relative humidity data collected on Terzaghi Dam (MET2,98

Fig. 1b). The model was run from spring to fall to simulate the biologically productive season. Simulations began99

on the date of the first sampling trip and ended on the date of the last sampling trip: 22 May 2015 to 20 October100

2015 and 12 May 2016 to 14 October 2016.101

First, the model was calibrated to, and validated against, the CTD profiles and mooring data collected in102

2015 and 2016 (see the Supplementary Information). Next, the model was run using the historical inflows and103
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operational conditions from 1965 to 2017, excluding seven years with significant spill from Terzaghi Dam, for a104

total of 46 years. Over the life of the reservoir, it has been operated in a variety of ways in response to hydrological105

conditions (e.g. wet and dry years), variations in electricity demand, and changes in ecological constraints. To106

represent this variability, we ran the model driven by the inflows and outflows for each of the 46 years. These107

flows, along with the water level at the start of the model run, reproduced the water level for a given year. However,108

meteorological, profiler, and tributary sampling (temperature, conductivity and turbidity) data needed for the initial109

and boundary conditions, were only available for 2015 and 2016; these data were used to force the model for each110

of the 46 years, giving a total of 92 model runs.111

Since meteorological and tributary sampling data were not available for the 46 years, these runs do not rep-112

resent the water quality conditions during those years; rather, they represent a synthetic dataset generated using113

46 years of measured flows subject to two sets of meteorological and tributary boundary conditions. While this114

is a limitation of the study, the variation in the flow over the years was significant. Subjecting various opera-115

tional conditions to the same set of meteorological and tributary sampling data provided a basis for comparison116

between scenarios by removing the effects of interannual variability in the meteorological and tributary sampling117

data, thereby isolating the effects of reservoir operations. These model runs were used to identify those aspects of118

reservoir operations associated with extremes in epilimnetic turbidity.119

2.4 Calculations120

2.4.1 Light attenuation and turbidity121

The measured turbidity averaged over the euphotic depth and the light attenuation coefficient computed from122

photosynthetically active radiation (PAR) profiles were highly correlated
(
R2 = 0.91

)
, see Robb et al. [22]. The123

regression enabled the parameterization of the diffuse light attenuation coefficient, Kd , as a linear function of124

turbidity, Tu, namely, Kd = a+bTu, where a= 0.185 m−1 gives the light attenuation due to water without particles,125

and b = 0.081 m−1 NTU−1 represents the light attenuation due to suspended particles measured as turbidity. This126

relationship between turbidity and light attenuation is similar to those reported for other glacier-fed water bodies127

[17, 26, 27].128

2.4.2 Euphotic depth129

The euphotic depth, heu, is the depth where the light intensity, I, is reduced to 1% of that just below the water130

surface, I0. The rate of change of I with depth, z, is given by131

dI
dz

=−KdI, (1)

where Kd is the diffuse attenuation coefficient [28]. For the simplest case of a constant Kd , the solution to Eq. 1 is132

I (z) = I0 exp(−Kdz), giving a euphotic depth of133

heu =
ln(100)

Kd
. (2)
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However, in Carpenter Reservoir, Kd is not a constant; it is strongly correlated with turbidity [22], which, in turn,134

varies with distance along the reservoir, x, with depth, z, and with time, t. For a given x and t, the euphotic depth135

can be written implicitly as136

∫ heu

0
Kd (x,z, t)dz = ln(100) . (3)

In the hydrodynamic model, the euphotic depth, heu (x, t), was computed from the simulated turbidity, Tu(x,z, t),137

by converting Tu to Kd and vertically integrating Kd from the water surface to the depth where light intensity138

declined to 1% of the surface value.139

2.4.3 Particle settling140

To estimate the rate of particle settling out of the epilimnion, we apply the approach of Smith [29], Reynolds [30]141

and Tedford et al. [31]:142

TuE (t) = TuE0 exp
(
− t

τ

)
, (4)

where TuE is the turbidity of the epilimnion, TuE0 is the initial turbidity of the epilimnion, τ = h1/ws is the e-143

folding timescale, representing the time required for the turbidity of the epilimnion to decrease by a factor of 1/e,144

where h1 is the depth of the epilimnion, and ws is the particle settling velocity.145

2.4.4 Basin-scale internal seiches146

For two-layer stratification, the fundamental internal seiche period, T1, and the phase speed, cp, can be147

approximated by the Merian formula:148

T1 =
2L
cp

and cp =

√
g′

h1h2

h1 +h2
, (5)

where L and h1 are the length and depth of the epilimnion, respectively; we take h2 as the volume-weighted average149

depth of the hypolimnion, and g′ = g(ρ2 −ρ1)/ρ2 is the reduced gravity associated with the density difference150

across the interface, where ρ1 and ρ2 refer to the densities of the epilimnion and hypolimnion, respectively.151

2.4.5 Wedderburn number152

To determine the effect of wind forcing on basin-scale internal motion, we compute the Wedderburn number,153

W = g′h2
1/(u

2
∗L), a measure of the interfacial deflection relative to the depth of the undisturbed interface [32],154

where u∗ =
√
(ρa/ρw)CDU2

W is the wind shear velocity [33], where ρa is the density of air, ρw is the density of155

water, CD is the drag coefficient between air and the water surface, and UW is the wind speed. For W ≲ 1, the156

interface reaches the free surface at the upwind end of the water body, resulting in upwelling of denser fluid into157

the epilimnion. For continuous profiles with a sharp density interface, partial upwelling is common for W ≲ 10158

[34, 35]. For W ≳ 10, the displacement of the interface is much smaller than the depth of the epilimnion. To159
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calculate W , the along-valley component of the wind stress was smoothed using a rolling-average filter with a160

window size equal to T1/4 [36].161

3 Results162

In what follows, we examine the hydrological and meteorological observations used as model boundary conditions.163

We then look at the modelled seasonal stratification for 2015. The results for 2016 are shown in the Supplementary164

Information and are complementary to those for 2015. Finally, we present the 46 model scenarios driven by165

historical flows and describe their seasonal evolution.166

3.1 Hydrological and meteorological observations167

Inflows into Carpenter Reservoir originate from two main sources: the regulated inflow released from La Joie168

Dam (27%) and the unregulated inflow from the local tributaries (63%). In 2015, the inflow from La Joie Dam169

was relatively constant throughout the year, while the local inflow peaked during spring freshet (Fig. 2a). Outflow170

to Seton Lake was generally steady, and the outflow through Terzaghi Dam to the Lower Bridge River was low171

(Fig. 2b). The water level variation in 2015 was typical for a hydroelectric reservoir in Canada, low in April and172

filling during freshet (Fig. 2c).173

From May to October, the temperature of the inflow from La Joie Dam was relatively steady, between 8 and174

10 ◦C (Fig. 2d, red). By contrast, the temperature of the local inflow showed strong seasonal and diurnal variations175

(Fig. 2d, blue). Both the inflow from La Joie Dam and from the local inflow were cooler than the epilimnion176

(Fig. 2d, shades of red). Inflow from La Joie Dam (catchment 19% glaciated) was fresher and generally more177

turbid than inflow from the local tributaries (catchment <2% glaciated), see Fig. 2e,f. Note the high turbidity of178

the local inflow on 23 May 2015 may have bias, as samples were collected after a rainstorm the previous evening.179

The wind over Carpenter Reservoir was channelized through the steep-sided valley, with the prevailing direc-180

tion down-valley toward Terzaghi Dam (Fig. 1b, insets). The wind showed a strong diurnal pattern, rising in late181

morning, peaking in the afternoon and declining to <1 ms−1 in the evening (Fig. 2g).182

3.2 Model calibration183

The model was calibrated by adjusting a small subset of parameters until the computed results best matched the184

field observations collected in 2015 and 2016. The first step was a comparison of the measured and modelled water185

temperature, followed by conductivity, and finally turbidity. The root mean square error (RMSE) between the186

modelled temperature, conductivity and turbidity and the CTD measurements for 2015 was 0.80 ◦C, 9.1 µScm−1,187

and 5.7 NTU, respectively (with RMSE for turbidity in the epilimnion of 1.7 NTU). The RMSE between the188

modelled and moored temperature was 0.88 ◦C. This agreement is comparable to that reported in similar model189

studies [37–39]; see the Supplementary Information for detail.190
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3.3 Modelled seasonal stratification in 2015191

The model provides a continuous time series not only of temperature, but also of conductivity and turbidity, and192

here we describe the seasonal evolution of all three at Station C2 near the dam. The simulated water temperature193

for 2015 illustrates the seasonal evolution of the thermocline as the epilimnion warmed in summer and then cooled194

and deepened in fall (Fig. 2h). There were times when the depth of the modelled thermocline oscillated over195

periods of 4 to 5 days due to wind-driven internal seiching. For example, wind from the west pushed the warm196

epilimnion toward Terzaghi Dam, deepening the epilimnion near the dam (15 July 2015, Fig. 2g,h), and when the197

wind subsided, the epilimnion near the dam became shallower again (17 July 2015, Fig. 2g,h). These temporal198

oscillations are shown as peaks and valleys at the thermocline in Fig. 2h.199

From May to August 2015, the simulated turbidity of the epilimnion declined from 4 to 0.7 NTU, whereas200

turbidity in the deep water was much higher, dominated by tributary inflow which plunged to depth (Fig. 2i). In201

May and early June, plunging inflow to the hypolimnion was dominated by local tributaries with high turbidity202

(Fig. 2e). Toward the end of the model period, inflow from La Joie Dam dominated with a turbidity that rose203

steadily to nearly 100 NTU by October 2015 (Fig. 2e).204

The simulated conductivity, C25, of the epilimnion remained relatively high and steady through summer (90 –205

100 µScm−1), illustrating the isolation of the epilimnion (Fig. 2j). The C25 of the epilimnion declined in fall as the206

surface layer was mixed down, and as deeper water — with lower C25 (60 – 70 µScm−1) — was mixed into the207

epilimnion. In the hypolimnion, the variation in C25 followed that of the inflows, with moderate C25 during freshet208

(May to early June), and decreasing C25 from July onward, reflecting the dominance of the inflow from La Joie209

Dam with lower C25 (Fig. 2a,f) and the short residence time of the hypolimnion (0.5 – 2 months, Robb et al. [22]).210

The modelled temperature, turbidity and C25 in 2016 exhibited similar seasonal evolution as in 2015 (see Fig. S9211

in the Supplementary Information).212

3.4 Longitudinal variations of epilimnetic turbidity in 2015213

Having examined temperature, turbidity and conductivity near the dam (Station C2), we now examine the temporal214

variations in epilimnetic turbidity along the length of the reservoir (Fig. 3a). The turbidity was lower near the dam,215

increased away from the dam, and was higher near the upstream end of the reservoir, which was dominated by216

inflow. During downstream wind events, the epilimnion tilted downward towards the dam, and the metalimnion217

upwelled near the inflow. The wind then transported this metalimnetic fluid downstream at the water surface, seen218

as pulses of turbidity in Fig. 3a. When the wind subsided, the fronts of turbid fluid retreated.219

The Wedderburn number, W , represents the ability of the wind to induce upwelling, with more upwelling at220

low W . It is notable how well the modelled upwelling events coincide with peaks in the inverse of the measured221

Wedderburn number (Fig. 3a). The higher spatiotemporal resolution offered by the model has enabled us to cap-222

ture the strong connection between the Wedderburn number, wind-driven upwelling, the turbidity flux into the223

epilimnion, and the resulting gradient in epilimnetic turbidity along the length of the reservoir.224
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The measured and modelled turbidities of the epilimnion are plotted in Fig. 3b at two stations at either end225

of the reservoir. Turbidity was high at the upwind end of the reservoir (Station C9) since this was where wind-226

driven upwelling occured. The turbidity at Station C9 was also highly variable since the upwelling-affected region227

was advected upstream and downstream of the station in response to variations in wind and basin-scale seiching.228

Particles settled out of the epilimnion as they were transported downwind, resulting in a longitudinal reduction229

in turbidity. Consequently, the turbidity at the downwind end (Station C2) was typically much lower than at230

the upwind end (Station C9). During summer, when the epilimnion was relatively isolated, turbidity declined at231

both stations, and particle settling was the dominant process driving changes in epilimnetic turbidity, with wind-232

driven upwelling and longitudinal dispersion playing a secondary role [22]. In fall, surface mixed layer deepening233

entrained turbid water from the hypolimnion into the epilimnion and led to rapid increases in turbidity throughout234

the epilimnion (Fig. 3a).235

The modelled turbidity at Stations C2 and C9 are in good agreement with the monthly measurements, except in236

fall at Station C2 (Fig. 3b). In fall, weak stratification makes the rate of surface mixed layer deepening especially237

sensitive to the along-reservoir wind field (insets, Fig. 1b). That is, a small difference between the true wind over238

the water body and the wind forcing imposed by the model can lead to a large difference in the rate of deepening,239

with an associated large difference in turbidity flux into the epilimnion.240

3.5 Modelled scenarios driven by historical flows (1965 – 2017)241

Here we examine the link between reservoir operations and epilimnetic turbidity variations by simulating the242

reservoir hydrodynamics using the inflows and outflows from 1965 to 2017, in conjunction with the meteorology243

and tributary sampling data collected in 2015. The simulated turbidity of the epilimnion for these years is shown in244

Fig. 4c. Each line represents the time variation of turbidity at 1 m depth at Station C2 near the dam. The coloured245

lines indicate selected years when turbidity was high (1999, 2017), close to average (2011) and low (2015), while246

the grey lines mark the remaining years. Using the data collected in 2016 gave similar results (see Figs. S12 and247

S13).248

The epilimnetic turbidity of Carpenter Reservoir varied seasonally. Turbidity was high in spring when the249

reservoir was weakly stratified and susceptible to wind-driven mixing. During summer, the reservoir stratification250

increased, and particle settling was the dominant process affecting turbidity except during the occasional wind-251

storm. The turbidity increased in fall as the surface mixed layer deepened, entraining turbid water from below.252

Note that the model runs which began with low water levels (1999 and 2017, Fig. 4b) also showed large increases253

in turbidity in spring (Fig. 4c). By contrast, in the model run with high initial water level (2015, Fig. 4b), the tur-254

bidity declined steadily from the start of the model run until fall. During summer, the turbidity of the epilimnion255

varied by up to an order of magnitude between scenarios, depending on the reservoir operations and hydrological256

conditions (Fig. 4c).257

These model results illustrate several physical processes that drive changes in epilimnetic turbidity in Carpenter258

Reservoir, including particle settling, wind forcing and convective cooling. By examining the time series data in259

8

manuscript submitted to Environmental Fluid Mechanics



Fig. 4, four regimes were identified. Spring was characterized by periods of calm (Regime I) resulting in gradual260

declines in turbidity, alternating with wind events (Regime II) leading to rapid increases in turbidity (Fig. 4a,c). In261

summer, particle settling led to a decline in turbidity from a maximum at the beginning of summer. However, the262

decline was interrupted by wind events, coinciding with small, short-lived increases in turbidity or with reduced263

settling rates (settling dominant, wind modified; Regime III). In fall, wind (Regime II) and convective cooling264

(Regime IV) were important; with weakening stratification, wind and cooling resulted in episodic increases in265

turbidity or reduced rates of settling.266

3.5.1 Spring267

Relationship between epilimnetic turbidity and residence time in spring. In some model runs, the stratifica-268

tion in spring isolated the epilimnion, while in others — with low water level and high inflow — the stratification269

was too weak to suppress mixing, leading to the transport of turbid water into the epilimnion. The strong relation-270

ship between the bulk residence time during spring, tr, and epilimnetic turbidity at the beginning of summer, Tu∗,271

is shown in Fig. 5. Here we define Tu∗ as the turbidity at Station C2 at 1 m depth at the beginning of summer (cho-272

sen here to be 20 June), and tr = V̄/Q̄in, where V is the volume of water in the reservoir, Qin is the total inflow,273

and the overbar denotes a time average from the beginning of the model run to the beginning of summer (22 May274

– 20 June). The results are insensitive to the exact definitions of Tu∗ and tr. For low tr (≲ 25 days), Tu∗ generally275

decreases as tr increases, whereas, for high tr (≳ 25 days), Tu∗ is low (< 2 NTU) and insensitive to tr (Fig. 5). In276

the following, we examine the variation of epilimnetic turbidity in Carpenter Reservoir in spring, summer and fall277

using the model results driven by historical flows.278

We will illustrate the interaction of the various processes affecting turbidity during spring by looking at four279

model runs (2015, 2011, 2017 and 1999) that follow a progression from least to most turbid surface waters,280

corresponding to a progression from high to low residence times (Table 1). The mixing in spring has biological281

significance because it sets the turbidity at the beginning of summer, which, in turn, controls the epilimnetic282

turbidity and underwater light conditions for the duration of summer (Fig. 4c).283

During spring, there were three periods of calm (Regime I), alternating with three periods of wind (Regime284

II), see Fig. 4c. During the periods of calm, the surface waters experienced a gradual decrease in turbidity due to285

particle settling, whereas during the periods of wind the turbidity in the surface water increased in some years and286

declined in others (Fig. 4a,c). We now examine the response of the turbidity in the reservoir to these periods of287

calm and wind.288

Spring 2015. We begin by examining the model run for the spring of 2015, which is representative of years289

with long residence times (Fig. 5). During periods of calm, the epilimnion returned to its undisturbed position290

(Fig. 6b,d,f), and turbidity declined due to particle settling (Fig. 4a,c). During the periods of wind, the epilimnion291

tilted down toward the dam (Fig. 6c,e,g), but winds were too weak to transport significant quantities of turbid water292

into the epilimnion. Instead, turbidity at Station C2 continued to decline despite the windstorms (grey regions,293

Fig. 4a,c). The rate of decline was relatively insensitive to wind, as indicated by the nearly constant slope of the294
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Table 1 Spring reservoir volume, inflow, residence time and turbidity in selected years.

Year Initial Volume1 Avg. Inflow2 Avg. Volume3 Residence Time4 End of Spring Turbidity5

Q̄in V̄ tr Tu∗

(Mm3) (m3 s−1) (Mm3) (days) (NTU)

2015 380 220 560 32 1.8

2011 190 200 300 19 2.6

2017 60 240 200 10 9.0

1999 35 200 110 7.1 15
1Reservoir volume at the start of the model run (22 May)
2Time-averaged inflow from the beginning of the model run to the end of spring (22 May – 20 June)
3Time-averaged reservoir volume (22 May – 20 June)
4Residence time computed as the time-averaged volume divided by the time-averaged inflow (22 May – 20 June)
5Turbidity at Station C2 at 1 m depth at the end of spring (20 June)

solid blue line in Fig. 4c. Overall, in the 2015 model run, the spring period saw a decline in turbidity, and, as a295

result, summer began with an initial turbidity far lower than for most other model runs (Figs. 4c, 6g).296

Spring 2011. The 2011 model run represents a case where wind led to increases in turbidity, but these were less297

than the decreases due to particle settling; the combined effect was a net decline in turbidity over the spring period298

(Figs. 4c, 6h–m). During the first two windstorms, turbidity followed the same pattern of decline as in 2015, as299

opposed to during the third windstorm (16 – 20 June) when turbidity increased (Fig. 4c).300

Spring 2017. For the 2017 model run, turbidity at Station C2 responded to all three windstorms. On 28 May,301

just before the first windstorm, the reservoir volume was only 11% of capacity (Fig. 6n), and just one quarter of302

the reservoir volume as on the same day in 2015 (Fig. 6b). At this time, the reservoir was only 15 km long with the303

upstream 7 km dominated by inflows and the epilimnion extending the remaining 8 km to the dam wall (Fig. 6n).304

In the 2015 model run, by contrast, the reservoir was 35 km long with the upstream 5 km dominated by inflows305

and the epilimnion extending 30 km to the dam wall (Fig. 6b). In 2017, during the first windstorm (28 – 30 May),306

turbidity at Station C2 nearly doubled (Fig. 4c), and the wind pushed the surface water toward the dam, shortening307

and deepening the epilimnion (Fig. 6o). As the epilimnion deformed under wind stress, turbid water was mixed308

into the epilimnion, with a small daily jump in turbidity following the daily wind (28 – 30 May, Fig. 4a,c). This309

contrasts with 2015, when, over the same period, turbidity declined (Fig. 4c).310

From 30 May to 5 June 2017, during a period of calm, the wind subsided and the epilimnion returned to its311

undisturbed position (Fig. 6p). Without wind stress to balance the pressure gradient set up by the previous wind-312

storm, surface currents changed direction from downstream (toward the dam) to upstream. The region dominated313

by inflow retreated upstream at 3 kmd−1, roughly consistent with the baroclinic wave speed within the epilimnion,314

c = 1
2
√

g′h1 = 4.5 kmd−1. By 5 June, the turbidity at Station C2 had declined (Fig. 4c), but it remained higher315

than on the same date in the 2015 and 2011 model runs. For the remainder of spring, the turbidity responded in a316

similar manner, increasing during periods of wind and decreasing during the period of calm.317

So far, increases in turbidity have resulted from two mechanisms. First, localized wind-driven epilimnetic318

deepening mixed turbid, metalimnetic fluid into the surface waters. In this case, turbidity responded within hours319
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of a wind impulse, often giving rise to jumps in turbidity (e.g. 5 June, 16 June; Fig. 4c). Second, surface wind-320

driven currents transported turbid water from the inflow-dominated region toward the downstream portion of the321

reservoir, driving an increase in turbidity at Station C2 (e.g. 6 – 10 June, 17 – 20 June; Fig. 4c). We now look at a322

third mechanism, where increases in turbidity are triggered by inflow.323

Spring 1999. At the beginning of the 1999 model run, on 22 May, the reservoir was drawn down to a depth of324

13 m and a volume of 35 Mm3, just 3% of the reservoir volume at full pool, and an order of magnitude smaller325

than the volume on the same date in 2015 (Table 1). At this time, the inflow was 200 m3 s−1, and the reservoir326

volume more than doubled by 25 May. On 25 May, nearly all the reservoir upstream of Station C2 was occupied by327

well-mixed inflow that had entered the reservoir since the beginning of the model run; that is, well-mixed riverine328

conditions extended close to Station C2. The rapid filling of the reservoir mixed turbid water into the epilimnion329

where turbidity nearly doubled on 25 May (Fig. 4c). Note that conditions during this day were calm, indicating330

that the mixing event leading to the increase in turbidity was triggered by inflow instead of wind-driven mixing.331

As the reservoir filled further, subsequent jumps in turbidity at Station C2 coincided with windstorms, follow-332

ing the pattern of the 2017 model run (Fig. 4c). Note that after the first windstorm (28 – 30 May), the turbidity at333

Station C2 in the 1999 model run increased to ∼30 NTU, comparable to that of the inflow (Fig. 4c).334

3.5.2 Summer335

After summer began on 20 June, particle settling became the primary driver of turbidity variations with wind336

playing a secondary role. Here we begin by looking at particle settling and then wind-driven seiching.337

The turbidity of the epilimnion during summer was characterized by an approximately exponential decline.338

For example, during the first 30 days of summer (20 June – 20 July) in the 2015 model run, turbidity at Station C2339

at 1 m depth declined with an e-folding time of τ ≈ 48 d (Fig. 4c). During this period, the modelled (and observed)340

epilimnion depth was ∼8.5 m, corresponding to an effective particle settling velocity of weff
s = 0.18 md−1. This341

value is close to the settling velocity specified in the model, ws = 0.2 md−1 (blue dashed line, Fig. 4c), confirming342

that particle settling is a dominant driver of turbidity variations during summer. Note that weff
s < ws, because small343

turbidity fluxes entering the epilimnion opposed the turbidity fluxes leaving the epilimnion due to settling. For344

example, during the first 30 days of summer, conditions were relatively calm, and turbidity declined by 2.0% per345

day (Fig. 4c). By contrast, during the next 30 days, winds were stronger — they imparted ∼70% more energy to346

the water surface — and turbidity declined by only 1.2% per day. Several other factors may also have contributed347

to the reduced effective settling rate such as weakened stratification (allowing increased turbidity flux into the348

epilimnion), increased thermocline depth, and the increasing difference in turbidity between the hypolimnion and349

epilimnion.350

The wind also caused internal motions in the predominantly two-layer structure, namely motions along the351

thermocline separating the warm epilimnion from the cooler hypolimnion. For much of the summer, the thermo-352

cline followed the 17 ◦C isotherm, and we chose this isotherm as a representative depth of the thermocline; other353

choices gave similar results. To illustrate the displacement of the thermocline, we plot the 17 ◦C isotherm from 20354
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June to 02 September after which time the epilimnion began to cool rapidly and surface mixed layer deepening355

ensued (Fig. 7).356

The thermocline oscillated with two dominant periods. First, basin-scale oscillations with a period of approxi-357

mately four days are evident in the wave characteristics plots for each of our selected years (2015, 2011, 2017 and358

1999), e.g. green lines in Fig. 7e. For 20 June to 02 September, the Merian formula (Eq. 5) gives cp ≈ 19±2 kmd−1
359

and T1 ≈ 4.1±0.6 d, consistent with the values of cp and T1 obtained from the wave characteristics (Fig. 7). The360

second oscillatory period corresponds to the diurnal wind forcing. The prevailing wind blows down valley in the361

afternoon, resulting in a series of daily wind impulses. With each impulse, a depression of the thermocline was362

generated at the dam, which propagated upstream toward the inflow-dominated region (e.g. blue lines, Fig. 7e).363

The upstream propagating wave then reflected off the inflow and traveled back downstream (e.g. red lines, Fig. 7e).364

The inverse slope of the lines gives cp ≈ 18 kmd−1, consistent with our estimate using Eq. 5.365

The two-dimensional spectra of the thermocline oscillations are shown in Fig. 8. There are distinct peaks366

in the spectra at period Tf = 1 d and wavelength λ = 18 km corresponding to the daily wind forcing. At the367

period of T1 ≈ 4.1 d, corresponding to the fundamental basin-scale seiche, there is a broader band reflecting368

the changes in stratification and water level over the summer. Also shown are the lines corresponding to cp =369

19 kmd−1, as predicted using the Merian formula (Eq. 5), and consistent with our estimates based on the plot of370

wave characteristics (Fig. 7).371

The response of the thermocline in all four model years was similar (Fig. 7); this is not surprising given that372

the wind forcing was the same for all model years shown. However, there remain differences between the years373

due to changes in stratification and water level. There were also changes within a given year, for example in early374

July 1999, low L and high g′ resulted in a shorter than average basin-scale seiche period (3.8 d, magenta lines),375

compared with late August 1999 when it was longer (4.5 d, green lines), see Fig. 7e.376

3.5.3 Fall377

In fall, there were three periods of wind followed by periods of calm (Fig. 4a). During the wind events the epil-378

imnion deepened, and the epilimnetic turbidity increased due to the entrainment of higher turbidity water from379

the hypolimnion (Fig. 4c). During the periods of calm, epilimnetic turbidity increased due to penetrative convec-380

tion and decreased due to particle settling. Overall, during fall, epilimnetic turbidity increased substantially in all381

model runs (Fig. 4c).382

4 Discussion383

4.1 Physical processes384

While there are a variety of factors that can influence water quality in a reservoir, we have examined one such385

factor: turbidity. We have investigated the physical processes that determine the epilimnetic turbidity within a386

reservoir. The model results indicated that the average residence time during spring was the primary control of387

turbidity in the epilimnion at the beginning of summer (Fig. 5), and that the turbidity at the end of spring controlled388
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the turbidity for the rest of the summer (Fig. 4). That is, simulations with low water level and high inflows in389

spring led to high turbidity in summer, and simulations with high water level and low inflows in spring led to low390

turbidity in summer.391

During spring, the key physical process was the interaction between inflow and the existing volume of water392

within the reservoir. When the volume in the reservoir was large, then emerging spring stratification isolated the393

near surface from the turbid plunging inflow. When the volume of the reservoir was small, the inflow overwhelmed394

the water in the reservoir and delayed stratification as in the 1999 model run (Fig. 6t).395

During summer, the key physical processes were plunging inflows, wind-driven upwelling, internal motions,396

longitudinal dispersion and particle settling, which interacted to transport turbid fluid into, out of, and within the397

epilimnion (Fig. 3). Wind events in combination with basin-scale internal seiches upwelled small pulses of turbid398

fluid from the hypolimnion at the upstream end of the reservoir into the epilimnion (Fig. 7). The upwelled fluid set399

up a longitudinal gradient in turbidity in the epilimnion (Fig. 3a). As the summer progressed, suspended particles400

settled out of the epilimnion, which led to a decline in epilimnetic turbidity (Fig. 4c).401

In summer, the epilimnion was relatively isolated, primarily receiving small fluxes of turbid water from402

upwelling at the upwind end of the reservoir. These fluxes into the epilimnion were smaller than the fluxes out of403

the epilimnion due to particle settling. The turbidity of the epilimnion at the beginning of summer was the primary404

factor determining the turbidity for the rest of the summer. When the initial turbidity was high, then it remained405

high; when the initial turbidity was low, then it remained low. In all cases, the particle settling flux dominated the406

mass balance, which led to an overall decline in turbidity over the summer.407

During fall, surface mixed layer deepening was the dominant process, entraining turbid water from the met-408

alimnion into the epilimnion, which led to a rapid increase in epilimnetic turbidity (Figs. 3 and 4c). During this409

period, weak stratification made the rate of surface mixed layer deepening especially sensitive to wind. For exam-410

ple, even a single wind event could cause enough surface mixed layer deepening to significantly increase the411

turbidity of the epilimnion (Figs. 3b and 4a,c). We now discuss some of the implications of the physical processes412

described above.413

4.2 Implications for the euphotic zone414

In Carpenter Reservoir, as in many glacier-fed water bodies [17], turbidity controls the volume of the euphotic415

zone. During summer, a remarkable contrast between epilimnetic and hypolimnetic turbidity developed due to416

stratification and the settling of particles. By late summer, epilimnetic turbidity declined to 0.5 – 3 NTU (Fig. 4c),417

whereas hypolimnetic turbidity remained elevated, ranging from 5 – 30 NTU (e.g. Fig. 2i). This contrast has418

important implications. For example, for a turbidity of 1 NTU (Kd = 0.27 m−1), Eq. 2 predicts a euphotic depth419

of ∼17 m. However, the epilimnion was shallower than this, typically ∼8 m, and the presence of more turbid420

water below the epilimnion means that light passing through the epilimnion is rapidly attenuated just below the421

epilimnion. As a result, the summer euphotic zone generally ended close to the top of the turbid hypolimnion. The422

euphotic depth followed the oscillations of the thermocline in response to wind (Fig. 2i).423
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4.3 Implications for water quality424

It is common to have water quality criteria based on turbidity. A useful metric is to evaluate the volume of water425

in a lake or reservoir, VWQ, that satisfies a particular water quality requirement. Here we define VWQ as the volume426

of the reservoir with a turbidity less than 5 NTU; we chose this value since turbidity exceeding this threshold427

can limit primary production in glacial lakes [40] and interfere with filter-feeding in cladocerans [20], a key food428

source for kokanee (Oncorhynchus nerka). Note the turbidity of the inflow into Carpenter Reservoir was always429

greater than 5 NTU (Fig. 4c), meaning that under well-mixed conditions VWQ would equal zero. However, thermal430

stratification and particle settling resulted in a much lower turbidity in the surface layer than at depth. In all model431

runs, the decline in summer epilimnetic turbidity led to an increase in VWQ, reaching a maximum in late summer432

and early fall (Fig. 4d), followed by a rapid decline in fall as the surface mixed layer deepened. For model runs433

with high epilimnetic turbidity at the beginning of summer (1999, 2017 and six others), VWQ remained equal to434

zero well into the summer, which has implications of, for example, a shorter biologically productive season. A435

similar criterion could be applied to systems where other water quality parameters are a concern, for example,436

contaminants [41] or nutrients [11].437

4.4 Effects of wind and thermocline deflections438

Even though the simulated internal motions were similar from year to year, the light climate differed. For example,439

the contour marking Tu = 5 NTU at the water surface is shown in Fig. 7; surface waters upstream (downstream)440

of this contour have turbidity greater (less) than 5 NTU. At the beginning of summer in 2015, surface turbidity441

greater than 5 NTU occurred in the inflow-affected region while the entire epilimnion was less than 5 NTU. By442

contrast, in the early summer of 1999, the entire surface of the reservoir was greater than 5 NTU. As the summer443

of 1999 progressed, a turbidity of less than 5 NTU first occurred near the dam on 10 July; this can also be seen in444

Fig. 4d where the volume of the reservoir with a turbidity less than 5 NTU was zero until 10 July. After this date,445

the epilimnion progressively cleared due to particle settling.446

Carpenter Reservoir experiences diurnal down-valley winds originating from the Bridge Glacier [42] and com-447

mon to many mountainous regions [43]. Our model results have shown how these winds can result in upwelling448

and transport of turbid water into the epilimnion, as well as significant motion of the thermocline at both the diurnal449

and fundamental seiche periods. In addition to turbidity, internal motions can enhance photosynthesis by circulat-450

ing phytoplankton through a nonlinear light field [44], can stress fish experiencing large temperature fluctuations451

[45], and can transport nutrients to the euphotic zone enhancing algae growth [10].452

4.5 Implications for the Bridge River and other systems453

Starting in 2016, the hydroelectric utility decided to lower the water level in Downton Reservoir, upstream of454

Carpenter Reservoir, to reduce the seismic risk of the ageing La Joie Dam (Fig. 1a). Keeping the water level low455

in Downton Reservoir resulted in abnormally high inflows into Carpenter Reservoir, which led to high outflows to456

the Lower Bridge River and to Seton Lake in 2016 (Fig. S9b). To accommodate these high flows into Carpenter457
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Reservoir, the hydroelectric utility also lowered water levels in Carpenter Reservoir beginning in 2017 (Fig. 4b).458

The model results suggest that low water level and high flushing rates in spring contributed to higher turbidity in459

the epilimnion during these years (Figs. 4b,c and 5). The water level regime in subsequent years, 2018 – 2022, was460

similar to that in 2017 and will likely be representative of future conditions until anticipated repairs are completed.461

The Bridge Glacier above the upstream Downton Reservoir (Fig. 1a) is undergoing significant retreat [46]. In462

recent decades, this has already reduced late summer streamflow by ∼10% [47], and it is expected to increase463

the temperature of the meltwater at the headwaters of the Bridge River [48]. While the effect of these changes on464

Carpenter Reservoir will be moderated by flow through Downton Reservoir, we anticipate that years with lower465

late summer inflow will become more prevalent. This also highlights the importance of continued collection of466

tributary temperature and turbidity data, as the present study relied on only two years of observations.467

Prior to the construction of the twin diversion tunnels, there was no connection between Carpenter Reservoir468

and Seton Lake [49], see Fig. 1a. The turbid discharge from the hypolimnion of Carpenter Reservoir to the surface469

of Seton Lake has reduced the euphotic depth of Seton Lake in summer, from approximately 20 m to 10 m [50].470

The behaviour of Carpenter Reservoir highlights the consequences of the main feature of reservoirs, that the471

reservoir volume is often subject to dramatic variation. For example, in temperate latitudes, reservoirs are typically472

drawn down by early spring to allow for storage of freshet inflow. Our work demonstrates that the combination of473

low reservoir volume and a high flux of turbid inflow can impact the reservoir stratification in spring and ultimately474

the turbidity during summer.475

In summary, using hydrodynamic modelling and field observations, we investigated the physical processes476

affecting epilimnetic turbidity and the role of reservoir operations in modifying these processes. By simulating a477

range of scenarios based on 46 years of historical flows, subject to two sets of meteorological conditions, we found478

that, during summer, the combination of cold inflows, deep withdrawals and strong thermal stratification resulted479

in the isolation of, and subsequent particle settling from, the epilimnion in all 92 model scenarios. However, despite480

these similarities, the turbidity of the epilimnion during summer varied by up to an order of magnitude between481

scenarios, depending on the reservoir operations and hydrological conditions, particularly in spring.482

The results presented in this paper are applicable to a range of natural and constructed water bodies where483

the fate of turbid inflows has important impacts on water quality. They will also inform water use planning for484

Carpenter Reservoir, which aims to balance a suite of reservoir functions including hydropower generation, aquatic485

ecosystem services, and cultural significance. Possible future research includes examining the effect of warmer486

inflows into Carpenter Reservoir due to glacier loss [48] and investigating the effect of releases from Carpenter487

Reservoir on turbidity in the downstream Seton Lake [50].488
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Fig. 1 (a) Map of the study area and (b) plan view of Carpenter Reservoir and monitoring stations. The box in (a) marks the location of panel
(b). In (b), the contours indicate the depth of water below full pool (651.08 masl). Wind roses are shown for Five Mile Station (MET1) and
Terzaghi Dam (MET2). The major tributaries flowing into Carpenter Reservoir are shown as solid lines. (c) Profile view of Carpenter Reservoir
showing the minimum and maximum water level in 2015 and 2016, and showing contours of reservoir width at 200-m intervals from 200 to
1400 m. CTD stations are marked C1–C9. The downward arrows at the reservoir bottom mark the twin tunnels to Seton Lake. The rightward
arrow at the dam marks the outflow to the Lower Bridge River.
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Fig. 2 Measured (a) inflows, (b) outflows, (c) water level, (d–f) flow-weighted tributary temperature, turbidity and conductivity, (g) along-axis
wind speed cubed; and modelled (h–j) temperature, turbidity and conductivity, at Station C2, 22 May to 20 October 2015. In (c), the dashed
line marks full pool (651.08 m asl). In (d), air temperature and mooring temperature (0–5 m) are shown in grey and shades of red, respectively.
In (g), positive wind is from the west toward the dam. In (h–j), the black line marks the epilimnion depth (maximum temperature gradient) and
the white line the euphotic depth.
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Fig. 3 (a) Modelled turbidity at 1 m depth representative of the epilimnion (contours), and the inverse of the measured Wedderburn number
during summer stratification (white line), 22 May – 20 October 2015. (b) Measured and modelled turbidity at 1 m depth at Stations C2 (blue)
and C9 (red). In (a), the solid horizontal lines mark the location of Stations C2 and C9, the dashed horizontal line marks W = 1, and the
downward arrows indicate the survey dates. In (b), the markers indicate field measurements, and the lines indicate model results.
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Fig. 4 Time series of (a) observed along-axis wind speed cubed, and (b) simulated reservoir water level, (c) simulated turbidity at Station C2
at 1 m depth, and (d) simulated volume of the reservoir with a turbidity less than 5 NTU, VWQ, divided by the reservoir volume at full pool,
Vfull, (651.08m asl, 1.0 × 109 m3). In (a), positive wind speed is from the west toward the dam. In (b), the dashed line marks the elevation of
full pool. In (c), the blue dashed lined shows Eq. 4 for ws = 0.2 md−1 and h1 = 8.5 m. In (b–d), the thin grey lines show the model results for
all years 1965 – 2017, and the coloured lines show selected years. In (c), the thick grey lines show the flow-weighted turbidity of the inflows
(median, 5th and 95th percentile). All model runs use the meteorological and tributary sampling data from 2015 (using 2016 gave similar results,
see Fig. S12). Roman numerals mark Regimes described in the text.
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Fig. 5 Relationship between epilimnetic turbidity at Station C2 at 1 m depth at the beginning of summer, Tu∗, and the average residence time
from the beginning of the model run to the beginning of summer, tr , (22 May – 20 June). Shown are model runs (1965 – 2017) using the
meteorological and tributary sampling data from 2015 (using 2016 gave similar results, see Fig. S13).
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Fig. 6 Modelled turbidity before and after each wind event in spring. (a) Observed along-axis wind speed cubed and (b–y) snapshots of
modelled turbidity for the 2015, 2011, 2017 and 1999 model runs during the spring period (22 May – 20 June). The white line marks the euphotic
depth. The red line (if present) marks the thermocline depth. The blue line (if present) and the water surface bound the region where turbidity
is less than 5 NTU. In (b–y), the downward arrow marks Station C2. The shading in (a) indicates the wind events in spring. The snapshots in
(b–y) were taken at the beginning and end of each wind event. The times are indicated on the right-hand side of each row of snapshots.
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T1

Tf

T1

Fig. 7 (a) Along-axis wind speed cubed observed in 2015; positive wind is from the west toward the dam. (b–e) Wave characteristics plots
of the modelled thermocline depth for the 2015, 2011, 2017 and 1999 model runs. The shading represents the depth of the thermocline below
the water surface. The dark bands represent waves of elevation (crests), while light bands represent waves of depression (troughs). The phase
velocity is given by the inverse slope of these bands: a more vertical band indicates a slower-moving wave, and a more horizontal band indicates
a faster-moving wave. The white line indicates the 5 NTU contour at the water surface; the region bounded by the contour and the dam has a
surface turbidity < 5 NTU. Recall that the meteorological forcing is the same for all model runs shown.
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Fig. 8 Power spectral density (PSD) obtained by the two-dimensional Fourier transform of the modelled wave characteristics shown in Fig. 7b
(the 2015 model run). Results for 2011, 2017, and 1999 are similar. The excited frequency band at 1 day corresponds to direct forcing by diurnal
winds, Tf , and the broader band centered at 4.1 days corresponds to the fundamental internal seiche, T1. Positive and negative wavelengths
correspond to downstream and upstream propagating waves, respectively. The solid white lines correspond to the phase speed cp = 19 kmd−1

predicted using the Merian formula (Eq. 5).
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S1 Hydrodynamic model

The model, CE-QUAL-W2, solves the unsteady Reynolds-averaged Navier-Stokes equations for conservation of

mass and momentum under the Boussinesq approximation and the hydrostatic pressure assumption. In addition,

advection-diffusion transport equations are solved for heat, dissolved solids (conductivity), suspended solids (tur-

bidity), and passive tracers. The equations are solved in the longitudinal (x) and vertical (z) directions after laterally

averaging in the transverse (y) direction. The governing equations are solved on a fixed rectangular grid using

a z-level vertical coordinate system. The horizontal eddy diffusivity is assumed to be constant and is set equal

to 1 m2 s−1, while the vertical eddy diffusivity varies in space and time and is computed using a k-ε turbulence

closure scheme [1, 2]. The model has been successfully applied to a wide variety of applications, including the

environmental response to pumped storage [3], internal seiching [4], and climate scenarios [5].

The model domain extended from the upstream end of Carpenter Reservoir to Terzaghi Dam and consisted of

56 horizontal segments along the length of the reservoir (Fig. S1a). Segment lengths varied from 700 to 1000 m,

and each segment was divided into vertical layers regularly spaced at 0.5-m intervals (Fig. S1b). Model runs were

initialized with water temperature, turbidity and conductivity measurements from the May CTD profile at Station

C2 (Fig. 1b).

By using a two-dimensional (2D) laterally averaged model, we assume that variations in all computed variables

in the transverse direction are small compared to those in the longitudinal direction. This assumption is often used

for long and narrow waterbodies like Carpenter Reservoir, which has an aspect ratio of 50:1 (Fig. 1a,b). Using a 2D

model instead of a 3D model greatly reduced the computational cost and allowed us to explore a range of scenarios

over a seasonal timescale. However, 2D models can have several limitations. For one, they assume symmetry in

the reservoir cross-section, which is not the case in reservoirs with complex bathymetry. For example, in dendritic29
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or meandering reservoirs, three-dimensional effects can be important [6]. A second limitation is they ignore the30

effect of the Earth’s rotation; for larger or wider waterbodies, the lateral transport induced by Coriolis can become31

important [4, 7]. Third, near-field processes such as river inflows that disperse laterally upon plunging cannot be32

resolved [8, 9]. Finally, 2D models can be less accurate in predicting the travel time of density currents than 3D33

models [10, 11].34

S2 Model calibration35

CE-QUAL-W2 (Version 3.72) has a number of adjustable parameters, and the parameter names used herein are36

the same as in the user manual [1]. We set as many parameters as possible to the default values given in the37

user manual. Where appropriate, parameters were determined from the observations. These and other selected38

parameters are summarized in Table S1.39

The model was calibrated by adjusting a subset of parameters until the computed results best matched the field40

observations in 2015 and 2016. We evaluated the performance of the model based on two goodness-of-fit statistics:41

the mean bias error (MBE) and the root mean square error (RMSE). MBE is the average difference between the42

modelled values and measured data and is a measure of model bias. RMSE is the square root of the mean of the43

squared differences between the modelled values and measured data and is a measure of model accuracy.44

The first step in the model calibration was a comparison of the measured and modelled water temperature, fol-45

lowed by conductivity, and finally turbidity. For temperature from the mooring, the measured data were compared46

to the model data from grid cells at the location of the mooring over time. For the CTD profiles, the measured tem-47

perature, conductivity and turbidity data were compared to the grid cells at the given station and at the time of the48

CTD profile. Values of MBE and RMSE for water temperature, conductivity and turbidity are given in Table S2.49

S2.1 Water temperature50

Water temperature in a reservoir is controlled by a variety of factors, including inflows, outflows, heat exchange51

at the air-water and sediment-water interfaces, solar radiation, light extinction, and mixing processes within the52

reservoir. As a result, to accurately model the variation in water temperature within a reservoir, a detailed set of53

hydrological and meteorological field data are needed to provide initial conditions, boundary conditions, and for54

model calibration.55

The most common model parameter to be adjusted is the wind sheltering coefficient WSC. This parameter56

adjusts both for differences in wind from shore to water and for variations in wind along the reservoir, and the57

surface temperature in the model is sensitive to this value. Note the model for Carpenter Reservoir used the wind58

from a single land-based station, Five Mile, located near the upstream end of the reservoir (MET 1, Fig. 1b).59

The model was run varying WSC from 0.5 to 1.0 and a value of 0.9 produced the closest match to the observed60

temperature data.61

The surface water temperature was also found to be sensitive to the wind-speed dependence of the evaporation62

function f (W ). This is consistent with the CE-QUAL-W2 user manual, which noted that ‘the most uncertain63
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parameter in the surface heat exchange computations is the evaporative wind speed function f (W )’ [1, p. A-111],64

and that the coefficients of this function depend on the size and shape of the water body, as well as the location of65

the wind measurements. For Carpenter Reservoir the default function was chosen, f (W ) = AFW+BFW×W CFW,66

and the coefficients of this function were adjusted to provide a better match between the measured and modelled67

surface temperature (Table S1). Similar adjustments were used in other studies (e.g. Bonalumi et al. [3], Kobler68

et al. [12]).69

Modelled water temperature in Carpenter Reservoir was compared to two sets of field data: (1) moored data70

from the thermistor chain at Station C2 near the dam and (2) vertical profiles from the monthly CTD surveys at71

Stations C1 to C9. The moored and modelled data were in good agreement in both 2015 (RMSE 0.88 ◦C) and72

2016 (RMSE 1.3 ◦C). The RMSE was computed using model results at 3-hr intervals at the same depths as the73

instruments tied to the mooring; examples from six depths are shown in Fig. S2.74

The modelled temperature showed similar agreement when compared to the CTD profiles in 2015 (RMSE75

0.80 ◦C) and 2016 (RMSE 0.77 ◦C), see Figs. S3 and S4. The agreement between measured and modelled water76

temperature for Carpenter Reservoir is comparable to those reported in similar model studies (RMSEs: 0.89 ◦C,77

Gelda et al. [4]; 0.93 ◦C, Kobler et al. [12]; 0.61 ◦C, Mi et al. [13]; 0.56 ◦C, Ishikawa et al. [14]). Differences78

between the observations and the model were greatest in the thermocline because of strong vertical gradients.79

Other than the thermocline, the largest differences occurred in June and early July 2016 (Fig. S11d), when the80

total outflow from the reservoir was exceptionally high (Fig. S9b).81

S2.2 Conductivity82

Conductivity is a useful tracer for determining the origin of water and for estimating the exchange between water83

masses. The total dissolved solids (TDS) state variable was used for conductivity; variation in conductivity had a84

negligible contribution to density [15]. Modelled profiles of conductivity are compared to the monthly CTD casts85

at Stations C1 to C9 in Figs. S5 and S6. The model results compare favorably with the field data both in 201586

(RMSE 9.1 µScm−1) and in 2016 (RMSE 11 µScm−1). Given the range of measured conductivity in the reservoir87

(70 – 110 µScm−1), the model error is approximately 8 – 15% of the measured values. Similar agreement was88

obtained in Sullivan et al. [16]; while the magnitude of the RMSE was lower (2.4 – 3.1 µScm−1), the model error89

was a similar proportion, approximately 5 – 10% of the measured range (27 – 47 µScm−1).90

S2.3 Turbidity91

A number of factors influence the turbidity in a receiving water body, including the stratification of the water92

body, turbidity and plunge depth of the inflows, suspended particle size, and particle settling rate. The inorganic93

suspended solids (ISS) state variable was used for turbidity, and variations in turbidity had a negligible contribution94

to density [15]. During model calibration, the particle settling velocity was adjusted to best match the field data.95

A settling velocity of SSS = 0.2 md−1 was selected (Table S1), which corresponds to Stokes settling of particles96

with a diameter of ∼2 µm. Suspended particles in Carpenter Reservoir have a range of sizes and settling rates;97

they do not settle under the idealized conditions assumed by Stokes’ law (dilute suspensions of spherical particles98
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in a quiescent fluid), and flocculation may also play a role [17, 18]. Therefore, the selected settling rate is not99

intended to represent a single particle size; rather, it represents the best fit to the distribution of particles giving100

rise to turbidity in Carpenter Reservoir.101

Modelled turbidity profiles are compared to monthly CTD casts at Stations C1 to C9 in Figs. S7 and S8.102

Modelled turbidity agrees favorably with measurements in both 2015 (RMSE 5.7 NTU) and 2016 (RMSE 7.1103

NTU). Given the range of measured turbidity in the reservoir (0 – 40 NTU), the model error is approximately104

15% of the measured values. Similar agreement was obtained in Sullivan et al. [16]; while the magnitude of the105

RMSE was lower (0.7 NTU), the model error was a similar proportion, approximately 11 – 12%, of the measured106

range (0 – 6 NTU). Note that the RMSE values include both the epilimnion where turbidity is generally low and107

the hypolimnion where turbidity is high and variable. Restricting the comparison to 0 – 3 m, representative of the108

epilimnion, gave for 2015 an RMSE of 1.7 NTU and for 2016 an RMSE of 1.9 NTU.109

S2.4 Effect of initial conditions110

The simulations began from rest with the initial temperature, conductivity, and turbidity set to the vertical profile111

collected at Station C2. That is, the initial velocity was zero and the initial scalars varied in the vertical direction,112

but not in the horizontal direction. This meant that a time was required for densities, velocities, and scalars to113

come into equilibrium, namely a spin-up period. The simulated temperature was found to be similar to the moored114

temperature after an initial spin-up period of 5 days, consistent with the spin-up periods found in other modelling115

studies (2 d, Rueda and Schladow [19]; 3 d, Rueda et al. [20]; 5 d, Valbuena. et al. [21]).116

S2.5 Effect of grid resolution117

The effect of grid resolution was tested by increasing the number of horizontal segments until further increases did118

not significantly change the simulated results. The model was run using 15, 33, 56, and 105 horizontal segments,119

with errors expressed as the relative L2 norm error between the simulated results at different grid resolutions120

and those using the highest grid resolution [e.g. 22, 23]. For the 2015 model run, errors in temperature using the121

56-segment grid were less than 2%. As a result, this horizontal grid resolution was selected for all simulations.122

A vertical grid resolution of 0.5 m was chosen based on guidance from the user manual, which provides123

examples with layer thicknesses ranging from 0.3 to 2 m [1], and from previous studies of similar water bodies,124

in which layer thicknesses ranged from 0.5 to 2 m (2 m, Bonalumi et al. [3]; 1 m, Gelda et al. [4]; 0.5 m, Kobler125

et al. [12]).126

S3 Additional model results127

S3.1 Modelled seasonal stratification in 2016128

The modelled temperature, turbidity and conductivity were shown in Fig. 2 for 2015 and are here shown for 2016129

in Fig. S9. In 2015, there was a period with particularly warm air and water temperature in early July (Fig. 2d,h),130

while in 2016, the warmest periods occurred in late July and early August (Fig. S9d,h). The modelled turbidity131
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in the epilimnion declined through the summer (Fig. S9i) while the conductivity in the epilimnion increased132

(Fig. S9j).133

S3.2 Model tracers134

Passive conservative tracers were simulated to track the fraction of water originating from different sources,135

namely the fraction of water in the reservoir that was: (1) initial water in the reservoir at the beginning of the model136

run, (2) inflow from La Joie Dam and (3) inflow from the local tributaries, all at Station C2. At each depth and for137

each time, the sum of the values of these three tracers is equal to one.138

At the beginning of the model run, on 22 May 2015, the entire water column was occupied by the initial water139

in the reservoir (Fig. S10b). After ∼10 days, much of the initial water below 20 m was replaced by water from140

the inflows, and by July 2015, nearly all the initial water in the hypolimnion had been flushed. By contrast, an141

appreciable fraction of the initial water in the epilimnion remained for most of the summer. In September 2015, the142

epilimnion began to deepen adding water from below, and the fraction of original water in the epilimnion began to143

decrease more rapidly (Fig. S10b). By October, much of the initial water in the epilimnion was replaced by turbid144

inflow, a mix of water from the local tributaries and from La Joie Dam (Fig. S10c,d). The results for 2016 were145

similar, except for the epilimnion in early June when a marked decrease in the original water occurred (Fig. S10f)146

driven by cool weather, wind and high through flow.147

S3.3 Comparison of measured and modelled data in 2015 and 2016148

In the epilimnion, the measured and modelled temperature, turbidity, and conductivity, along with the modelled149

tracers, are summarized for both 2015 and 2016 in Fig. S11. Results are shown at 1 m depth, representative of the150

epilimnion, and at Station C2 near the dam. In both years, the modelled temperature showed the expected seasonal151

cycle (Fig. S11a,b); the modelled turbidity declined from May to August (Fig. S11c,d); and the conductivity and152

the tracer for initial water declined through the summer (Fig. S11e–h).153

There were notable differences between 2015 and 2016, particularly in spring. The storm on 10 June 2016154

occurred during a period of very high outflow (Fig. S9b), and lower temperature stratification (Fig. S9h) than155

occurred during the same period in 2015. In effect, the storm of 10 June 2016 resulted in partial mixing of the epil-156

imnion, and the fraction of initial water in the epilimnion dropped from close to 1 before the storm to ∼0.75 after157

the storm (Fig. S11d).158

S3.4 Modelled scenarios driven by historical flows (1965 – 2017)159

The model results using the inflows and outflows from 1965 to 2017, with the meteorology and tributary sam-160

pling data collected in 2016, are shown in Figs. S12 and S13. Using the meteorology and tributary sampling data161

collected in 2015 gave similar results, see Figs. 4 and 5.162
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[12] Kobler, U.G., Wüest, A., Schmid, M.: Effects of Lake–Reservoir Pumped-Storage Operations on Tempera-194

ture and Water Quality. Sustainability 10(6), 1968 (2018) https://doi.org/10.3390/su10061968195

[13] Mi, C., Shatwell, T., Ma, J., Xu, Y., Su, F., Rinke, K.: Ensemble warming projections in Germany’s largest196

drinking water reservoir and potential adaptation strategies. Sci. Total Environ. 748, 141366 (2020) https://197

doi.org/10.1016/j.scitotenv.2020.141366198

[14] Ishikawa, M., Gonzalez, W., Golyjeswski, O., Sales, G., Rigotti, J.A., Bleninger, T., Mannich, M., Lorke,199

A.: Effects of dimensionality on the performance of hydrodynamic models for stratified lakes and reservoirs.200

Geosci. Model Dev. 15(5), 2197–2220 (2022) https://doi.org/10.5194/gmd-15-2197-2022201

[15] Robb, D.M., Pieters, R., Lawrence, G.A.: Fate of turbid glacial inflows in a hydroelectric reservoir. Environ.202

Fluid Mech. 21, 1201–1225 (2021) https://doi.org/10.1007/s10652-021-09815-4203

[16] Sullivan, A.B., Rounds, S.A., Sobieszczyk, S., Bragg, H.M.: Modeling hydrodynamics, water temperature,204

and suspended sediment in Detroit Lake, Oregon. Technical report, U. S. Geological Survey (2007)205

[17] Hodder, K.R., Gilbert, R.: Evidence for flocculation in glacier-fed Lillooet Lake, British Columbia. Water206

Res. 41(12), 2748–2762 (2007) https://doi.org/10.1016/j.watres.2007.02.058207

[18] Hodder, K.R.: Flocculation: a key process in the sediment flux of a large, glacier-fed lake. Earth Surf. Proc.208

Land. 34(8), 1151–1163 (2009) https://doi.org/10.1002/esp.1807209

[19] Rueda, F.J., Schladow, S.G.: Dynamics of Large Polymictic Lake. II: Numerical Simulations. J. Hydraul.210

Eng. 129(2), 92–101 (2003) https://doi.org/10.1061/(asce)0733-9429(2003)129:2(92)211

[20] Rueda, F., Vidal, J., Schladow, G.: Modeling the effect of size reduction on the stratification of a large wind-212

driven lake using an uncertainty-based approach. Water Resour. Res. 45(3), 03411 (2009) https://doi.org/10.213

1029/2008wr006988214

[21] Valbuena., S.A., Bombardelli, F.A., Cortés, A., Largier, J.L., Roberts, D.C., Forrest, A.L., Schladow, S.G.:215

3D flow structures during upwelling events in lakes of moderate size. Water Resour. Res. 58, 030666 (2022)216

https://doi.org/10.1029/2021wr030666217

[22] Fringer, O.B., Gerritsen, M., Street, R.L.: An unstructured-grid, finite-volume, nonhydrostatic, parallel218

coastal ocean simulator. Ocean Model. 14, 139–173 (2006) https://doi.org/10.1016/j.ocemod.2006.03.006219

[23] Ramón, C.L., Ulloa, H.N., Doda, T., Bouffard, D.: Flushing the Lake Littoral Region: The Interaction of220

Differential Cooling and Mild Winds. Water Resour. Res. 58(3), 030943 (2022) https://doi.org/10.1029/221

2021wr030943222

S7

manuscript submitted to Environmental Fluid Mechanics

https://doi.org/10.3390/su10061968
https://doi.org/10.1016/j.scitotenv.2020.141366
https://doi.org/10.1016/j.scitotenv.2020.141366
https://doi.org/10.5194/gmd-15-2197-2022
https://doi.org/10.1007/s10652-021-09815-4
https://doi.org/10.1016/j.watres.2007.02.058
https://doi.org/10.1002/esp.1807
https://doi.org/10.1061/(asce)0733-9429(2003)129:2(92)
https://doi.org/10.1029/2008wr006988
https://doi.org/10.1029/2008wr006988
https://doi.org/10.1029/2021wr030666
https://doi.org/10.1016/j.ocemod.2006.03.006
https://doi.org/10.1029/2021wr030943
https://doi.org/10.1029/2021wr030943


Table S1 Model parameters used in this study and the default CE-QUAL-W2 values. The column on the right indicates whether

the parameters were based on field observations (obs), selected as calibration parameters (cal), or set to default values (def).

Parameter Description Value Default Based on

Inorganic suspended solids

SSS Settling velocity (mday−1) 0.2 1 cal

SEDRC Sediment resuspension OFF OFF def

Mixing parameters

FRICT Chezy coefficient (m0.5 s−1) 70 70 def

AX Longitudinal eddy viscosity (m2 s−1) 1 1 def

DX Longitudinal eddy diffusivity (m2 s−1) 1 1 def

AZMAX Maximum vertical eddy viscosity (m2 s−1) 1 1 def

FI Internal friction coefficient (-) 0.015 0.015 def

Scaling of meteorological forcing

SHD Shading coefficient (-) 1 1 def

WSC Wind sheltering coefficient (-) 0.9 1 cal

Heat exchange at air-water interface coefficients

AFW Wind function coefficient (Wm−2mmHg−1) 5.0 9.2 cal

BFW Wind function coefficient (Wm−2mmHg−1(ms−1)−CFW) 7.2 0.46 cal

CFW Wind function coefficient (-) 1 2 cal

Heat exchange at sediment-water interface

TSED Sediment temperature (◦C) 11.9 - obs

CBHE Coeff. of bottom heat exchange (Wm−2 ◦C) 0.3 0.3 def

Light attenuation in water column

EXH20 Light extinction coeff. of water and dissolved substances (m−1) 0.185 0.25 obs

EXSS Turbidity-specific light extinction coeff. (m−1 NTU−1) 0.081 0.1 obs

BETA Fraction of solar radiation absorbed at water surface (-) 0.45 0.45 def
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Table S2 Mean bias error (MBE) and root mean square error (RMSE) of temperature, conductivity, and turbidity. Model

results were compared to field measurements from the temperature mooring and the vertical profiles from the monthly

surveys.

Measurement Variable Unit Mean Bias Error RMSE

Year 2015 Year 2016 Year 2015 Year 2016

Mooring Temperature ◦C −0.32 −0.20 0.88 1.3

Profiles

Temperature ◦C 0.05 −0.26 0.80 0.77

Conductivity µScm−1
−0.29 −6.4 9.1 11

Turbidity NTU 0.65 3.6 5.7 7.1
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Fig. S1 (a) Plan view and (b) side view of the model grid. In (b), the contours indicate the width, in the lateral direction, of each grid cell.

S10

manuscript submitted to Environmental Fluid Mechanics



Fig. S2 Measured and modelled water temperature at Station C2 at selected depths. Year 2015 (left) and 2016 (right).
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Fig. S3 Measured and modelled temperature profiles at Stations C1 – C9 in 2015. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S4 Measured and modelled temperature profiles at Stations C1 – C9 in 2016. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S5 Measured and modelled conductivity profiles at Stations C1 – C9 in 2015. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S6 Measured and modelled conductivity profiles at Stations C1 – C9 in 2016. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S7 Measured and modelled turbidity profiles at Stations C1 – C9 in 2015. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S8 Measured and modelled turbidity profiles at Stations C1 – C9 in 2016. Blank panels mark casts not collected. Data from the first

profile at Station C2 was used as the initial condition for the model along the whole reservoir.
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Fig. S9 Measured (a) inflows, (b) outflows, (c) water level, (d–f) flow-weighted tributary temperature, turbidity and conductivity, (g) along-

axis wind speed cubed; and modelled (h–j) temperature, turbidity and conductivity, at Station C2, 12 May to 14 October 2016. In (c), the

dashed line marks full pool (651.08 m asl). In (d), air temperature and mooring temperature (0–5 m) are shown in grey and shades of red. In

(g), positive wind is from the west toward the dam. In (h–j), the black line marks the epilimnion depth (maximum temperature gradient) and

the white line the euphotic depth.
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Fig. S10 Time series of observed along-axis wind speed cubed and simulated tracers from (a–d) 22 May to 20 October 2015 and (e–h) 12 May

to 14 October 2016. In (a, e), positive wind is from the west toward the dam. Tracers represent (b, f) the original water in the reservoir at the

beginning of the model run, (c, g) the inflow from the local tributaries, and (d, h) the inflow from La Joie Dam.
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Fig. S11 (a, b) Measured along-axis wind speed cubed. Comparison of measured and modelled (c, d) temperature, (e, f) turbidity, and (g, h)

conductivity in (left) 2015 and (right) 2016. (i, j) Modelled tracer concentrations. Both the measured and modelled data were from Station C2

at 1 m depth.
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Fig. S12 Time series of (a) observed along-axis wind speed cubed, and (b) simulated reservoir water level, (c) simulated turbidity at Station

C2 at 1 m depth, and (d) simulated volume of the reservoir with a turbidity less than 5 NTU divided by the reservoir volume at full pool (651.08

m asl, 1.0 × 109 m3). In (a), positive wind speed is from the west toward the dam. In (b), the dashed line marks the elevation of full pool. In

(b–d), the thin grey lines show the model results for all years 1965 – 2017, and the coloured lines show selected years. In (c), the thick grey

lines show the flow-weighted turbidity of the inflows (median, 5th and 95th percentile). All model runs use the meteorological and tributary

sampling data from 2016 (using 2015 gave similar results, see Fig. 4). Roman numerals mark Regimes described in the text.
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Fig. S13 Relationship between epilimnetic turbidity at Station C2 at 1 m depth at the beginning of summer, Tu∗, and the average residence

time from the beginning of the model run to the beginning of summer, tr , (22 May – 20 June). Shown are model runs (1965 – 2017) using the

meteorological and tributary sampling data from 2016 (using 2015 gave similar results, see Fig. 5).
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