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Key Points: 12 

 Our climate simulation reveals year-round cooling in the Northern Hemisphere high 13 

latitudes during the last glacial inception 14 

 We apply a refined angular calendar for a more precise seasonal dynamics 15 

 We identify the crucial role of albedo feedback on high-latitude radiative budget 16 

Abstract 17 

The last glacial inception (LGI) marks the transition from the interglacial warm climate to  the 18 

glacial period with extensive Northern Hemisphere ice sheets and colder climate. This transition 19 

is initiated by decreasing summer insolation but requires positive feedbacks to stimulate the 20 

appearance of perennial snow. We perform simulations of LGI with climate model AWI-ESM-21 

2.1, forced by the radiative and greenhouse gas forcing of 115,000 years before present. To 22 

compare with the preindustrial (PI) simulation, we use a consistent definition of the seasons 23 

during the LGI and the PI and evaluating model output on an angular astronomical calendar. Our 24 

study reveals a prominent role of sea ice in the albedo feedback to amplify the delayed climate 25 

siregnal at polar latitudes. Through a radiative budget analysis, we examine that the ice-albedo 26 

feedback exceeds the shortwave radiative forcing, contributing to the cooling and high latitude 27 

snow built-up during LGI.  28 

Plain Language Summary 29 

The onset of the last ice age marks the transition from the interglacial warm climate to the ice 30 

age with extensive Northern Hemisphere ice sheets and colder climate.  This transition is 31 

initiated by decreasing summer irradiance and reinforced by positive feedbacks. We perform 32 

climate simulations under the radiative and greenhouse gas forcing, and use a consistent 33 

definition of seasons. Our study shows that a delayed ice-albedo feedback plays an important 34 

role in generating a cold Northern Hemisphere climate. 35 

 36 
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1 Introduction 37 

The At the end of the last interglacial, the Earth gradually transitioned to a colder climate, 38 

the last glacial inception (LGI). Between 120-115 thousand years before present (kyr BP), snow 39 

and ice sheets started to develop in the Northern Hemisphere (NH), with ice nucleus first 40 

appearing over the Canadian Arctic islands, Labrador, northern continental Canada, continental 41 

western Siberia and Eurasian Arctic islands (Andrews and Barry, 1978; Mangerud and Svendsen, 42 

1992; Clark et al., 1993; Svendsen et al., 2004; Lambeck et al., 2006). Different from most 43 

glacial periods, LGI is characterized by its abruptness. By 110 kyr, the ice sheets reached their 44 

maximum, covering ~70% of the area of Last Glacial Maximum (Stokes et al., 2012). 45 

Meanwhile, permanent sea ice thickened over the central Arctic and seasonal sea ice existed in 46 

the western Fram Strait (Stein et al., 2017). Planktonic and benthic foraminifera from the North 47 

Atlantic Ocean indicate that at the onset of the LGI the meridional gradient of sea surface 48 

temperature (SST) was enhanced —with very low SST at high latitudes (a cooling of around 4 K 49 

from present day; Cortijo et al., 1999) while low latitudes were slightly warmer than at present 50 

(Ruddiman and McIntyre, 1979). Although the timing of this cooling is unsynchronous and its 51 

magnitude varied globally, the northern high latitudes with a stronger and earlier cooling signal 52 

are key regions in this glaciation process. 53 

Milankovitch (1941) postulated that the key drivers for glacial inceptions are the 54 

reduction in NH summertime insolation and the subsequent perennial snow accumulation. 55 

Previous model simulations with corresponding insolation forcing have shown a consistent 56 

cooling of temperature, an increase of snow cover and sea ice (e.g., Bahadory et al., 2021; Born 57 

et al., 2010), as also seen from proxies. However, models often fail to accurately capture the 58 

specific location, range, and expansion rate of ice sheets (e.g., Bahadory et al., 2021; Kageyama 59 

et al., 2004, Calov et al., 2005).  This limits our understanding of glacial dynamics during the 60 

time period. Consequently, a key question is what positive feedbacks amplified insolation 61 

forcing during the LGI. Furthermore, it remains unclear why the high-latitude cooling is prior to 62 

other regions. In addition to insolation, other contributions have been proposed, including albedo 63 

feedbacks (Kageyama et al., 2004; Calov et al., 2005), meridional temperature gradients (Young 64 

and Bradley, 1984), North Atlantic Ocean circulation  (Ruddiman and McIntyre, 1981; Imbrie et 65 

al.,1992), atmospheric circulation (Lohmann, 2017), sea ice feedback (Lachniet et al., 2017; 66 

Yoshimori et al 2002; Vavrus et al., 1999), vegetation changes (Noble et al., 1996; Gallimore 67 

and Kutzbach, 1996; Yoshimori  et al., 2002; Meissner et al., 2003; Kageyama et al., 2004) etc. 68 

Most climate simulation studies analyze their model output based on the classical "fixed-69 

days” calendar, which cannot represent the seasonal dynamics in paleo times (e.g., Kutzbach and 70 

Gallimore, 1988; Joussaume and Braconnot, 1997; Shi et al., 2022). This approach might even 71 

lead to misinterpretations in climate patterns, such as temperature amplification, bipolar seesaw 72 

and global monsoon (Bartlein and Shafer, 2019). This bias is especially pronounced in periods 73 

like LGI. The orbital forcing during the LGI entails weak summer insolation at high latitudes on 74 

both hemispheres due to a lower-than-present obliquity and a higher-than-present eccentricity, 75 

additionally increased Earth’s distance from the sun in boreal summer (like today boreal summer 76 

occurs near aphelion). The high eccentricity leads to a reduced (increased) orbital speed of the 77 

Earth around the Sun in boreal summer (winter), which, with respect to today’s calendar, implies 78 

a shift of the solstices and the related seasons. Therefore, significant biases occur if we apply 79 

today's classical calendar to the seasonal cycles study of LGI.  80 
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In this paper, we conduct model simulations of PI and LGI with a coupled earth system 81 

model. By focusing on the NH high-latitude feedbacks and employing a refined astronomical 82 

calendar, we aim to bridge the gap in understanding the seasonal dynamics of paleo times, 83 

particularly the LGI. 84 

2 Methods and Experiments 85 

2.1 Model and experiment design 86 

The model employed in this study is the state-of-art coupled Earth System Model AWI-87 

ESM-2.1 (Sidorenko et al., 2019). AWI-ESM-2.1 is an atmosphere-ocean-land-sea ice model, 88 

which consists of the Finite Element Sea ice-Ocean Model FESOM-2.0 (Danilov et al., 2017; 89 

Scholz et al., 2019) and ECHAM-6.3 for the atmosphere, vegetation and land surface (Stevens et 90 

al., 2013). The coupling between FESOM and ECHAM is achieved via the parallel OASIS3-91 

MCT coupler (Valcke, 2013). The timestep of ECHAM is 450 seconds and the FESOM timestep 92 

is 30 minutes, and the ocean and atmosphere are coupled every 6 hours via the OASIS3-MCT 93 

coupler. ECHAM was run at T63 spectral resolution with 47 vertical levels. The ocean model 94 

FESOM uses an unstructured mesh CORE-II, with resolution varying from nominal one degree 95 

in the interior of the ocean to 1/3 degree in the equatorial belt and 24 km north of 50°N 96 

(Sidorenko et al. 2019). This model has been evaluated in terms of its mean state and long‐term 97 

drift under PI forcing and is proved to have good capability of modelling the main characteristics 98 

in the atmosphere and ocean (Sidorenko et al., 2019). AWI-ESM has also been successfully 99 

applied for different paleoclimate periods (Shi and Lohmann, 2016; Shi et al., 2020, 2022 a-b).  100 

To understand the feedbacks in LGI, we conducted two simulations based on the modern 101 

topography with orbital (Berger, 1978) and radiative forcing (Köhler et al., 2017) fixed at pre-102 

industrial (ClmPI) and 115 kyr (Clm115). Both simulations run for 1200 model years. Daily 103 

output are provided for implementation of the calendar methods. The analysis presented in this 104 

study are based on the average mean of the last 50 years data from each simulation. 105 

2.2 Calendar effect 106 

As discussed, applying today's fixed-day calendar to paleoclimate could result in 107 

significant bias, commonly expressed as “paleo calendar effect” (Bartlein and Shafer, 2019). To 108 

address this issue, our study adopts the "fixed-angular" calendar (hereafter angular calendar), 109 

aligned more closely with the orbital variations of Earth. Angular calendar replaces the 110 

traditional fixed-day definition with angular measurements based on Earth's orbit. Each year is 111 

divided into 360°, consequently 1° corresponding to one day, each 30° to one month, and 90° to 112 

one season. This provides a more accurate representation of the real length of months and 113 

seasons in paleo times. 114 

We use daily model output to redefine the months of the year based on the angular 115 

calendar for both ClmPI and Clm115 experiments. In the PI scenario, the redefined month 116 

lengths from January to December are 29, 30, 30, 31, 31, 31, 31, 31, 31, 30, 30, and 30 days, 117 

respectively. For 115kyr scenario, the new month lengths are 28, 28, 29, 31, 32, 33,  33, 33, 31, 118 

30, 29, and 28 days. This indicates longer summer and shorter winter in the LGI scenario 119 

relartive to PI.   120 

Figure 1a-b shows the annual cycle of zonal-mean changes of insolation between LGI 121 

and PI. The incoming solar radiation at the top of the atmosphere in LGI compared with PI is 122 
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primarily characterized by a decreased summer insolation and an enhanced warmer insolation, 123 

resulting in a weak seasonal contrast on both hemispheres. This adjustment in the calendr 124 

method affects the analysis of seasonal insolation and temperature anomalies, as observed in our 125 

results. Under the angular calendar, seasonal contrasts and latitudinal distribution of insolation 126 

become more symmetric. For example, the dipole pattern in autumn is no longer discernable 127 

under angular calendar, which facilitates a more concise comparison between two climates. The 128 

difference of surface temperature between two cleandars, as paleo calendar effect, is shown in 129 

Fig. 2, which also shows an invisible pattern. In the following, we only show model results based 130 

on the angular calendar. 131 

132 
Figure 1. Annual cycle of zonal-mean changes between LGI and PI: a-b, for incoming solar 133 

radiation at the top of the atmosphere (𝑊/𝑚2
); c-d, for 2m temperature over land (K ); e-f, for 2m 134 

temperature over ocean and sea ice-covered areas (K). Left panels use a classical fixed-day 135 

calendar. Right panels use the angular calendar.  136 
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 137 
Figure 2. Paleo calendar effect on 2m temperature in K during LGI (left panel) and PI (right) in 138 

different seasons. Paleo calendar effect is defined by the anomly between augular calendar and 139 

classical calendar. 140 

3 Results 141 

3.1 Decoupling between insolation and temperature in the Arctic winter 142 

As As seen from Fig. 3, the temperatures over land and ocean have a distinct response to 143 

insolation. Thus, we compare the near surface (2m) temperature over land and ocean separately. 144 
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The land temperature changes mainly follow the seasonal cycle of insolation anomalies in the 145 

low and middle latitudes with a lag of one month (Fig. 1). The minimum 2m temperature 146 

anomaly over land is seen in August with an average 0.5K cooling, while the maximum anomaly 147 

is in February with a 0.1K warming. However, at high latitudes, the temperature anomaly does 148 

not follow the seasonality of the insolation anomaly, and there is an anomalous cooling over the 149 

whole year. The zonal mean temperature north of the polar circle is about 2K colder from 150 

November to March relative to the PI, in spite of an increase of insolation in the same months 151 

across all latitudes of the NH. The minimum temperature over the Arctic realm is seen in 152 

October, delayed by two months after minimum insolation change.  153 

   154 

Figure 3. Near-surface 2m temperature (K) differences between LGI and PI for different 155 

seasons. Seasons are defined by the angular calendar.  156 

SST anomalies at low latitudes and parts of mid-latitudes south of 45°N reflect the LGI 157 

insolation anomaly with warmer winters and cooler summers, but exhibit a pronounced 2-3 158 
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months seasonal lag. North of 45°N, an anomalous cooling is observed over the whole year and 159 

the minimum lags the minimum insolation by 2-4 months. North of 67°N, a remarkable Arctic 160 

cooling exceeds the decrease of temperature at mid-latitudes by about 3K in winter (October to 161 

March). This cooling closely traces sea ice edges (Fig. 4), which indicates that sea ice might play 162 

an important role on the decoupling between insolation and temperature during LGI. 163 

 164 
Figure 4. Snow depth and sea ice changes between LGI and PI, also in the angular calendar. 165 

Shading indicates snow depth in mm. Blue and red curves indicate areas covered by more than 166 

50% sea ice during LGI and PI, respectively. 167 

3.2 The sea ice and snow response 168 

The Arctic sea ice and the continental snow cover also show strong seasonal signatures. 169 

A strong reduction in summer insolation results in increased snow accumulation and increased 170 

sea ice formation in most parts of the NH (Fig. 4). Compared to PI, increased snow in springtime 171 
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at LGI is seen in Nunavut, eastern Quebec, and small regions on Baffin Island, Scandinavia, and 172 

north-eastern Siberia. These are regions where large ice caps and glaciers have been formed 173 

during this period according to ice sheet reanalysis data (Batchelor et al., 2019). Sea ice becomes 174 

thicker and covers a larger area in summer. In Clm115, the contour of 50% sea ice cover fraction 175 

extends toward the coasts in the Canadian Arctic and East Siberia Sea and shifts toward lower 176 

latitudes in the Bering Strait and Norwegian Sea. In the following autumn and winter, the less 177 

pronounced melt season further facilitates the formation of sea ice. In October, the Arctic sea-ice 178 

area anomaly reaches its maximum, concurrent and spatially correlated with the lowest Arctic 179 

temperature anomalies. However, the Norwegian Sea and western Barents Sea remain mostly ice 180 

free throughout the year in both experiments, which might be associated with a vigorous North 181 

Atlantic Current (Born et al., 2010). 182 

3.3 Radiative budget analysis 183 

In order to understand the relative contribution of radiative forcing on climate change, we 184 

analyze the energy budget of the Earth’s surface from shortwave radiation by separating forcing 185 

and feedback components. For a given phase of the seasonal cycle, the surface shortwave 186 

radiation budget is 187 

𝑆𝑠𝑛𝑒𝑡 = 𝑆𝑠𝑑 ∗ (1 − 𝐴)                       Eq (1) 188 

where 𝑆𝑠𝑛𝑒𝑡 is the net surface shortwave radiation, 𝑆𝑠𝑑 is the surface downward 189 

shortwave radiation, and 𝐴 is the surface albedo. These variables can also be represented as  190 

climatological mean from a common reference and their corresponding anomalies with respect to 191 

this reference. In this way, the LGI anomaly in 𝑆𝑠𝑛𝑒𝑡 can be expressed as  192 

 𝑆𝑠𝑛𝑒𝑡
′ =  𝑆𝑠𝑑

′ ∗ (1 − 𝐴̅) − 𝑆𝑠𝑑̅̅ ̅̅ ∗ 𝐴′ − 𝑆𝑠𝑑
′ ∗ 𝐴′                 Eq (2) 193 

where the overbar indicates the climatological mean under PI and the primed quantities 194 

represent the anomalies between LGI and PI. The anomaly of 𝑆𝑠𝑛𝑒𝑡 is decomposed into three 195 

terms. The first term on the right hand side is the shortwave radiative forcing, which is the effect 196 

of the anomalous radiation without any feedbacks. The second term stands for the radiative 197 

feedback resulting from albedo changes that modify the surface radiation budget. The third term 198 

on the right hand is the residual term, including nonlinear processes resulting from the combined 199 

effect of surface radiation anomalies and albedo anomalies. Here, we call the above three terms 200 

surface radiative forcing, albedo feedback, and residual effect in our later discussion. 201 
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 202 
Figure 5. Results from the shortwave radiation budget analysis. a-d shows annual cycle of zonal 203 

mean surface radiative forcing, albedo feedback, residual effect, and the anomaly of net surface 204 

shortwave radiation, unit in 𝑊/𝑚2
.  205 

Our radiation budget analysis follwows Jackson and Broccoli (2003). The only difference 206 

is in distinguishing of the mean and variation of quantities. In their work, they determined the 207 

overbar as a long-term mean and the primed quantities as the anomaly regarding the mean value. 208 

To have a direct comparison with the profile of incoming insolation and temperature, we 209 

integrate Eq (2) zonally over both land and ocean areas. Fig. 5 shows the latitudinal profile of all 210 

the decomposition components on the right hand side of Eq (2). The surface shortwave radiative 211 

forcing decreases the most at ~55° N in summer, whereas changes in wintertime are relatively 212 

small. In higher latitudes, the albedo feedback overwhelms the weak radiative forcing due to the 213 

pronounced difference in summer sea ice coverage: forcing only contributes less than -5 𝑊/𝑚2 214 

to the total budget, while the feedback amounts to up to -30 𝑊/𝑚2, resulting in a significant 215 

reduction of net surface radiation during May to September (MJJAS).  216 

In contrast to higher latitudes on the NH, the albedo feedback is not a factor south of 217 

67°𝑁, where summer sea ice does not exist during both periods. The magnitude of the residual 218 

term is much smaller than the other two terms, indicating that the combined effect from both 219 

shortwave radiative forcing and albedo feedback has a negligible contribution to the total 220 

radiation budget.  221 
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4 Discussion 222 

We apply the coupled climate model AWI-ESM to study the mechanisms of regional 223 

cooling during the LGI. The LGI simulation exhibits a weakened seasonal cycle in temperature 224 

with the Arctic being colder than PI throughout the year. Through a radiative budget analysis, we 225 

find that in high latitudes albedo feedback exceeds the shortwave radiative forcing, contributing 226 

to the cooling in high latitude regions during the LGI, which favours a “glaciation-friendly 227 

climate” at that time.  228 

It is interesting to discuss the geological evidences of the high-latitude climate of the 229 

LGI. During the transition from the last interglacial to the inception, the sea-ice cover was indeed 230 

quite variable (Stein et al., 2017; Kremer et al., 2018). During the early mid part of the last 231 

interglacial, sediments show a reduction in sea ice which might have been even less extensive 232 

than today (Irvali et al., 2016; Nieuwenhove et al., 2011; Kremer et al., 2018;  Stein et al., 2017). 233 

During the late part of last interglacial and the transition to LGI, a major ice sheet advance is 234 

observed in the western continental margin of Svalbard (Mangerud et al., 1996, 1998) and an 235 

extended sea-ice cover at the northern and western Barents Sea continental margin (Kremer et 236 

al., 2018; Stein et al., 2017). This agrees with our model simulations on LGI showing an 237 

extended sea-ice cover relative to PI. In addition, the response of snow in our simulations also 238 

shows favorable glaciation conditions. Snow over Siberia and Canadian Arctic Islands shows 239 

longer survival time at LGI. Increased snow corresponds well with the regions where large ice 240 

caps and glaciers have been formed during the inception period (Batchelor et al, 2020). The 241 

changes on sea ice and snow variability strongly influence the radiation budget through albedo 242 

feedback over the entire Arctic and thereby have a significant impact on the temperature.  243 

Previous model studies found that the distribution of sea ice under PI conditions and its 244 

sensitivity to different forcing is highly model dependent (Kageyama et al., 2020). In particular, 245 

unlike other models, AWI-ESM does not exhibit pronounced permanent sea ice in the Baffin and 246 

Hudson Bay, which could  imply that the sensitivity of the high latitude North America is also 247 

model dependent, especially considering that more sea ice in the Baffin Bay might have an effect 248 

on the climate on the North America continent. Therefore, the spatial fingerprint of our result 249 

demonstrates that sea ice has a strong amplifying effect on the regional climate response. 250 

Although our model simulates a longer snow season and an extended snow cover in LGI, 251 

no increased snow cover is detected in mainland Canada, particularly in eastern Quebec, which is 252 

also a potential inception location from geological data (Clark et al., 1993). Previous model 253 

studies proposed that ice nucleation first appears on high latitudes and high altitudes area, and 254 

then spreads out from these regions during LGI (Bahadory et al, 2021). The lack of permanent 255 

snow and ice cover in Quebec might be due to unresolved topography. Climate models with a 256 

higher resolution could better resolve high mountains regions, resulting in a better representation 257 

of permanent snow cover and a stronger ice-albedo feedback (Calov et al., 2005; Vavrus et al., 258 

2011). This might be improved by applying an appropiate downscaling process that takes into 259 

account the sub-grid orography (Marshall and Clarke, 1999; Krebs-Kanzow et al., 2021). 260 

5 Conclusions 261 

We analyze our climate model AWI-ESM for LGI and PI conditions. Our main findings 262 

are: 263 



manuscript submitted to replace this text with name of AGU journal 

 

a) The LGI shows a more “glaciation-friendly climate” compared to PI: a year-round NH 264 

anomalous cooling and a delayed temperature signal in response to insolation through sea 265 

ice. 266 

b) The positive effect of albedo dominates the radiative budget on NH high latitudes, 267 

associated to expanded sea ice and snow cover. This is consistent with proxy indicators. 268 

c) A paleo-calendar based on fixed-angular is recommended for studying seasonal 269 

paleoclimate, especially if eccentricity and precession are different from present. 270 

A logical next step is to investigate a coupled ice sheet-climate model (e.g., Ackermann et al., 271 

2020) in a transient mode starting from the last interglacial to investigate the feedbacks identified 272 

here. 273 
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