Global TEC forecasting based on deep learning techniques: a comparative study and perspectives for a Space Weather operational service
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Key Points:
· Three different deep learning techniques are compared to perform 24 hs forecasting of global TEC
· [bookmark: __DdeLink__834_1289103168]We show results for quiet and perturbed conditions in three longitudinal sectors of the globe covering  different environmental conditions.
· We present a strategy to implement the best model in real time with the perspective of an operative Space Weather product.
Plain Language Summary
Operational space weather ionospheric forecasting requires real-time measurements, efficient computation and, fast and accurate models. In particular, data-driven models such as machine learning models can help train smart models able to catch most of the global ionospheric variability. Nevertheless, machine learning models struggle with generalization and with unbalanced datasets. Space weather is an intrinsically unbalanced problem with few extreme cases within a given solar cycle. We present a machine learning strategy to learn the changes in the ionosphere (e.g. during the evolution of a geomagnetic storm) as new data arrives while few computation resources are required. We also compared three deep learning techniques using global TEC as input plus a geomagnetic index (Kp) as the external forcing to forecast 24 hs in advance. The results showed that the best method is CNN so we implemented it using incremental training toward an operational version of the forecasting model.

Abstract
The aim of this work is to present a global ionospheric prediction model based on deep learning (DL) to forecast Total Electron Content 24 hours in advance under different space weather conditions. Three different DL techniques have been compared to select the most suitable for the purpose of an operational service: Long Short Term Memory (LSTM), Gated Recurrent Units (GRU) and Convolutional Neural Networks (CNN). The modeling approach inherits and extends what has been proposed by Cesaroni and co-authors (2020). We use TEC  on 18 selected grid points of Global Ionospheric Maps (GIMs) as the target parameter and Kp index as the external input. We use a dataset from 2005-2016 for training and testing, we also analyze case studies from 2017 under different geomagnetic conditions. Results show that CNN models have better predictive capabilities than the other two DL models, even under geomagnetically disturbed conditions. Considering the first 24 hours of forecasting, CNN exhibits errors between 0.5 and 2 TECu, while LSTM and GRU errors can reach 3 TECu. We also show how all the proposed models outperform the two naive models: the so-called “frozen ionosphere” and a 27 days averaged model.
Moreover, we implemented the models using incremental training to update them as new data arrives and thus the trained model is able to adapt to rapid changes within the previous 24 hs to the forecasting. Thus, the proposed model can be implemented in an operative manner for Space Weather applications and services.

Introduction

Space Weather is a complex domain composed of highly coupled subdomains involving very different time and spatial scales with events triggered within the Sun, evolving through the interplanetary medium that can reach the Earth's environment. These events may have a severe impact on the ionosphere because of the complex solar wind-magnetosphere-ionosphere coupling with different consequences in different regions of the globe.  
Space Weather thrives on the increase of available data due to the new space mission launched in the last few years (e.g. Parker Solar Probe, Solar Orbiter, etc ), the enhancement of instruments deployment and networks (e.g. new Global Navigation Satellite System, GNSS, networks, magnetometers, etc). 
In the last decade, the need to move from research to forecast and mitigation services, like those supporting GNSS-based positioning and telecommunications, dramatically increased (see, e.g., Lilensten et al., 2021). Nowadays, the possibility to properly customize those services to the requirements of specific user communities and stakeholders resulted in several operational services, capable of providing decision tools to tackle the ionospheric disturbances in critical domains (Veettil, 2019). This is the case of the Space Weather Service provided to the International Civil Aviation Organization (ICAO), providing advisories according to its Standards and Recommended Practices based on scientific products covering HF communication and GNSS navigation domains (Kauristie et al., 2021). Reliable nowcasting and forecasting algorithms are the core tools of these services. 
Recently many efforts have been made to enhance Space Weather monitoring and forecasting capabilities of ionospheric effects due to Space Weather phenomena by using different approaches, models and instrumentations (Zolesi & Cander, 2014; Bilitza et al., 2017; McGranaghan et al., 2018; Perez, 2019; Galkin et al., 2020, among many more). 
Concerning forecasting, currently, two different approaches have been developed: (i) physical or semi-empirical models with a data assimilation scheme (see., e.g, Galkin et al., 2012); (ii) completely data-driven models (Bilitza et al., 2022). 
The latter includes models based on the use of Artificial Intelligence (AI) that are becoming more and more important thanks to the development of more accurate and faster Machine Learning algorithms (Camporeale et al 2018, Camporeale 2019, among others). In the ionospheric forecasting domain, this class of models have been introduced since the end of the ’90s, mainly leveraging on the use of Neural Network (NN) approaches, and have been dedicated to forecasting ionospheric features on different spatial/temporal scales (e.g., Zolesi & Cander, 2014). After an AI winter in the first decade of this century, the ionospheric community started exploiting recently-introduced Deep Learning (DL) techniques.
Yi Han et. al. 2021, devoted their time to investigate how to forecast ionospheric TEC values in three IGS GNSS monitoring stations at the low-latitude region in high solar activity and magnetic storm periods. In their work four different machine learning models including artificial neural network, long short-term memory networks, adaptive neuro-fuzzy inference system based on subtractive clustering, and gradient boosting decision tree (GBDT) were used during high solar activity and magnetic storm periods. The numerical results indicate that the ionosphere prediction accuracy in high solar activity is not as good as in the low solar activity period, but the machine learning based approach still significantly outperforms the GIM and IRI-2016 models. 
According to Zhou Chen et. al., 2022 several different LSTM-based algorithms were tested and a multi-step auxiliary algorithm was developed which performed best. The proposed algorithm predicted the global ionospheric IGS-TEC in the next 6 days (the MAD and RMSE are 2.485 and 3.511 TECU, respectively). 
In the works of Liu et. al., 2020 LSTM neural network (NN) was employed to forecast the 256 spherical harmonic (SH) coefficients that are used to construct global ionospheric maps (GIM). In order to train the LSTM NN, multiple input data including historical time series of the SH coefficients, solar extreme ultraviolet (EUV) flux, disturbance storm time (Dst) index, and hour of the day are used. Then the best performing LSTM model is used to forecast the SH coefficients, and the global hourly TEC maps are reproduced using
the 256 predicted SH coefficients. The results show that the first/second hour TEC root mean square error (RMSE) during storm time is 1.27/2.20 TECU and 0.86/1.51 TECU during quiet time, indicating that the developed model performs well during both quiet and storm times and common ionospheric structures such as equatorial ionization anomaly (EIA) and storm-enhanced density (SED) are accurately represented in the anticipated TEC maps. 
In the devoted work of Zewdie et al. (2021), they presented a data-driven forecasting of ionospheric total electron content (TEC) using Long-Short Time Memory (LSTM)method. In the process of selecting the input parameters to train the algorithm, they made use of random forest to perform regression analysis and estimate the importance of input parameters. Relative importance of 34 different parameters including the solar flux, solar wind density, and speed the three components of interplanetary magnetic field, Lyman-alpha, the Kp, Dst and Polar Cap (PC) indices were analyzed. The LSTM method was applied to forecast the TEC up to 5 h ahead, with 30-min cadence. 
Mallika, L. et al in 2020, devoted their time to build ML algorithm to forecast ionospheric time delays using GNSS observations. The implement Gaussian Process Regression (GPR) utilizing its kernel based-approach and Bayesian rules. This GPR model performed better than univariate linear model (ARMA) and the non-linear ANN during both geomagnetic quiet and geomagnetic disturbed days.
Our work aims to compare different ML techniques for global ionospheric forecasting from a space weather perspective. The main focus is on tree DL techniques namely Long-short term memory (LSTM), Gated Recurrent Unit (GRU) and Convolutional Neural Networks (CNN), having in mind a Neural Networks Non-Autoregressive with Exogenous values (NNARX) scheme (Cesaroni et al, 2020 and references within). Several specific domain characteristics are considered to implement loose physics-informed DL forecasting.  The forecasting horizon is 24 hours and the external input is given by the Kp index, which is able to depict different conditions of the geomagnetic disturbance at the global level.  As a future operative AI-based tool, we propose a method to  update the models as new data arrives bearing in mind the computational time to run the model  in a real-time scenario.
This work also aims at improving the TEC forecasting approach introduced by Cesaroni et al. (2020), which works in two main stages: 1) single-point forecasting based on ML, and 2) extending the forecasting for any point in the globe. Thus, the objective is to improve the first stage of the proposed technique by Cesaroni et al. (2020) and the best-performing DL technique will be used later in the second stage.
The paper is structured as follows: after the introduction, the section “Data and Methods” presents a data science-based methodology (including details of each stage), and describes the datasets used for the modelling and the software tools. The section “Modeling using deep learning” describes the proposed DL architectures or models. Then the “results” section includes results for the training process, the validation using actual data in the test set and in cases of study, and the results using incremental training. Finally, there is a discussion and conclusion section.  

Data and Methods

Due to the ubiquity of GNSS receivers, GNSS-derived vertical Total Electron Content (vTEC) (hereafter referred  simply as TEC), is used as the parameter to monitor the ionosphere on a global scale, by assuming the ionosphere as a single shell located at the peak of the F2-layer (see e.g. Ciraolo et al., 2007). The Kp index is assumed as the geomagnetic index driving the external forcing (Menvielle and Berthelier, 1991). These two features will be the input to the DL models.
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Figure 1. Scheme of the data pipeline for the proposed deep learning models.

We follow a data pipeline flow as in Figure 1 and we implemented the models using Python and Keras.
A data pipeline flow aims at providing a tool for the experiment to be easily scalable, reproducible and able to tackle the increasing amount and complexity of data. In our case, the data and code flow is tracked and versioned by using two tools: GIT for the code and DVC (Data Version Control) for the data, models and metrics. These 2 tools provide consistency and traceability during the modeling and training process.
The methodology involves two main parts: (a) Data acquisition, preparation and storage, and (b) modelling which involves the preparation, training and validation as an iterative process.
At first (a), the pipeline starts at the acquisition process which, in this case, is straightforward since the data is obtained offline from different sources. We used TEC obtained from Global Ionospheric Maps (GIM) maps provided by the International GNSS Service (IGS) with a spatial-temporal resolution of 2.5° (lat) - 5° (lon) - 2 hs in IONEX format (see Schaer et al., 1998;  Hernández-Pajares et al., 2009). We selected 18 grid points  globe  (Fig. 2) to coverdifferent latitudes and local time sectors. This follows from Cesaroni et al. (2020), for comparison purposes. It is worth mentioning that, in a real-time scenario, the acquisition step may change but the rest of the stages should be kept the same. 
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Fig 2. Bluedots in the map show the selected virtual station in three meridional sectors covering different latitudinal regions (adapted from Cesaroni et al., 2020). 

As reported in Figure 2, the grid points (or virtual stations,dots) are distributed to cover high-, mid- and low-latitudes in three longitudinal sectors.  Additionally, different environmental conditions are considered, such as lands, deserts or oceans. Geographic coordinates are reported in table 2 of Cesaroni et al. (2020). 
As already mentioned above, we also use the Kp index to provide the deep-learning models with information about the geomagnetic conditions. The Kp index is a time series of 3 hours time resolution provided by the World Data Center for Geomagnetism, Kyoto (wdc.kugi.kyoto-u.ac.jp). 
The model scheme follows the so-called NNARX scheme or nonlinear autoregressive neural network with external input (Nørgård et al., 2000). Figure 3 shows the NNARX scheme where the input is the TEC time series (for each grid point) and the exogenous variable is the Kp index. We use the information from the last 24 hours (12 TEC and 8 Kp time steps) to forecast TEC 24 hours ahead. That is a multivariable multi-step scheme (many steps to many steps) (also in Figure 3). 
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Figure 3. NNARX scheme and many-to-many steps prediction using deep learning.

Once the data is acquired from two kinds of file sources, IONEX format for GIM and CSV format for Kp index, we proceed with the data preparation stage. This includes two parts: (i) managing different data resolutions and (ii) integrating the data in a single format (JSON). We interpolated the Kp index using K-nearest neighbours (Abu Alfeilat et al., 2019) (sensitive to the local structure of the data) to upsample to 2 hours resolution. Thus, after the data transformation process, we obtain a dataset composed of 18 TEC independent time series (one for each grid point) and a Kp index time series, each of them with a time resolution of 2 hours. Another important operation over the dataset during the preparation is the data scaling. In our particular case, we normalized the datasets since they do not have a strictly Gaussian distribution which is a standard procedure in machine learning (ML). Then, the datasets are stored in a database to be used in the modelling. We used data ranging from 01/Jan/2005 to 31/Dec/2016. Also, to study the performance under different geomagnetic conditions we used selected cases from 2017.
The data-driven modelling stage (b) starts by splitting the data and defining a specific weights initialization, both as part of the model preparation. In our proposed models, we used a data splitting of 99% for the train set (which in turn is also divided into 99% train and 1% validation), and 1% for the test set. We have experimented with other splitting ratios for train, validation and testing but we decide on the mentioned ratios due to the intrinsic characteristics of the datasets. As observed in Figure 4, the TEC time series for the considered years, and for the grid point named St3 (station 3), has a well-known modulation following the solar cycle (Mendillo, 2006). During years of minor solar activity, TEC maximum values reached ~20 TECu. While during years of high solar activity, TEC can easily reach values above 40 TECu. This behaviour is observed in any of the TEC time series (at every grid point) (not shown here). This is almost a structural break in the time series which makes the learning process difficult. This is especially hard when using a data splitting ratio such as 70/30 because few samples corresponding to the high activity will be used during the training (affecting the data balancing in the training set), and thus this high activity TEC will be hard to learn by the neural network. Another consideration in the splitting process is that because the dataset is a time series, it can not be randomly split but needs to maintain the order of the samples (there is a time dependency among the samples). 
Another way to tackle this problem can be: using fewer (last) years of data (study of short-term predictions) or adding at least another complete solar cycle of data. We have trained with fewer samples (e.g., 1 year) (not shown in this work) with poor performance. The low performance was expected mainly because of two reasons: a) relatively few samples per year (4380) for a deep learning technique and b) a low number of representative cases ( e.g. few space weather events, solar cycle is not considered, etc). On the other hand, the option of adding more than one solar cycle of data is not possible since we have had data available since 1999. 
For the above reasons, we considered the data splitting as 99% training (%99 for train, 1% validation) and 1% for the test set.
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Figure 4. TEC time series for grid point St14 (50° N, 0° E) from 2005 to 2017.

We also considered that the datasets do not follow a normal distribution and, hence, the initialization of the weights should be set following a more adequate probability distribution function. An intelligent weight initialization can enhance the learning capabilities of deep learning models. Figure 5 shows a histogram of the TEC values at every grid point from 01/Jan/2005 to 31/Dec/2016. The distribution follows a left-lagged truncated gaussian distribution. In such cases, a Glorot normal distribution can be selected for the weight initialization as it was shown by Glorot and Bengio (2010) that this distribution in combination with a proper activation function can enhance the learning capability by preventing vanishing gradient problems. The main idea is to find a good variance for the distribution from which the initial parameters are drawn, to ensure the gradients have significant effects on the weights of the initial layers. This variance is adapted to the activation function used and is derived without explicitly considering the type of distribution.
We will address this concept again in the following section corresponding to the different architectures when we explain the activation function used in each case. The Glorot normal distribution is implemented in Keras and can be easily set as one of the hyperparameters before the training.

[image: ]Figure 5. Histogram of the total TEC samples for all the grid points ranging from 01/Jan/2005 to 31/Dec/2016

Regarding the models, we performed 18 separate models using three different DL techniques at each grid point: Long short term memory (LSTM), Gated recurrent unit (GRU) and Convolutional Neural Networks (CNN). Both LSTM and GRU neural networks are Recurrent Neural Networks (RNNs). In the following section, we discuss and explain the used architectures. Concerning the metrics for both the learning process and the performance evaluation of the models, we use the basic matrics Root Mean Square Error (RMSE) or Mean Absolute Error (MAE), as suggested for fit performance by Liemohn et al. (2018)

We also compare the performance against the so-called “frozen ionosphere” which is considered a naif forecasting model, also referred as “recurrence test”. It is based on the assumption that the forecasted ionospheric condition is equal to the actual measured value one day before at the same hour (Cesaroni et. al., 2020). Additionally, we considered another naive method based on the last averaged 27 days which often is used as a reference curve in ionospheric studies (Forbes et al., 2000).  
A final remark on the general data pipeline is related to hyperparameter tuning. The parameters within the ML model that are not trained but need to be selected (e.g. number of layers, number of cells, activation function, etc.) are referred to as hyperparameters. Their selection can be done by simple trial/error procedure (sometimes aided by the domain knowledge) or by different techniques.  In this work, we report only the best architectures resulting from the hyperparameter tuning by doing a grid search. The hyperparameters selected for the grid search are the number of cells, number of layers, number of epochs and batch size. The reason behind this choice is a trade-off between the tuning computational time and the accuracy obtained. In future developments, we will consider other hyperparameter tuning strategies (e.g. evolutive algorithms, memetic algorithms, among others). 
The datasets do not have significant outliers and  have not  values either. This is due to the fact that TEC obtained from GIM and Kp index are values resulting from modelling and not actual measurements (Orus et al.,2003;Matzka et al., 2021n).
It is worth mentioning that the TEC and Kp data sets are intrinsically unbalanced due to the low probabilities of extreme space weather events within a solar cycle (see, e.g., Nikitina et al., 2022). 
Nevertheless, we have almost a complete solar cycle of data to train our models with a good overall performance as it will be shown in the following sections
Data and code used in this work is publicly available in  https://doi.org/10.5281/zenodo.7817642 and https://github.com/Laboratorio-Computacion-Cientifica/Global-TEC-forecasting-for-space-weather-application-based-on-deep-learning-techniques 

Modeling using deep learning

Our models for global ionospheric forecasting are based on three different deep learning networks (LSTM, GRU and CNN). We use 24 hours TEC samples as input and 24 hours Kp values (as the external forcing) for each of the 18 selected grid points. Thus for each technique, we obtain 18 independent models . 
RNNs are a class of artificial neural networks that enables the passing and sharing of information along a temporal sequence. RNNs can learn temporal dynamic behaviour and thus they are one of the most used DL techniques for forecasting time series. RNNs use a state or memory (ht) that is updated at each time as a sequence is processed using the same parameters each time step (see Figure 6). RNNs can manage variable-length sequences as input, track long-term dependencies (especially in some architectures such as LSTM), and maintain information about the order. The main drawback of RNNs is the vanishing and exploding gradient problems caused by the long-term dependencies within the network. Both LSTM and GRU are RNNs
The LSTM (Hochreiter and Schmidhuber,1997)  more significant characteristic is its ability to decide which is the most relevant information from the past that should be propagating ahead in the sequence. This is done by maintaining a state cell and a group of gates to control the flow of the information, they are: (a) forget gate in charge of getting rid of irrelevant information, (b) input gate, where the current relevant information is stored, (c) the update gate that selectively performs the update of the cell state, and (d) the output gate that returns a filtered version of the cell state. Each gate output is passing through different activation functions. The capability of maintaining and selecting significant long-term memory (and short-term dependencies) makes LSTM one of the most used DL techniques in forecasting time series. However, LSTM may exhibit some disadvantages or pitfalls in certain cases such as the tendency to overfit. Also, LSTM, typically, is able to catch (learn) smooth variations within the time series and may experience some difficulties to learn fast changes and reach maximum or minimum time series values (peaks). As with any deep learning technique, its performance can be diminished when using small datasets, less complex problems or imbalanced datasets. 
GRU (Cho et.al, 2014) can be seen as a simplified variant of LSTM. The network also has gates to pass information through the sequence. GRU also uses gating units that modulate the flow of information inside the unit, however, without having separate memory cells. It has 2 gates: (a) the reset gate, which provides a mechanism to forget less relevant information from the past;  and (b) the update gate, to decide how much information from the past needs to be passed to future states. GRU, however, does not have any mechanism to control the degree to which its state is exposed (as it is in LSTM) but exposes the whole state each time. Complete detail on how LSTM and GRU internally manage time dependencies and the vanishing gradient problem is out of the scope of this work but for more details on this topic see e.g. Chung et.al., 2014. 
The third DL technique used in this work is CNN in one dimension (1D). CNNs are a class of artificial neural networks able to learn from spatial information and thus they are widely used in computer vision problems. CNNs work by applying a cascade of operations that include: (a) convolutional operations ( filters trained using the train set) that generate the so-called feature map, followed by a non-linearity operation (often using ReLU activation function); (b) a pooling layer is applied to the feature map to downsample it but keeping the spatial invariance (spatial information) while reducing the dimensionality; (c) stages (a) and (b) can be repeated depending on the problem and dataset; (d) after the last pooling layer, a dense layer is in charge, finally, of the prediction. Typically, CNN inputs are images and this is why the spatial information is important to be transmitted through the CNN, they are not able (in principle) to learn time dependencies. Nevertheless, CNN can be adapted to time series and a CNN 1D version is used in this work (Kiranyaz et. al., 2021). Figure 7 shows a simple scheme on the CNN 1 D applied for TEC forecasting.
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Figure 6. Simple scheme of RNN, LSTM and GRU
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Figure 7. A simple scheme of CNN 1D. The input is a 24 hs TEC time series plus the external forcing (Kp) also for 24 hs, while the output is a 1D time series corresponding to the forecasted 24 TEC.

In summary, we propose three different DL techniques applied in an NNARX scheme (TEC as input and Kp as external forcing) to forecast TEC 24 hs in advance at each of 18 grid points in the globe. The proposed architectures for LSTM, GRU and CNN 1D, are reported in table 1. The presented architecture corresponds to the best performance after the grid search. 

	
	LSTM and GRU
	CNN

	complete dataset
	52560 samples
	52560 samples

	train set (99%)
	52035 samples (4336 days)
	52035 samples (4336 days)

	test set (1%)
	525 samples (43 days / 0.01)
	525 samples (43 days / 0.01)

	details
	activation 1 = tanh
activation 2 = tanh
	Kernel size =2
conv layer = 1
pooling layer = 1
flatten layer = 1
dense =1
filters = 32
activation = ReLU


	step in (24 hs)
	12
	12

	step out (24 hs)
	12
	12

	optimizer
	adam
	adam

	cells
	5
	-

	loss
	MSE
	MSE

	epochs 
	20
	20

	batch
	32
	32



Table 1. Architectures for the LSTM, GRU and CNN models

Results

In this section we show the results obtained for the three methods for the test set, selected cases of study, and we also analyze the training process.

Training
Figures 8a, 8b and 9 show the training process for each of the used methods (LSTM, GRU, CNN) and for every single virtual station (St 01, St 02, …, St 18). This grid of figures shows the loss function for the validation (orange line) and training (blue line) over 20 epochs for each of the 18 virtual stations. The panels are placed from west to east (left to right), and north to south (up to down) in such a manner that each station is placed in agreement with the map of virtual stations (Figure 2)
Typically, when the loss function for the validation curve is approaching or is close to the loss function for the training curve, it means that the training is successful. Here this behaviour can be observed for up to 20 epochs or iterations (Fig 8a, 8b, and 9). If at some point the validation curve starts to grow and turning away from the training curve (that keeps decreasing) is an indication of overfitting (not happening here). 
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Figure 8 . Loss function during training over 20 epochs for (a)LSTM and (b) GRU models and for each virtual station.  Those stations are plotted according to their position within the globe, e. g. the first upper row corresponds to North high latitude virtual stations. While plots in the same column correspond to the same longitude virtual station 

When comparing Figures 8 (a) and (b) it can be observed that training results for LSTM and GRU are very similar which is an expected result (as mentioned before GRU can be seen as a simplified version of LSTM). The training process is similar but with slight differences in favor of GRU. See as an example the loss function for St 09, using LSTM the errors start around 10-2 while in GRU it is better with 8x10-3. Similar behaviour is observed over virtual station St 05. Only in virtual station St 10, the opposite behaviour is observed, LSTM error is ~8x10-3 and GRU is ~10-2. Nevertheless, none of these two methods can be considered better than the other in terms of the training process. As mentioned before this is an expected result.
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Figure 9. Loss function during training over 20 epochs for CNN models and for each of the virtual stations.

On the other hand, the training in CNN  (Figure 9) shows, at every virtual station, a more oscillating behaviour of the validation curve around the training curve. This is considered a really good training process. Another important characteristic observed for the CNN training at St 04, St 07 and St 09 (in particular), the validation curve is oscillation over the training curve which is considered as an underfitting of the model. There are several strategies that, potentially, can be followed to improve the training at these stations. However, when the errors are compared against LSTM or GRU, it can be seen that CNN has better performance (less error in the worst case) in each of the stations (even at St 04, St 07 and St 09 ). Thus, we considered sufficient accuracy for our models.

Validation using the test set

When analyzing the performance of each method using the test set (data not used during the training), we carried out two analyses: (a) the performance of the next day (18th November 2016), which means the analysis of the 24 hours after the last day in the training set. It should be mentioned that this corresponds to a geomagnetically quiet day (maximum Kp = 2), and (b) the performance of the next 43 days corresponding to the complete test set. 
The main difference between (a) and (b) is that in the case of (b) we can analyse how robust the method is without re-training the model while in (a) we may expect a better performance.
For the purpose of giving a qualitative assessment of the performance, Figure 10a shows the results for the LSTM models at each grid point for the TEC forecasted (orange lines) for the first 24 hours in terms of absolute TEC comparison against the actual TEC values (blue lines). Overall, the predictions follow the tendencies and the actual values almost in concordance. 
GRU method has similar results as LSTM as expected (Figure 10b). Nevertheless, some differences can be observed. For example, St13 has better accuracy using GRU than LSTM, LSTM forecasting slightly overestimated TEC between 0 and 8 UT. In contrast for St 14, LSTM has better performance than GRU.
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Figure 10. LSTM (a) and GRU (b) 24 hours forecast (orange line) at each virtual station compared with the actual value (blue line). 


On the other hand, Figure 11 and Figure 12 shows that the CNN models outperform both  LSTM and GRU. In the CNN models, even at high latitudes, the predictions are quite accurate showing an overall better performance than LSTM and GRU.
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Figure 11. CNN 24 hs forecast (orange line) at each virtual station compared with the actual measured value (blue line). 
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Figure 12. RMSE for the first 24 hours of forecasting. Vertical dash lines divide each region according to latitude. 


Figure 12 shows the comparison of RMSE for each considered method: LSTM, GRU, CNN, naive frozen ionosphere, and naive averaged over the last 27 days.
When observing the RMSE for the 24 hs prediction, the 3 proposed models show good accuracy in general with RMSE  less than 3 TECu. CNN models’ worst performance has an RMSE of less than 2 TECu, being the best model at any location, except St17 where it is slightly higher than GRU and equal to LSTM. GRU models have the least accurate performance in any virtual station except for St13. Nevertheless, at St13 any of the models have a significantly good performance (RSME < ~0.8 TECu). Moreover, GRU at St7 has the worst performance reaching ~3 TECu. In general, LSTM has a stable performance between CNN and GRU, but it has a considerably high RMSE at St7 (~2.8 TECu). When compared to the naive methods, any DL method outperforms the frozen ionosphere or the averaged 27 days methods, in most cases. An exception can be observed in St 17, but none of the methods exceeds 2 TECu of RMSE. The naives are similar to a low boundary and they behave well when there is not much variability.
Figure 12 is divided in latitudinal sectors (vertical dash lines) showing a clear difference in the accuracy of any model depending on the region (low, mid or high latitude).  The complex morphology and dynamics of the ionosphere at low latitudes both during calm ((see e.g. Fejer et al., 2011; Cesaroni et al., 2015) and disturbed periods  (see e.g. Astafyeva et al., 2015; Nava et al., 2016; Olwendo et al., 2017; Molina et al., 2020; Alfonsi et al., 2021; Spogli et al., 2021 ) with strong local phenomena such as equatorial plasma bubbles causing ionospheric scintillation and spread-F, electric fields originating from the action of the dynamo, atmospheric gravity waves propagating from below; plus the space weather effects due to the solar wind-magnetosphere-ionosphere coupling, among others (see., e.g, Li et al., 2021 and references therein). This complexity is one of the reasons that forecasting at low latitude virtual stations (close to the crests of the EIA) is especially challenging (as expected), which is clear from Figure 12 that any of the methods have less performance at low latitude virtual stations, being GRU the poorest. Additionally, among low latitude virtual stations, St7 (20° S,120° W) has the least accuracy for any method. This is due to the fact that St7 is located in the ocean where the GIM is less accurate due to the lack of ground based  GNSS stations being the main source of data for GIM.
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Figure 13. RMSE for the complete test set and for each method. Vertical dash lines divide each region according to latitude. 


In order to analyze the behavior of the proposed models in terms of robustness when there is no retraining, online or incremental training, we calculated the RMSE for each virtual station and each method (LSTM, GRU, CNN, naive frozen ionosphere and naive 27-avg) for the complete test set (43 days). We used 24 hs forecasting steps to walk through the test set. After the first forecasted 24 hs (one step) the models are fed with the actual TEC and Kp values to forecast the next 24 hs (48 hs) without re-training, online or incremental training (the weights on the NN are the same as the output of the training). Thus it is expected that the models’ performance deteriorates especially in the last days of the test set and consequently, the overall RMSE is higher than in the first 24 hs forecasting.
Figure 13 shows the RSME values calculated for the complete test set for all the virtual stations and for the three proposed (LSTM, GRU and CNN) and the naive methods. It can be seen that the RMSE for low-latitude virtual stations is considerably larger than in the other cases (mid or high-latitude regions). In general, the errors follow a similar pattern to those in Figure 12. Hence, the behavior of each model is consistent when compared with the observed 24 hs test set where CNN models have the best performance. Moreover, St07 exhibits the worst performance, which is expected due to the above-mentioned characteristic of being an oceanic low-latitude virtual station. The only exception is St14 which shows, in this case, a similar RMSE for any of the DL methods,  but the RSME is quite low (~1.5 TECu). When compared with the naive methods, errors in DL methods are worse. This is because a) the above-mentioned problem of not training again using the new data as the prediction “walks” through the test set, and b) the test set (43 days) contains few perturbed days (2 days geomagnetically disturbed with Kp=5), which means, for example, that the actual data is closed to the reference curve (e.g. 27-avg days), in general terms the lower the activity the higher the chance of naive methods to have a better performance. 

Case studies

It is well known that the ionosphere exhibits regular variability and morphology at different spatial and time scales, as well as non-regular variability (depending on different forcing) (Zolesi & Cander, 2014; Mendillo, 2006). In particular, we are interested in space weather effects on the ionosphere, thus we analyzed different cases of study under geomagnetic storm conditions. It is important to stress that each of the cases of study corresponds to time periods not considered in the training of the models. Moreover, we analyzed cases from 2017.
We have analyzed four geomagnetic storms (see Table 2 to better highlight the behaviour of the TEC forecasting under different levels of geomagnetic disturbance (intensity from G1 to G4, according to the NOAA scale). Table 2 summarizes the dates of the selected events (column 1), the maximum Kp (column 2), the specification of the class of the storm and the solar event generating the disturbance (CH = Coronal Hole; CME = Coronal Mass Ejection; column 3). Column 4 contains the mean value (for each DL method) of the global ΔTEC and column 5 is the standard deviation of global ΔTEC.
The global ΔTEC for any of the DL models is calculated as follows,
 
Where st is the number of the virtual station stations (grid points) and ΔTEC is the TEC difference between the forecasted TEC and the corresponding GIM TEC value.
We consider as “storm events” the days between the Sudden Storm Commencement (SSC) or sudden variation of Dst due to the arrival of the disturbance at the magnetopause until the recovery to the pre-disturbance conditions.
The table contains the same cases of study selected by Cesaroni et al (2020) but it is worth mentioning that the metrics reported in that paper refer to the comparison of the forecasted global maps obtained by applying both the “single point forecasting” and extending the forecasting for any point in the globe as described in the introduction. Even if a direct comparison with the performance of the NARX used in Cesaroni et al (2020) is not possible,any of the new proposed DL techniques seems to show better performance than the multi-layer perceptron implemented in the mentioned paper. 



	
	
	
	μ (TECu)
	σ (TECu)

	Date
	Max Kp
	Scale/origin 
	LSTM
	GRU
	CNN
	LSTM
	GRU
	CNN

	27-31 May 2017
	7
	G3 - strong / CME
	-0.25
	-0.14
	-0.18
	0.96
	0.96
	1.01

	07-11 Sep 2017
	8+
	G4 - severe / CME
	0.03
	0.15
	0.06
	1.33
	1.47
	1.19

	26Sep - 03 Oct 2017
	7-
	G3 - strong / CH
	0.28
	0.4
	0.38
	1.01
	1.02
	1.09

	07 - 12 Nov 2017
	6+
	G1 /CH
	0.03
	0.15
	0.06
	1.33
	1.5
	1.19


Table 2.  Case studies considering different geomagnetic storm scales, and the mean and standard deviation for LSTM, GRU and CNN models.

The first important point to address is the fact that, for the selected cases of study, the DL models have been tested for a dataset (2017) very far from the training set, with overall good results showing that they are robust enough even when using far information to train (2005 to 2016). Another note is that we are dealing with averaged overall errors (global ΔTEC) and because of that we expect a significantly smoothed behavior consequently there are no punctual details of the forecasting performance when observing at the single grid point. Nevertheless, this allows having a perspective of the performance of the proposed forecasting models in a more general scope.
When observing the global ΔTEC, for any of the DL models (LSTM, GRU, CNN), the μ varies between 0.03 and 0.38 (in absolute value), while σ varies between 0.96 and 1.5 (in the severe geomagnetic storm case). Thus, even in the worst-case scenario any of the proposed methods have an overall good performance compared with the results in Cesaroni et al., 2020. As expected, the worst results originate from the severe (G4) geomagnetic storm in September 2017. When comparing the different DL techniques, GRU models exhibit different behaviour depending on the storm (see the variation of σ, for example) while CNN appears to be consistent (σ between 1.01 and 1.19). The LSTM model is in the middle with more dependency on the storm case (σ between 0.96 and 1.33). A priori, from an overall point of view, CNN methods are more consistent and have better performance.
Figure 14 shows details for the 07-11 September 2017 severe geomagnetic storm. The left upper panel shows the Global ΔTEC (TECu) for each of the 3 methods. Dash horizontal lines mark 2 thresholds of 2 TECu and 4 TECu.  In concordance, the left bottom panel shows SymH index (http://wdc.kugi.kyoto-u.ac.jp/wdc/Sec3.html) as a proxy for the geomagnetic activity. As expected, the major errors (ΔTEC > ± 2 TECu) can be found during the development of the storm from the sudden storm commencement (SSC) during late hours on the 8th of September, to the main phase (symH ~ -125 nT ) on the 9th of September. After that, it can also be observed that during the brief recovery phase followed by a new perturbation in the geomagnetic field that leads to a new peak  (SymH ~ -100 nT) and later on a long recovery phase during the next days, ΔTEC returns to an acceptable value between -2 to 2 TECu (for any of the methods). When observing the CNN model, it can be seen that the global  ΔTEC follows the geomagnetic perturbation (slightly better than the others) but the major difference can be observed during the main phase of the geomagnetic storm when the CNN model is considerably better than the other two. This suggests that the CNN model is able to learn better from sudden changes within the data. A similar analysis with similar results was done for the other storms in table 2 (not shown here).
The right upper and lower panels show basic statistics also reported in table 2.
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Figure 14. 07- 11 September case of study: left upper panel corresponds to Global ΔTEC for each DL technique, the left lower panel plots the SymH index, the right upper panel presents the histogram for Global ΔTEC for each technique, and the right bottom pane shows a boxplot also for each of the modelling methods.

Pre-operative prototype: incremental training

Since the main reason for the forecasting method in space weather is to be implemented for real-time operations, we tested each of the methods proposed in the paper using incremental training (Ade et al., 2013; Losing et al., 2018).
The main objective of doing that  is to assess the performance of the models  when they are constantly updated with new information coming from freshly available data. This is especially important in space weather forecasting because one of its characteristics is being an intrinsically unbalanced problem where fewer extreme events occur for a solar cycle. Thus, there are few samples to learn from and often ML methods are not able to catch such cases. 
The general procedure in incremental training is the following: the models are trained once (see above in subsection “Training”), then a prediction is made to forecast the first 24 hs after the last training set sequence. The actual data is compared with this prediction and RSME is calculated to evaluate the performance of the model. For the next step (range between 24 yo 48 hours after the training set), we use the previous 24 hours (new data) to re-train by adjusting the weights of the already trained model. Thus, the data, as it arrives, is continuously used to extend the model (Ditzler et.al., 2013).
Here, We show the implementation of incremental training for the CNN model since, as stated above, it has the best performance of the three DL techniques. Moreover, we analyze in detail the worst case possible (among the virtual stations) which is the forecasting for virtual station 7 (oceanic low latitude station). 
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Figure 15.  Comparison of actual TEC values (blue), CNN base model (orange) and CNN with incremental training (green) for virtual station 7. The upper plot shows the results for the complete test set (43 days) and the lower plot is a zoom for the first 14 days.


Figure 15 shows for the first forecasted day the same behaviour for the CNN base model (without re-training) as CNN with incremental training. As expected the results are the same because new data is not used yet. For the next step (48 hs), the previous 24 hs TEC and Kp are used to update the model. This means that the weights are adjusted by using the new 24 hs data and thus the result is significantly better. In the zoomed panel, it can be observed that the CNN model with incremental training (green line) is following quite well the actual data (blue), even the peaks, in most of the cases. We apply incremental training to every other virtual station for the test set. 
Figure 16 shows the RMSE for all the methods considered in this paper LSTM, GRU and CNN with incremental training, plus the above-mentioned naive methods. As expected, the incremental training allows the model to be updated and the error diminishes. It is worth mentioning that the problem observed in Figure 13 where the models’ performance decay over time is now almost solved (within reasonable error of ~2 TECu at each virtual station). This also reinforces the hypothesis that the naive methods performed better in quiet conditions (see also Figure 13). In Figure 16 it can be seen that at almost all the virtual stations the naive methods performance is poor. The exception is virtual station 9 (low latitude) where the CNN error is slightly higher (~3 TECu) than the naive methods and the LSTM and GRU models perform better (slightly over 2 TECu). Many techniques or strategies can tackle this local problem, some of which are discussed in the following section.
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Figure 16. RMSE for each of the DL models with incremental training and RMSE for the naive models. The errors are reported for every virtual station.

Once again, we also consider the selected cases of study (see table 2) under different geomagnetic conditions and we present the results using the incremental training for CNN model.
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Figure 17. Upper panel: comparison between the base model (orange), the model with incremental training (green) and the actual data (blue). Lower panel  Sym-H index for the period.

Figure 17. show results for the 07-Sep to 11-Sep severe (G4) geomagnetic storm case, for virtual station 7. As it can be observed, immediately after the first 24 hs the incremental training corrects the base model using the newest data. The corrected prediction (green line) is able to catch the fast changes such as the marked in shade. An important remark is that the base model is trained with very old data (2005-2016) and the forecasting is in 2017, but with the incremental training after the first forecasted day, the model is able to update fast to the new stream of data. 
It is important to mention that the base model training takes approximately 20 min on a desktop PC. Once the base model is trained, the weights update using new data (incremental training) takes less than 10 sec in the same PC. This is interesting if we consider the possibility of an operative DL-based tool for forecasting. 
It is worth mentioning that the proposed model update, incremental training, is one of many aspects to consider when implementing ML-based models deployed in an operative manner.  Unlike in academia, ML workflow in operations should contemplate the following states: data management, model learning, model verification and model deployment. Additionally, aspects such as ethics, law, security and trustworthiness (XAI methods, end-users experience, etc,) are aspects that should also be considered (Arrieta et al., 2020; Paleyes et al., 2022). 


Discussion and conclusion

In this work, we considered a data science approach to perform forecasting of the ionospheric Total Electron Content with a forecasting horizon of 24 hours  able to account for the variability induced by space weather events.  In order to accomplish this, we present a data pipeline to acquire the data, pre-process and prepare it for the modeling, and we implemented 3 different DL techniques. For the validation, we used RMSE as the metrics within the test set. We also implemented incremental training to update the models as the forecasting advances in time and new data can help correct the weights. 
Regarding the data science approach, few discussions have been raised. First, the acquisition stage here is straightforward (since it is offline data) also the data resolution is 2 hours, thus there is enough time to acquire and prepare the data. Under these conditions, the real-time version for this stage is also trivial and easy to implement. Nevertheless, if the data resolution changes (e.g. we use directly GNSS derived TEC at certain locations or 15 minute time resolution GIM maps) it may constitute a challenge (e.g. data quality control, time scale). In general, the targeted time/space scales will steer the acquisition process in real-time scenarios. 
Feature selection and engineering (e.g. adding statistic-based features) are also important and are basically led by the knowledge of the domain (and the dataset). A desired trade-off between having few dimensions to train and having enough information regarding the problem is not an easy task. From the data perspective, the aim is to have as few features as possible to lower the amount of data needed  (Bellman, 1057). Still, we would like to have as much information as possible about the domain for a smart feature selection such as some scoring techniques (e.g. feature ranking method). In this regard, a priori knowledge is important. For example, the selection of the appropriate geomagnetic index for a given location (e.g. using Dst for equatorial virtual stations or AU for high latitude virtual stations, among others). Also, the time scales are important here, for example, a solar activity proxy such as the F10.7 is often used in ionospheric studies for longer scales than a day. Thus, in future works, we propose tackling the feature selection problem. Also, the data integration stage is desired to be smooth (e.g. easy way of adding, removing data, data structure, enhancing automatization of pre-processing operations, etc), with as few modifications as possible within the pipeline. 
Regarding the operative implementation, additional technical considerations are needed including the deployment and the monitoring of the performance. Moreover, it is desirable to update, or even change, the models or techniques without much modification in the other stages of the data pipeline, so more complex software development is needed to ensure the scalability and consistency of the system. 
At the modeling stage, it is worth mentioning that any of the proposed DL technologies have good training (see section )
Besides the technical issues mentioned above, from the physical point of view, the proposed models (LSTM, GRU, CNN) have a significantly good performance on a global scale but for certain locations theory can have poor performance. This is the case of virtual station 7 which is a low-latitude station located in the ocean (worst case). In this case, the data is known to have less quality and any of the methods result in reduced forecasting capabilities. Nevertheless, with the possibility of incremental learning (see Figure 16), many issues have been overcomed. An exception is virtual station 9, where CNN could not lower the error in comparison with the other models (especially the naive models). Many strategies can be used here: improve the data quality by adding more data, augmenting the time resolution (when possible), try other hyperparameters tuning or other architectures. Another approach is ensemble learning to seek better predictive performance by combining the prediction of multiple methods. Also, other machine learning techniques can be used.  Many of the mentioned techniques and strategies are proposed for future works.
Considering the first 24 hours forecasting the best method is CNN with the error ranging between 0.5 and 2 TECu without re-training. As the model is used in further samples, the performance deteriorates until, in some cases, the naive methods perform better. The proposed solution is to update the model as it “walks” in time (with a 24 hours step). In Figure 16, we show the improvement in the forecasting capabilities of the DL models when incremental training is added. In general, the performance is quite good (not more than 2 TECu) proving to be more reliable and robust models (in particular CNN).
We also analysed different cases of geomagnetic storms, in particular using data very far from the one used in the training set (different storms in 2017). As expected best results are obtained using CNN with incremental learning. 
An important characteristic of CNN models in comparison with LSTM ans GRU is that, CNN model seems to have more stability and it is able to better consider fast changes. This is because CNN uses kernels to create the so-called feature maps that usually consider the spatial relationship/dependences/information from the surroundings of a given sample (depending on the kernel size). In our proposed model, the kernel size is 2, which means that a sliding window of 2x2 is used to construct the feature map. Then, each new element of the feature map considers the information within that window. Each window is composed by 2 samples of each feature (TEC, Kp) and for the method, the feature map is considering the next immediate sample (next 2 hours). Thus CNN is considering the short term relationship which is not considered by the 2 RNN other models (LSTM and GRU). This short scale in time is very important for fast variability often observed in the ionosphere.  
It is worth mentioning, that this paper is a continuation of the work started by Cesaroni et al. (2020) and we focused here on the first of two stages of their approach to global forecasting of TEC. Thus, the new improvement in each of the single-point forecasting impacts the second stage which is extending the forecasting for any point in the globe.
Although the results shown in this work are quite good, in the future, we are planning to add more data (adding recent years), study better the feature selection and propose other learning methods. Finally, in the near future, we plan to implement our models in an operative manner. 
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