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1Leibniz Institute for Baltic Sea Research Warnemünde (IOW), Rostock, Germany

Key Points:

• The local diahaline mixing per salinity class is for the first time confirmed to drive
the overturning circulation

• The spurious numerical contribution to the total diahaline exchange flow is around
50% over a large range of salinity classes

• Hot spots for diahaline exchange flow are located at sloping topography and where
isohalines encounter surface (outflow) or bottom (inflow)

Corresponding author: Erika Henell, erika.henell@io-warnemuende.de

–1–



manuscript submitted to JGR: Oceans

Abstract
In this study we present new insights into the overturning circulation in non-tidal, fjord-
type estuarine systems driven by diahaline mixing. As a realistic example we analyze two
years of numerical model results for the Baltic Sea, a brackish semi-enclosed marginal
sea, characterized by strong freshwater surplus. An isohaline water mass transformation
framework is applied to quantify and decompose the diahaline exchange flow. Time-averaged
effective vertical diahaline velocity is directly calculated from the divergence of the trans-
ports below the respective isohaline surface. It is furthermore indirectly estimated from
the gradient of local mixing per salinity class with respect to salinity. Under the assump-
tion of negligible horizontal salt transports both estimates should be identical. Our anal-
ysis shows a high correlation between the spatial patterns of the two estimates for the
diahaline exchange flow. Two dominant types of diahaline exchange flow are analyzed.
First of all there is a large scale overturning circulation with inflow at places where the
isohaline surface is close to the bottom and with outflow at places where the isohaline
is surfacing. Secondly, there is the well-known small-scale overturning circulation local-
ized inside the bottom boundary layer over sloping bathymetry, driven by boundary mix-
ing. Both types of circulation are visualized across selected vertical transects in phys-
ical and in salinity space. One major result is that about 50% of the diahaline exchange
flow patterns are generated by numerical mixing caused by the truncation error of the
advection scheme, despite the fact that an anti-diffusive advection scheme and vertically-
adaptive coordinates are used.

Plain Language Summary

We study the major circulation in estuaries controlled by mixing of water masses.
A theoretical framework is applied that replaces depth with salinity, since the latter is
descriptive of the circulating water masses. The circulation is described from a point of
view where the flow crosses areas of constant salinity. This is the diahaline circulation.
The framework breaks down the circulation into smaller chunks, and allows us to deduce
how the circulating flow depends on mixing. An application of this theory in a two-year
long computer simulation of the large and non-tidal estuary of the Baltic Sea is demon-
strated. Two dominant types of diahaline circulation are analyzed. The first is a large-
scale circulation where water masses flow into the estuary where the areas of constant
salinity touch the bottom, and out where they encounter the surface. The second is a
small-scale circulation close to the bottom where the ocean bathymetry is sloping, and
is controlled by boundary mixing. Both types of diahaline circulation are visualized in
this study. One major result is that around 50% of the circulation is generated by un-
wanted spurious mixing, which is created by the computer simulation and does not ex-
ist in reality.

1 Introduction

Estuaries can be termed as ”mixing machines”, as Wang et al. (2017) put it, where
saline ocean water is mixed with freshwater from rivers and precipitation, to form brack-
ish water with intermediate salinity. Due to salinity being an ideal tracer for the differ-
ent water masses in estuaries, an isohaline framework (a space where the vertical coor-
dinate is replaced by salinity) is well suited for the analysis of the estuarine mixing and
the resulting exchange flow.

The isohaline framework builds on the early Knudsen theorem (Knudsen, 1900),
which quantifies the exchange flow in terms of bulk values for the inflowing and outflow-
ing volume fluxes, as well as representative salinities. This initial theory was extended
several decades later by Walin (1977), and even later by MacCready (2011). In these works,
the stratification and flow are permitted to be continuous and to vary with space and
time. The following step is essential in these theories: the time–averaged volume trans-
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port per salinity class q(S) is calculated by binning and averaging the transport in salin-
ity classes. A balance must hold inside the estuary between (i) the net inflow of volume
and salt with salinities above a reference salinity at an estuarine control section, and (ii)
respectively the volume transports or advective and diffusive salt transports across the
isohaline surface with the reference salinity (Walin, 1977). Furthermore, the inflow (out-
flow) volume transport, Qin (Qout), is obtained through integration of q(S) in salinity
space for inflows (outflows) according to MacCready (2011). This theoretical framework
was termed the Total Exchange Flow (TEF) analysis framework (MacCready, 2011). Var-
ious studies have adopted the TEF analysis framework to investigate diverse types of es-
tuarine systems. The two contrasting Merrimack River and Hudson River estuaries were
investigated by Chen et al. (2012), the Salish Sea by Sutherland et al. (2011), the Wad-
den Sea in the southeastern North Sea by Gräwe et al. (2016) and Purkiani et al. (2016)
and the Baltic Sea by Burchard et al. (2018). The study by MacCready et al. (2021) used
the framework to inspect water quality problems in the Salish Sea, and Li et al. (2022)
investigated the very intricate Pearl River Estuary in South China. Analyses of dynam-
ics in estuaries and river plumes using isohaline surfaces as reference have been carried
out by MacCready and Geyer (2001), MacCready et al. (2002), and Hetland (2005).

Subsequent research has taken the TEF theory further by linking it to different quan-
tities, notably estuarine mixing. In these various research endeavours, the following sug-
gestion by Burchard and Rennau (2008) has proven to be key: quantify mixing as the
(local) destruction of salinity variance per unit volume. Moreover, this method for the
analysis of mixing, renders it possible in numerical models to accurately separate the mix-
ing into physical and numerical contributions (Burchard & Rennau, 2008; Klingbeil et
al., 2014). The physical contribution is governed by the parametrization of turbulence,
whereas the numerical one arises from the numerical truncation errors of monotone tracer
advection schemes.

The TEF was linked to the entrainment and diffusive salt flux, which in turn dis-
closed a relationship between mixing and TEF (Wang et al., 2017). The latter relation-
ship was further developed in MacCready et al. (2018), where it was shown that the long-
term time-averaged and volume-integrated mixing (M) is approximately given by the re-
lation M ≈ SinSoutQr, where Sin (Sout) is the inflow (outflow) salinity at a boundary
transect, and Qr describes the volume flux discharged by the river. Exact mixing for-
mulas allowing for continuous and time–dependent exchange flow was derived in Burchard
et al. (2019). Furthermore, a universal law of estuarine mixing was derived in Burchard
(2020). These approaches resulted in the relation M(S) = S2Qr for the long–term av-
eraged mixing inside an estuarine volume bounded by the isohaline of salinity S. A vi-
sual distinction between the different mixing relations described here is compiled in Fig.
1. Because the mixing per salinity class m(S) is defined as the derivative of the mixing
with respect to salinity, also the relation m(S) = ∂M(S)/∂S = 2SQr can be simply
determined from the previous relation.

The isohaline framework also offers to diagnose diahaline fluxes that give new in-
sights, as was done in Wang et al. (2017). They showed the overturning circulation in
salinity space along the Hudson River (respectively their Fig. 5 b, c). The exchange flow
was observed to drive the saline water landward, and the brackish water oceanward. Mix-
ing was seen to show maxima around the interface between the inflowing and outflow-
ing water. The diahaline transport (referred to as entrainment there) was in upward di-
rection (towards lower salinity classes) below the interface and in downward direction
(towards higher salinity classes) above. Similarly, the diahaline exchange flow was stud-
ied for the Pearl River Estuary (Li et al., 2022). They find that the diahaline exchange
flow shows a classical exchange flow consisting of inflow in the deeper and outflow in the
shallower water layers. The magnitude of the inflowing and outflowing diahaline trans-
port is found to increase with salinity, while the net diahaline transport stays constant,
amounting to Qr after long enough temporal averaging. The progress made by Li et al.
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Figure 1. Sketch showing the differences in which areas the mixing formulas encompass. In

mixing formula 1 (MacCready et al., 2018) the estuarine volume is bounded by the transect. In

mixing formula 3 (Burchard, 2020) the volume of interest is bounded entirely by an isohaline

(S3). In regional models, the intermediate scenario is often encountered, where the bounding iso-

haline (S2) is partially inside, partially outside of the model domain. Then the volume of interest

is partly bounded by the isohaline and the transect.

(2022) is that horizontal maps were shown of the diahaline velocity and the local mix-
ing per salinity class (their Fig. 6). They found that high diahaline velocity correlated
with strong mixing. Along the same line of research are the horizontal maps of the di-
apycnal velocity to study the spatial composition of the Atlantic Meridional Overturn-
ing Circulation in Sidorenko et al. (2020, their Figs. 5 and B4). In studies of numerical
diapycnal mixing, diapycnal velocity maps of the Southern Ocean and the World Ocean
were presented in, respectively, Lee et al. (2002, their Fig. 7) and Megann (2018, his Fig.
9).

Next to the large-scale overturning circulation, also local processes are present. One
such process is boundary mixing, which occurs in the near–bottom region. Boundary mix-
ing is a major contributor to the vertical transport of salt, heat, and matter across the
whole basin, whether it be a basin the size of the Baltic Sea, a small lake or the World
Ocean (Holtermann et al., 2014, and references therein). Despite its importance, the quan-
tification of boundary mixing has been a challenging task. Recent advances on the sub-
ject, such as the modeling study by Holtermann et al. (2014), have been made possible
by (i) the implementation of a vertically adaptive numerical grid that resolves the bot-
tom boundary layer (Hofmeister et al., 2010), and (ii) by state–of–the–art turbulence mod-
els (Umlauf & Burchard, 2005). The modeling study by Holtermann et al. (2014) is mo-
tivated by their previous results from observation data of the Baltic Sea Tracer Release
Experiment (Holtermann et al., 2012; Holtermann & Umlauf, 2012). In the early work
by Garrett (1990), the role of bidirectional flow in boundary mixing was investigated.
An idealized one–dimensional model was used by Umlauf and Burchard (2011) to inves-
tigate how shear, stratification and turbulence interact in the boundary layer on slop-
ing topography. Their velocity profile showed an exchange flow with up–slope velocity
near the bottom, and down–slope velocity above (Umlauf & Burchard, 2011, their Fig.
5). The consensus in 2016 on the global abyssal overturning circulation misses a key point

–4–



manuscript submitted to JGR: Oceans

according to Ferrari et al. (2016). They argue that recent observations prior to their study
had shown bottom-intensified mixing in abyssal waters, and that this is not considered
in the theory. The enigma that arises when considering these measurements in the light
of the theory, is that a reversed picture emerges. These measurements indicate that wa-
ters should sink due to the increased mixing, but the theory considers rising water masses.
Therefore, they strongly argue for the inclusion of bottom–intensified mixing in the the-
ory. Their proposal to accommodate for this missing point, is that the abyssal waters
ascend to the surface along thin, turbulent bottom boundary layers. In this paper, we
carry out a three-dimensional numerical model study and investigate the boundary mix-
ing in an isohaline framework, comprising both features (i) and (ii) mentioned above.

The theory of the isohaline framework is based on the water mass transformation
(WMT) framework. WMT was introduced by Walin (1977, 1982), originally, in the for-
mer work, for the description of estuaries. In a recent review by Groeskamp et al. (2019),
a more general WMT is discussed. WMT is defined in Groeskamp et al. (2019) as the
”mass transport of seawater through a surface with a constant property value”. The ben-
efit of WMT is that it provides an indirect means of studying the ocean circulation based
on tracers. This indirect means strongly complements the direct measurements. Air–sea
fluxes and mixing are the main processes causing water mass transformation (Groeskamp
et al., 2019). The study by Walin (1977) introduced a WMT framework using salinity
as an essential scalar property for a WMT analysis of the Baltic Sea. Further studies used
WMT in thermohaline coordinates to study the thermohaline ocean circulation (Döös
et al., 2012; Zika et al., 2012; Groeskamp et al., 2014). The meridional circulation cells
in the Southern Ocean were studied using WMT in the form of overturning stream func-
tions in latitude–density space (Döös & Webb, 1994). In the later study by Döös et al.
(2004), the overturning circulation of the Baltic Sea is viewed by using meridional stream
functions as functions of the four vertical coordinates depth, salinity, temperature and
density. While the TEF analysis framework studies the exchange flow at individual tran-
sects in space, the stream function as shown in Döös et al. (2004) makes it possible to
illustrate the circulation by concatenating the TEF profiles from different transects.

All the methods presented up to this point are important diagnostic tools to study
estuarine dynamics. In particular, maps of diahaline velocity and diffusive salt fluxes,
as seen in Wang et al. (2017) and Li et al. (2022), allow for studying the link between
mixing and diahaline exchange flow. Recently, Klingbeil and Henell (2023) derived a lo-
cal Water Mass Transformation framework and provided exact definitions for local di-
asurface quantities. Moreover, they derived relations between these quantities, thereby
generalizing the formulations by Li et al. (2022). In particular, they provided an equa-
tion that directly formulates how mixing, i.e. local dissipation of tracer variance, drives
the local dia-surface exchange flow. In this paper we verify these local relations for the
first time in an isohaline framework using a realistic model for the non-tidal, fjord-type
Baltic Sea. The use of an isohaline framework to study the circulation in salinity space
is particularly appropriate since the density–driven estuarine circulation is mainly con-
trolled by the salinity gradient. We quantify local and integrated contributions to the
diahaline volume transport, diahaline diffusive salt transport and diahaline mixing. More-
over, we separate the mixing into physical and numerical contributions and quantify the
importance of spurious numerical mixing on the diahaline exchange flow. With our lo-
cal diagnostics we investigate diahaline boundary mixing in detail and contribute to ex-
isting theories on boundary mixing.

This paper has the following structure. First, it introduces the applied methods
in Section 2. Therein, the theory of the isohaline framework is described, focusing on the
diahaline quantities presented in this work. This section further includes a description
of the study area that the theory is applied to, and of the numerical model used to pro-
duce the results. The results are presented in seven subchapters on the (i) hydrographic
state, (ii) diahaline volume transport, (iii) diahaline diffusive salt transport, (iv) dia-
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haline mixing, (v) relations between the diahaline quantities, (vi) physically and numer-
ically induced diahaline exchange flow, and (vii) a more detailed view on boundary mix-
ing. Concluding remarks are made concerning new insights into the isohaline framework,
and further applications of this method are discussed in Section 4.

2 Methods

2.1 Relations between the diahaline quantities

The integrated diahaline quantities have been related to each other in previous works
by considering entire estuarine volumes. Walin (1977) showed that the integrated dia-
haline volume transport Qdia is linked to the integrated diahaline diffusive salt flux Jdia

via

Qdia(S) = −∂Jdia(S)

∂S
. (1)

The integrated diahaline diffusive salt flux is directly proportional to the integrated mix-
ing per salinity class m (Burchard et al., 2021):

Jdia(S) = −1

2
m(S). (2)

By combining these two relations, Klingbeil and Henell (2023) formulated how the in-
tegrated mixing per salinity class induces the integrated diahaline volume transport,

Qdia(S) =
1

2

∂m(S)

∂S
. (3)

Instead of investigating the integrated formulations (1)–(3), we are now interested
in their local expression. Exact definitions for the local quantities, that also consider salin-
ity inversions, and the relations between these quantities, are derived in Klingbeil and
Henell (2023). They introduced the effective vertical diahaline velocity udia,z(x, y, S) for
the local diahaline volume flux per unit horizontal area, the effective vertical diffusive
salt flux jdia,z(x, y, S) for the local diahaline diffusive salt flux per unit horizontal area,
and the local mixing per salinity class m(x, y, S). The associated integrated quantities
can be obtained by horizontal integration:

Qdia(S) =

∫
udia,z(x, y, S) dx dy, (4a)

Jdia(S) =

∫
jdia,z(x, y, S) dxdy, (4b)

m(S) =

∫
m(x, y, S) dxdy. (4c)

In salinity coordinates and under the assumption of negligible horizontal diffusive
salt fluxes, the relations (46), (40) and (47) in Klingbeil and Henell (2023) yield:

udia,z(S) = −∂jdia,z(S)

∂S
, (5a)

jdia,z(S) = −1

2
m(S), (5b)

udia,z(S) =
1

2

∂m(S)

∂S
. (5c)

The relation between the local (5a)–(5c) and integral formulations (1)–(3) is ob-
vious. An intuitive view of these terms is given in a sketch of an idealized estuary (Fig.
2 c). The sign convention applied in this work is described in Fig. 2 a, b.
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local mixing per salinity class

Figure 2. Sketch displaying the sign convention for (a) the effective vertical diahaline velocity

udia,z and (b) the effective vertical diahaline diffusive salt flux jdia,z. Upward, negative diahaline

velocity is counted as incoming, and downward, positive as outgoing diahaline velocity. The dia-

haline diffusive salt flux decreases towards lower salinities. (c) Sketch visualizing the location of

the terms in relations (5a)–(5c) in an idealized estuary.

The relations (5a)–(5c) have not yet been verified in realistic model applications
to estuarine systems. Moreover, mixing in numerical models consists of physical contri-
butions due to turbulence parameterizations and spurious numerical contributions due
to discretization errors: m = mphy + mnum. Both contributions can be quantified fol-
lowing Klingbeil et al. (2014), and by means of (5c) drive the diahaline exchange flow.
In this study we separately quantify the induced physically and numerically diahaline
exchange flow for the first time.

2.2 Study area

In the present study, we demonstrate the analytical power of relations (5a)–(5c)
for the estuary of the Baltic Sea, because a detailed understanding of diahaline processes
is highly relevant for its ecosystem.

The Baltic Sea is an almost non-tidal marginal sea located in northern Europe, and
bounded by the European main continent and Scandinavia. The only connection to the
North Sea (and the World Ocean) is established through the narrow and shallow Dan-
ish Straits (see Fig. 3a). The catchment area of the Baltic Sea includes many rivers with
the largest river runoff originating from the Neva river near St. Petersburg in Russia (Bergström
& Carlsson, 1994). This fresh river runoff, and precipitation, in the surface waters mix
with the saline and dense Atlantic waters flowing in through the straits, and result in
a net outflow of the mixed, brackish waters towards the North Sea. An exchange flow
is formed. For this circulation – consisting of the inflow of salty, dense bottom waters,
upwelling and mixing with fresh surface waters, and outflow of brackish waters in the
upper water layers – Döös et al. (2004) coined the term ”Baltic Haline Conveyor Belt”.

A prominent feature of the Baltic Sea is the halocline at 40–80 m depth in the deeper
basins (Liblik & Lips, 2019), from which ensues a permanent salinity stratification. This
halocline serves as an efficient delimiter between surface and bottom water masses. A
general idea of how the isohalines are located in the Baltic Sea is given by displaying the
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Figure 3. (a) Bathymetric map of the Baltic Sea. (b) Location of the Baltic Sea in Europe.

(c) Mean surface salinity contour lines for 3, 5, 6 and 7 g/kg. (d) Mean bottom salinity contour

lines for 5, 7 and 12 g/kg. (e) Schematic of the water balance and overturning circulation in the

Baltic Sea in longitude–depth space based on Matthäus (2006, his Fig. 1.2). The magnifying

glass refers to Sec. 3.7 and Fig. 14 where diahaline boundary mixing is studied.

mean surface and bottom salinity of, respectively, isohalines 3, 5, 6 and 7 g/kg in the for-
mer, and 5, 7 and 12 g/kg in the latter case (Fig. 3c,d). In addition to the permanent
halocline, a seasonal thermocline between depths of 10–30 m develops during the sum-
mer months (Reissmann et al., 2009), see Fig. 3e. The bathymetry of the Baltic Sea con-
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tains several basins such as the Arkona Basin, the Bornholm Basin and the Gotland Basin.
Of these, the Gotland Basin is the deepest with a depth of 459 m in its western and 248
m in its eastern branch. The mean depth of the Baltic Sea, however, is only at about
52 m.

The inflowing saline water is dense, therefore heavy, and also oxygen-rich, and thus
ventilates the deeper basins of the Baltic Sea. These inflows are the main source of deep-
water salt and oxygen in the Baltic Sea and are therefore important for the Baltic Sea
ecosystem and its maintenance. The only other source of oxygen is from diffusive flux
at the sea surface, which can not enter the deeper basins efficiently due to the strong ver-
tical stratification (Döös et al., 2004; Mohrholz et al., 2015). The inflows can be either
more frequent medium–intensity salinity inflow events from the Kattegat, or less frequent
major barotropic and baroclinic inflow events (MBIs). The occurrence of the inflow events
is linked to the weather patterns over this region. The barotropic inflow events are forced
by the differences in sea level between the Arkona Basin and the Kattegat due to wind
and air pressure forcing (Franck et al., 1987; Wyrtki, 1954; Matthäus, 2006). This type
of inflow is more frequent during the winter season, but may also occur during the other
seasons. Baroclinic inflows, on the other hand, are driven by the density gradient be-
tween the Kattegat and the Baltic, and are common during long and calm summer pe-
riods (Knudsen, 1900; Hela, 1944; Feistel, Günther, et al., 2003; Feistel, Nausch, et al.,
2003; Feistel et al., 2006; Mohrholz et al., 2006).

A detailed review of current knowledge gaps concerning the Baltic Sea, with spe-
cial emphasis on its salinity dynamics, has been provided by Lehmann et al. (2022). Among
other things, they emphasize the lack of knowledge about regional coastal processes and
small-scale variability. They also point out that we do not yet understand all branches
of the general circulation of the Baltic Sea. The methods applied in our work serve to
better understand the Baltic Sea circulation and mixing hotspots, which in turn may be
useful for understanding different branches of the circulation. In addition, it provides in-
sight into possible future research opportunities, e.g. by applying the isohaline frame-
work to improve knowledge of MBIs.

2.3 Numerical model

Realistic numerical simulations of the Baltic Sea have been carried out with the
General Estuarine Transport Model (GETM; Burchard and Bolding (2002), Klingbeil
and Burchard (2013)). GETM is an open source three-dimensional coastal ocean model.
General details about the numerics can be found in Klingbeil et al. (2018). A special fea-
ture of GETM are vertically adaptive model layers (Hofmeister et al., 2010). Their au-
tomatic zooming towards areas of strong stratification significantly reduces spurious nu-
merical mixing and is fundamental for the proper simulation of the halocline in the Baltic
Sea (Gräwe et al., 2015). GETM supports the separate quantification of physical and
numerical mixing according to Klingbeil et al. (2014). For the present study, GETM was
extended to also diagnose the effective vertical diahaline velocity udia,z(S), the effective
vertical diahaline diffusive salt flux jdia,z(S), as well as the physical and numerical mix-
ing per salinity class mphy(S) and mnum(S), respectively.

The model setup with a spatial resolution of approximately 1 nautical mile is de-
scribed and validated in Burchard et al. (2018) and Gräwe et al. (2019). The simulated
time period covers the years of 2014 and 2015, with a measured MBI event occurring at
the end of 2014 (Mohrholz et al., 2015). A temporal average was taken over these two
years.
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Figure 4. Isohaline area A(S) and volume per salinity class v(S) are shown in (a) and (b),

respectively. The isohaline area is the respective surface covered by every present isohaline. The

isohaline volume is the total volume encompassed by the respective salt class. Ain is the isohaline

surface of the incoming, and Aout of the outgoing flow, calculated by means of (9). The paler

patch shows the isohalines already extending outside the model domain, and thus do not account

for all near surface areas across which outflow occurs. This is the intermediate case 2 in Fig. 1.

3 Results

3.1 Hydrographic state

The isohaline surface A(S) and the isohaline volume per salinity class v(S) serve
as means of describing the hydrographic state of the Baltic Sea (Walin, 1977). Due to
the small slope of the isohalines, the isohaline surface can be approximated by the hor-
izontal footprint area of all water columns, where the particular isohaline is present. The
isohaline volume per salinity class is defined as follows:

v(S) =
∂V (S)

∂S
, (6)

where V (S) is the volume of all water with salinity smaller than or equal to a specific
salinity S. The mean isohaline surface, scaled with the area of the entire Baltic Sea, is
shown in Fig. 4a, and the isohaline volume per salinity class in Fig. 4b. Both quantities
have a maximum at a salinity of 7 g/kg, with a sharp increase prior and a slower decrease
after the peak. This result can be expected since the 7 g/kg isohaline accounts for the
surface water in large parts of the central Baltic Sea. For salinities larger than 20 g/kg
the isohalines (partially) and the isohaline volumes extend outside the model domain.
This corresponds to the intermediate case in Fig. 1.

3.2 Diahaline volume transport

Maps of the effective vertical diahaline velocity are shown in Fig. 5. Note, that in
all plots the effective vertical diahaline velocity is labeled diahaline velocity for brevity.
All maps show the general picture of outgoing volume transport towards higher salin-
ity classes in the south/southwestern, and incoming volume transport towards lower salin-
ity classes in the northern/northeastern extent of the corresponding isohalines. This di-
ahaline overturning circulation complements the classical picture of estuarine circulation
with salty bottom inflow and brackish surface outflow sketched in Fig. 2c.
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Figure 5. Maps of the effective vertical diahaline velocity, averaged over two years, across the

isohalines of (a) 6, (b) 8, (c) 10, and (d) 12 g/kg. For the adopted sign convention, the reader is

referred to Fig. 2a.

To investigate this exchange flow further, we study the integrated incoming and
outgoing diahaline transports:

Qin
dia(S) =

∫
−udia,z(x, y, S) H {−udia,z(x, y, S)} dxdy

Qout
dia (S) =

∫
+udia,z(x, y, S) H {+udia,z(x, y, S)} dxdy,

(7)

where H {x} is the Heaviside function

H {x} =

{
0 for x ≤ 0,

1 for x > 0.
(8)

Due to the Heaviside function, the integrals in (7) only integrate over areas with neg-
ative udia,z for Qin

dia, and areas with positive udia,z for Qout
dia , respectively. Similarly, we
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compute the areas of the isohalines where inflow and outflow are occurring:

Ain(S) =

∫
H {−udia,z(x, y, S)}dxdy

Aout(S) =

∫
H {+udia,z(x, y, S)} dxdy,

(9)

The integrated diahaline transports are shown in Fig. 6. The incoming as well as
the outgoing diahaline transport show a symmetric spread with a net dominance of out-
going transports caused by the freshwater supply due to rivers and net precipitation. The
strongest diahaline exchange flow with maximum in- and outflowing transports occurs
across the isohaline with the largest area (salinity 7 g/kg, see Fig. 4a).

This is different to many tidal estuaries where the strength of the exchange flow
increases towards the highest salt classes, situated at the outlet of the estuary (see e.g.
Fig. 4c,d in Li et al. (2022)). The incoming diahaline transport and the isohaline area
where inflow occurs (see Fig. 4a) disappear towards lower salinities, where the outflow
due to freshwater river discharge dominates. The diahaline transport at higher salini-
ties mainly depicts the near bottom inflow, and misses the near surface outflow across
the portions of the isohaline area that are already outside the model domain (see paler
patch in Fig. 6 and reduced Aout in Fig. 4a). Except for the missing outflow for high salin-
ities and the diahaline exchange flow inside the non-tidal basins across isohalines of in-
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termediate salinities, the residual integrated diahaline transport agrees very well with
the net freshwater supply. This net outflow is associated with a generally dominating
isohaline area across which outflow occurs (Fig. 4a). Deviations between the mean fresh-
water supply and the residual integrated diahaline transport are expected, because time
averaged results from our only 2 year long simulation period (including a Major Baltic
inflow event) cannot represent a long-term balanced state of the Baltic.

In this study we have chosen to focus our analysis on three salt classes. The salt
classes of 5, 7 and 11 g/kg were picked as they cover the most relevant domains for the
exchange flow. Moreover, they follow as a natural choice from the results of the isoha-
line area, isohaline volume per salinity class and diahaline transport (respectively Figs.
4 and 6). The salt class of 7 g/kg, in particular, proved to be the location of the max-
imum in these analyses.

3.3 Diahaline diffusive salt transport

Maps of the effective vertical diahaline diffusive salt flux, averaged over two years,
are shown in Fig. 7 a–c for salt classes 5, 7 and 11 g/kg. Note, that in all plots the ef-
fective vertical diahaline diffusive salt flux is labeled diahaline diffusive salt flux for brevity.
Mostly a down–gradient diffusive salt flux (jdia,z < 0) is diagnosed across the three iso-
halines. In some areas very weak up-gradient diffusive salt fluxes are present, caused by
the applied anti-diffusive advection schemes in the numerical model. The strongest ef-
fective diahaline diffusive salt fluxes occur across the isohaline of 11 g/kg in the surface
waters of the shallow Western Baltic Sea and in the Danish Straits towards the North
Sea where wind and tidal mixing dominate. In addition, the diffusive salt flux is enhanced
along certain coastlines and bathymetric features, where the isohalines are in contact with
the bottom topography.

3.4 Diahaline mixing

Maps for the time-averaged local mixing per salinity class across the respective iso-
halines are shown in Fig. 7 d–f. Mixing dominates over demixing for all three salt classes
and leads to smoothed salinity gradients. Weak demixing tends to steepen the salinity
gradients and occurs due to freshwater evaporation out of saline surface waters (counted
as part of the physical mixing, see e.g. Fig. 7h) and due to the numerical advection schemes
(see negative numerical mixing in Fig. 7k,l). The separation of the (total) mixing into
physical and numerical contributions indicates that the simulation results are dominated
by the physical mixing from the well-calibrated turbulence parameterization. The maps
of physical and numerical mixing per salinity class (Fig. 7g–i,j–l) resemble similar pat-
terns since both contributions depend on the salinity gradient. The mixing contributions
are highest in the shallow areas of the Western Baltic Sea and in the tidally influenced
Danish straits towards the North Sea (7i,l). All salinity classes show hotspots of phys-
ical and numerical mixing at the rims of the Baltic basins where the isohalines touch the
bottom topography.

The integrated mixing per salinity class is presented in Fig. 8. This is the first time
the integrated mixing per salinity class is shown for the Baltic Sea. A good agreement
with the universal law of estuarine mixing m(S) = 2SQfwf is shown for smaller salin-
ites up to 8 g/kg. For higher salinities, a deviation from the universal law is visible. This
is because our temporal average of two years is not sufficiently long to remove the effects
of varying volume and salt content on shorter time scales, which are not considered by
the universal law. The turnover time of the Baltic Sea is around 25–30 years (Döös et
al., 2004, and references therein), so a longer averaging period is expected to yield a bet-
ter agreement with the universal law of estuarine mixing. Moreover, the deviation for
salinities larger than 20 g/kg can be explained by the isohalines extending outside the
model domain (intermediate case 2 in Fig. 1). For most salinity classes inside the Baltic
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Figure 7. Maps of diahaline quantities averaged over two years. Column 1: salt class 5 g/kg;
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2 (d–f): mixing per salinity class; Row 3 (g–i): physical mixing per salinity class; Row 4 (j–l):
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the validity of relation (5b).
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The paler patch shows the isohalines already extending outside the model domain, where most of

the mixing predicted by the universal law would happen. This refers back to intermediate case 2

in Fig. 1.

Sea, the integrated mixing is dominated by physical mixing due to turbulence param-
eterization.

3.5 Relations between diahaline quantitites

Here we analyze the validity of the relations (5a)–(5c). We do this by comparing
the left and right hand side of each relation with each other.

Fig. 9 directly compares the diagnosed effective vertical diahaline velocity udia,z with
the divergence of the diagnosed effective vertical diffusive salt flux in salinity space ∂jdia,z/∂S,
and with the derivative of the diagnosed mixing per salinity class with respect to salin-
ity ∂m/∂S for different isohalines. For each isohaline the different quantities show very
similar results, with the directly diagnosed effective vertical diahaline velocity appear-
ing more noisy and ∂m/∂S/2 being more pronounced.

The direct comparison of the diagnosed effective vertical diahaline diffusive salt flux
jdia,z with the mixing per salinity class m is presented in Fig. 7. The dominating pat-
terns of strong fluxes and mixing are very similar, except for small areas of demixing caused
by freshwater evaporation out of saline surface waters without corresponding upgradi-
ent diffusive fluxes.

–15–



manuscript submitted to JGR: Oceans

55

60

65 (a)S = 5 g/kg
incoming
outgoing

Diahaline velocity

(b)S = 7 g/kg (c)S = 11 g/kg

udia, z

55

60

65

la
t 

[
N

]

(d)

Divergence of 
 diffusive salt flux 
 in salt space

(e) (f)

jdia, z
S

10 20 30

55

60

65 (g)

S-derivative 
 of local mixing 
 per salt class

10 20 30
lon [ E]

(h)

10 20 30

(i)

1
2

m
S

5 0 5

[10 6 m/s]

Figure 9. Maps of diahaline quantities averaged over two years. Column 1: 5 g/kg; Column

2: 7 g/kg; Column 3: 11 g/kg. Row 1 (a–c): effective vertical diahaline velocity; Row 2 (d–f):

divergence of effective vertical diffusive salt flux in salt space; Row 3 (g–i): derivative of mixing

per salinity class with respect to salinity. The similar patterns of the shown quantities for each

isohaline indicate the approximate validity of the relations (5a)–(5c). The black boxes in panels

(b) and (c) show the location of the zoomed–in regions of Fig. 12a, b, respectively.

Overall, Figs. 7 and 9 indicate that the analytical relations (5a)–(5c) hold well in
a realistic model for the estuary of the Baltic Sea. The smoother fields for the effective
vertical diahaline diffusive salt flux and the mixing per salinity class could be explained
by the fact that their reconstruction is based on the calculation of gradients with respect
to S instead of a direct calculation. Another reason could be horizontal diffusive salt fluxes
present in reality and our numerical model. However, horizontal diffusive salt fluxes have
been neglected during the derivation of the idealised analytical relations (5a) and (5c).
Therefore, the directly diagnosed effective vertical diahaline velocity is less smooth and
deviates from the analytical relations.

The maps of the diahaline quantities (Figs. 7 and 9) give a useful general view and
portray the relations to hold well. A more quantitative evaluation is given by the scat-
ter plots in Fig. 10. The correlations between the diahaline quantities are satisfying, be-
cause the deviations are caused by just a minority of data points. This is also confirmed
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Figure 10. Scatter plots for the relations between the effective vertical diahaline velocity

udia,z, the effective vertical diahaline diffusive salt flux jdia,z and the mixing per salinity class m.
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class 11 g/kg. First row: relation (5a); Second row: relation (5b); Third row: relation (5c). For

every scatter plot the corresponding correlation coefficient R is included.

by the excellent correlations between the integrated quantities. The relation (1) between
the integrated diahaline transport and the integrated diahaline diffusive salt flux fits per-
fectly with a correlation coefficient of R=1.0. The integrated diahaline diffusive salt flux
and the integrated mixing per salinity class are compared in Fig. 8 and the correlation
coefficient of relation (2) is R=0.99. The relation (3) between the integrated diahaline
transport and the integrated mixing per salinity class is shown in Fig. 6. There, the deriva-
tive of the integrated mixing per salinity with respect to salinity is noisy, but it still cor-
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relates with R=0.95. With this, also the integral relations have been verified in a real-
isitic model for the estuary of the Baltic Sea.

3.6 Physically and numerically induced diahaline exchange flow

(g) (h)

(i)

Figure 11. Maps of the physically (a–c) and numerically (d–f) induced effective vertical

diahaline velocity, diagnosed by means of (5c) in terms of the two-year averaged physical and

numerical mixing per salinity class, mphy and mnum, respectively. Left column: salinity class 5

g/kg; Middle column: salinity class 7 g/kg; Right column: salinity class 11 g/kg. Physical (g)

and numerical (h) contributions to the integrated diahaline transport, individually separated into

incoming and outgoing portions, calculated from (5c). The relative contribution of the integrated

numerical diahaline transport to the sum of the integrated physical and numerical diahaline

transport is shown in (i).

After having confirmed the validity of the relation (5c) between the effective ver-
tical diahaline velocity and the mixing per salinity class, this relation can be used to cal-
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culate separate estimates for the physically and numerically induced portions of the di-
ahaline exchange flow in terms of the physical and numerical mixing contributions (see
Sec. 3.4 and Fig. 7g–l).

Fig. 11 compares the physically and numerically induced effective vertical diaha-
line velocities. In most areas the diahaline exchange flow across the presented isohalines
is clearly dominated by physics, but it becomes clear that the role played by numerics
is far from negligible. Both contributions show enhancement along the topographic bound-
aries.

By means of (7), also the physically and numerically induced integrated incoming
and outgoing diahaline transports can be obtained (Fig. 11g, h). Interestingly, the re-
sulting residual transports show opposite directions for the physical and numerical con-
tributions across some isohalines, e.g. across 7 g/kg and 11 g/kg. Indeed, the integrated
transports confirm that the physically induced contribution usually dominates the ex-
change flow across isohalines with salinities below 10 g/kg. However, for most isohalines
the numerically induced transports contributes with up to 50% and more to the diaha-
line exchange flow (Fig. 11i).

3.7 A more detailed view on boundary mixing
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Figure 12. Zoom on the effective vertical diahaline velocity across the isohalines of 8 and 10

g/kg for (a) vicinity of Gotland island (G), and (b) Western Baltic Sea, respectively. For the lo-

cation of the zoomed–in regions, see the rectangles in Fig. 9b,c. G: Gotland island, B: Bornholm

island. A temporal average is taken over two years. Details along the transects T1 and T2 are

shown in Fig. 13.

Several of the Baltic Sea maps presented in this work, e.g. Fig. 9b, highlight hot
spots for diahaline boundary mixing. Where the mixing is stronger, also the mixing gra-
dient is increased. By means of relation (5c) also the diahaline velocity is stronger at mix-
ing hot spots. Therefore, we can study the diahaline velocity when investigating the bound-
ary mixing. Two mixing hot spots are zoomed in on in Fig. 12a,b: the Gotland island
in the former, and the Western Baltic Sea in the latter. Incoming velocities closest to
land on an inner ring are shown along the north–western coastline of Gotland (Fig. 12a).
The inner ring with incoming udia,z is followed by an outer ring with outgoing udia,z. The
same structure is more clearly observable close to the Swedish coast north of Gotland

–19–



manuscript submitted to JGR: Oceans

and around the small island of Gotska Sandön to the north–east of Gotland. Further-
more, the seesaw pattern of an inner incoming velocity and outer outgoing velocity ring
is present around the northern half of Bornholm island (Fig. 12b).
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two years. Isohaline contour lines are included in (a)–(f), and isobathic contour lines in (g, h).

Quantities in geopotential coordinates are obtained by consecutive arrangement of salt classes

with their thicknesses, starting with lowest salinity at the ocean surface. The dashed grey lines in

(g) and (h) correspond to the isohalines of 8 and 10 g/kg showcased in Fig. 12.
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We investigate the pattern along two transects of local mixing per salinity class,
derivative of mixing per salinity class and diahaline velocity (Fig. 13). The velocity tran-
sect is shown in latitude–depth and latitude–salinity space, the mixing and mixing gra-
dient transect only in latitude–depth space. Mixing is showcased for the sake of a direct
display of boundary mixing, without passing by relation (5c). A comparison of the mix-
ing transects (Fig. 13a,b) with the velocity transects (Fig. 13e,f) confirms their appear-
ance at the same locations. The similarity of the derivative of mixing per salinity class
(Fig. 13c,d) and the effective vertical diahaline velocity ( Fig. 13e,f) again confirm the
validity of relation (5c) also in latitude–depth space along these transects. Transect 1
spans from the Gotland island with steeper bathymetry to the Swedish coast with flat-
ter bathymetry (Fig. 13a,c,e,g). Transect 2 stretches from the Bornholm island to the
southern Swedish coast (Fig. 13b,d,f,h). The location of the transects is displayed in Fig.
12. The isohalines included in z coordinates, and the isobaths included in S coordinates,
connect the two spaces with each other, simplifying the interpretation and understand-
ing of how they are connected. Regardless of the chosen space, the same structure is seen:
a lower layer of incoming and an upper layer of outgoing velocities along the coasts. Con-
sistent with the steep bathymetry of the Gotlandic coast, the observed structure is more
spatially constrained. Off the flatter Swedish mainland coast, the two–layer structure
is more spread out both horizontally as well as vertically. The isobaths in Fig. 13g re-
flect the different bathymetry in this region: they are denser off the Gotlandic coast with
its steeper, and sparser off the Swedish mainland with its flatter topography. From tran-
sect 2, it is particularly visible how the S coordinates can be of use in visualizing and
understanding the occurring processes: the incoming udia,z in S coordinates between lat-
itudes of 55.3 to 55.4 ◦N (Fig. 13h) covers a larger area than the same structure in z co-
ordinates (Fig. 13f), and is thus easier to evaluate. Vertical integration of relation (5c)
from minimum to maximum salinity, and noting that m(Smin) = m(Smax) = 0, shows
that the vertical S–integral of udia,z(S) must vanish. This can also be estimated from
Figs. 13g,h. However, in fully physical space (Fig. 13e,f) this is generally not the case.

4 Summary and conclusions
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Figure 14. Sketch of the boundary mixing, adapted from Garrett (1990, his Fig. 1b) and

Ferrari et al. (2016, their Fig. 2). The local link between mixing and exchange flow is visualized:

they are connected through the relation (5c), which reads udia,z = 1/2 ∂m/∂S. For information

on the sign convention used for the effective vertical diahaline velocity, see Fig. 2a.
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In this paper we have investigated the relation between the local diahaline quan-
tities of mixing per salinity class, salt flux and velocity in a numerical model of a fjord–
type, non–tidal estuarine system – the Baltic Sea. These quantities are connected with
each other through newly derived, idealized relations in the earlier work by Klingbeil and
Henell (2023). The bird’s eye view in maps of local mixing per salinity class emphasizes
the location of potential mixing hot spots. In these actively mixed regions the diffusive
diahaline salt flux is also enhanced. The diahaline diffusive salt flux has the possibility
to move water across the isohaline, and change the salinity of the transported water mass.
Because the change in salinity is concurrent with mixing, the diahaline diffusive salt flux
therefore gives information on where the mixing is occurring. The local diahaline veloc-
ity is a consequence of the diahaline diffusive salt flux, and the velocity itself determines
the ensuing exchange flow. Thus goes the connection from local mixing per salinity class
over diahaline diffusive salt flux to diahaline velocity: this is portrayed mathematically
in relations (5a)–(5c). A good agreement was shown between the local diahaline quan-
tities, implying that the relations hold well.

Transects of local mixing per salinity class and diahaline velocity in latitude–depth
and latitude–salinity space are studied for a closer look at diahaline boundary mixing.
Also close–up views of mixing hot spots were shown. From the transects and close–up
views an identical pattern was inferred in latitude–depth/salinity space in the former and
latitudinal direction in the latter case. Its characteristics consists of a seesaw structure
for (i) incoming diahaline velocity and (ii) outgoing diahaline velocity: for the close–up
maps in longitudinal direction an inner ring of (i), followed by an outer ring of (ii) is ob-
served; for the transect in longitude–depth space (i) appears in the deeper and (ii) in the
shallower layer; and for the transect in longitude–salinity space (i) occurs in the saltier
and (ii) in the fresher layer. An idealized sketch of the Baltic overturning circulation in
longitude–depth space, including main processes, is shown in Fig. 3e. A close–up view
of the boundary processes is presented in Fig. 14, which is adapted from earlier sketches
in the works of Garrett (1990, his Fig. 1b) and Ferrari et al. (2016, their Fig. 2). The
isohalines are impinging at a right angle on the bottom in the bottom boundary layer.
This is a necessary condition to guarantee that no diffusive salt flux crosses the sloping
boundary. In the bottom boundary layer an incoming, upward diahaline velocity is ob-
served. Coherently, a negative mixing gradient is present. That is, the local mixing per
salinity class increases with further distance from the bottom (∂m/∂z > 0), but salin-
ity decreases, since it is highest directly at the bottom (if stably monotonic). Therefore,
∂m/∂S < 0. The mixing gradient reaches a maximum, whereupon it decreases expo-
nentially. The salinity continues to decrease since the water becomes fresher. From this
results a positive mixing gradient, i.e. an outgoing, downward diahaline velocity. A re-
sult consistent with these findings has been obtained by Umlauf and Burchard (2011),
who applied an idealized one–dimensional model for the oscillating bottom boundary layer
over sloping topography. In their Fig. 5, they show profiles of up–slope velocity u and
turbulent buoyancy flux b, both averaged over one oscillation period. The velocity pro-
file shows an exchange flow with up–slope velocity near the bottom and down–slope ve-
locity above. The location of the change in sign of velocity coincides exactly with the
minimum of the turbulent buoyancy flux and is consistent with u being proportional to
−∂b/∂z.

The mixing analysis by Klingbeil et al. (2014) and relation (5c) further render it
possible to distinguish between the physically and numerically induced diahaline exchange
flow. Despite the advanced numerical techniques of our coastal ocean model to reduce
numerical mixing, the exchange flow across the majority of isohalines was driven by up
to 50% and more by numerical mixing.

Finally, this diahaline framework calls for its extension to the thermohaline over-
turning circulation of the World Ocean. Quantifying the contribution of the numerically
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driven global circulation is of great interest for estimating the reliability of climate mod-
els.
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