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Introduction

This supporting material provides additional information on the study sites, methodol-24

ogy, and results in the main text. Text S1 provides information on the disturbance history25

of the selected study regions. Text S2 contains additional information on the airborne26

lidar and forest inventory plot data used in this study. Text S3 summarizes changes in27

the ED-2.2 model to improve the representation of forest structure and ecosystem func-28

tioning. Text S4 describes in detail the steps needed to obtain ED-2.2 initial conditions29

from airborne lidar.30

Figures S1, S2 and S3 provide additional evaluation of the airborne lidar initialization,31

specifically the distribution of functional groups, the vertical leaf area index profile, and32

the evaluation of plots affected by reduced-impact logging in region BTE. Figures S4-33
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S9 complement the ED-2.2 model evaluation against eddy covariance towers, comparing34

fortnightly averages for multiple energy, water, and carbon cycle variables. Figure S1035

shows the differences in the average seasonal cycle of daytime ground temperature for36

all the regions simulated by ED-2.2, as functions of the degradation history. Figure S1137

shows the ED-2.2 predictions of average seasonal cycle of gross primary productivity as38

functions of local (patch) aboveground biomass for all focus regions. Figure S12 shows39

the distribution of evapotranspiration as function of local (patch) biomass and age since40

last disturbance, during the wet and dry seasons, for three selected regions across the41

precipitation gradient. Figure S13 shows the local (patch) distribution of leaf area index42

as a function of aboveground biomass for all the focus regions. Figure S14 shows the43

drought severity response of intact and degraded forests in region PRG, for multiple carbon44

and energy variables. Figure S15 complements Figure 9 shows how forest flammability45

varies as a function of drought length across degradation gradients at additional regions.46

Figure S16 is part of Text S2 and shows the fitted allometric models relating height,47

diameter at breast height, and individual leaf area, which are used by both the model48

initialization and model simulations. Figures S17 and S18 are also part of Text S2 and49

show multiple trait relationships derived from multiple data sets and implemented in the50

ED-2.2 model. Figure S19 is part of Text S3 and shows an example of how the vertical51

distribution of lidar returns is processed to obtain cohorts that are provided to the ED-52

2.2 model. Figure S19 is also part of Text S3 and shows the results of cross-validation of53

airborne lidar initialization using aggregated forest inventory plot metrics as benchmarks.54

Figure S21 is also part of Text S3 and summarizes the distribution of scaling factors to55

adjust the non-dimensional leaf area density profiles.56
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Table S1 shows a selection of metrics to assess the ED-2.2 model performance against57

multiple energy, water, and carbon cycle variables obtained from the eddy covariance58

towers. Table S2 is part of Text S1 and provides additional information of data used for59

the five focus regions and the ancillary regions. Table S3 is part of Text S2 and provides60

detailed information on ED-2.2 model settings. Table S4 is part of Text S3 and lists61

multiple goodness-of-fit statistics for the fitted models that relate airborne lidar metrics62

and aggregated, area-based forest properties.63

S1. Disturbance history of the study regions

Here we briefly describe the disturbance history for each region, which in some cases64

comprised multiple sites. The disturbance history of most of the sites in Brazil has been65

previously described in ? (?), and detailed information on the disturbance history in GYF66

can be found in ? (?). A summary of data collected in each site is shown in Table S2.67

1. Paracou, French Guiana (GYF). This is a research field station was established in68

1983 to study the dynamics of logged forests under a variety of silvicultural treatments69

(?, ?). Since then the a broader range of studies on functional ecology and biodiversity70

have been established at the research station, including the areas of intact forests.71

• Logging experiment (PRC). Twelve forest inventory plots (6.25 ha) were established72

to monitor the dynamics of logged forests under different logging treatments. Following73

the first survey (1984), plots were grouped into three categories according to their for-74

est structure, and plots within categories were randomly assigned to one of the four75

treatments which were carried out between 1986 and 1988: (T1) conventional selective76

logging of commercial species (10 trees ha−1; diameter at breast height DBH ≥ 50 cm);77

(T2) conventional logging as in T1, followed by canopy thinning by poison-girdling of non-78
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commercial species (30 trees ha−1, DBH ≥ 40 cm); (T3) similar to T2, but the additional79

logging of non-commercial species (40 ≤ DBH < 50 cm) for fuelwood; (T4) no treatment.80

No further logging treatment has been carried out since then. Additional information81

available in ? (?).82

• Guyaflux site (GFE). This site is the footprint of the eddy covariance tower at83

Paracou, which was installed in 2003, along with 10 plots (0.49−−1 ha) within the tower84

footprint. The tower footprint covers mostly large hills with a small valley with a creek85

and a sandy plateau. See ? (?) for further details about the site.86

2. Belterra, Brazil (BTE). Throughout the 20th and early 21st centuries, this region87

experienced multiple economic growth and stagnation cycles, which led to a complex mo-88

saic of deforested and degraded forests interspersed with second-growth forests. Airborne89

lidar data were collected in four sites along the Cuiabá-Santarém highway, within or near90

the Tapajós National Forest.91

• Anambé base (ANA). This site, within the Tapajós National Forest, was assigned92

as a forest concession for timber harvesting. Selective logging operations were carried93

out in 2015–2016 using reduced-impact techniques, and aimed at commercial species with94

DBH ≥ 55 cm (?, ?).95

• Km 67 base (TNF). This site is located in one of the ecological corridors within96

the Tapajós National Forest limits. No indication of recent anthropogenic disturbance97

exists within this site, which is considered intact forest. However, there is evidence that98

this intact forest has been previously impacted by drought disturbances both during the99

1990s and during the 2015–2016 El Niño events (?, ?, ?, ?).100
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• São Jorge (TSJ). Forest near the settlement of São Jorge were originally within101

the boundaries of the Tapajós National Forest, but were excluded in 2012. Forests in this102

site constitute a mosaic of deforestation, fragmentation and degradation from fire and103

small-scale logging, with some areas experience secondary growth.104

• Eastern Sites (EBT). The surveyed forests are located outside the Tapajós National105

Forest. The remaining forests are near several patches of pastures and croplands (mostly106

soy bean and maize), and thus fragmented and degraded. Logging activities have been107

occurring in this forests for at least 25 years, and some of the forests experienced one or108

multiple fires. Post-disturbance regrowth has been also observed in some forests.109

3. Paragominas, Brazil (PRG). This region experienced significant expansion of selec-110

tive logging starting in the 1960s, and became the largest center for hardwood processing111

in Brazil by the early 1990s (?, ?). Since then, agriculture and cattle ranching rapidly112

expanded, and became the main economic activity, and by the late 2000s about 45% of113

the forests in Paragominas had been cleared (?, ?). Three sites in the region were studied:114

• Cauaxi (CAU). This site is privately managed by Instituto Floresta Tropical, and115

has been long used for teaching and training of reduced-impact logging techniques. About116

800 ha were designated for logging from 2006 to 2012 (the year of the lidar survey used117

in this study). Nearly 600 ha of the forests were intact, including some areas within118

the logging work units that were in steep terrain (slope > 20◦) and thus not suitable119

for logging. Selective logging harvested commercial trees (DBH ≥ 55 cm) extracted 11–120

28 m3 ha−1 of timber. Additional information in (?, ?).121

• Andiroba (AND). This site is in a private land and has been partially deforested and122

remaining forests are moderately degraded and fragmented. Some of the remaining forests123
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were logged (not using reduced-impact techniques) between 1999 and 2003. Understory124

forest fires affected the remaining forests in 2001 and 2009 (?, ?).125

• Nova Neonita (PAR). This site, also in private landholding, is heavily degraded126

and fragmented. Some of the area was cleared in the 1980s and abandoned in the 1990s,127

leading to secondary growth. Other surveyed forests were damaged by intensive logging128

operations in the 1990s and in 2004–2006. Most of the remaining forests suffered extensive129

damage by three large fire events (1992, 2005, and 2008) (?, ?, ?).130

4. Feliz Natal, Brazil (FZN). Before logging operations became common in this region131

in the later 1970s, forests were minimally disturbed. In the 1980s, this region experienced132

significant changes with widespread deforestation, first for pastures, and later for croplands133

(mostly soy beans). Because this region has a distinct dry season and also experience134

episodes of low atmospheric humidity, forests in this region are prone to large, multi-day135

fires (?, ?, ?). Four sites were surveyed in this region:136

• Long transect (FN2). This long transect (50×0.2 km) sampled multiple areas with137

a broad range of disturbance histories typically found in FZN, including areas that were138

deforested, logged, burned and fragmented. Forest inventory plots were clustered in two139

segments, at 2 km north and 17 km south of the transect midpoint.140

• Vitória (FNA). This site included some of the most degraded forests in our sample.141

Forests had been intensively logged in the 1990s, and experienced at least four severe fire142

events (2005, 2007, 2010, and 2012) (?, ?). Biomass at the degraded forests was depleted143

by more than 90% relative to the nearby gallery forests (?, ?).144

• Eastern site (FNC).. Most forests in this site have been moderately degraded.145

Widespread selective logging disturbed parts of the surveyed forests between 1993–1996146
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or 2002–2005 (different locations). Some of the forests logged between 1993–1996 were147

affected by high-intensity fires in 1999, and since then have only experienced occasional148

low-intensity fires and additional logging.149

• Western site (FND).. This area near this site has experienced significant defor-150

estation since the 1980s, leading to highly fragmented forests. The surveyed forests are151

all within 1.5 km from the forest edge, and experienced high-intensity logging between152

1993 and 2003. High-intensity, multi-day fires severely damaged some of the surveyed153

forests in 2007, 2010, and 2013, and created a range of forest structures due to gradients154

in disturbance exposure.155

5. Tanguro, Brazil (TAN). Transitional forests in this region experience long (> 5 mo)156

and severe dry season and receive relatively low rainfall (1700 mm) (?, ?). The surveyed157

forests include minimally disturbed forests and forests that are part of a fire experiment.158

• Fire experiment (TGE). This experiment to understand the dynamics of forests159

under different fire regimes was established in 2004, when three 50 ha plots were set in160

the legal reserve of a private property. One plot remained as the control (never burned),161

one plot was burned every three years (2004, 2007, 2010), and one plot was burned 6162

times (every year between 2004 and 2010, except 2008). Fires were set at late dry season163

(August-September) using fire lines about 100 m apart from each other during 3 or 4164

days (reigniting them in case they were extinguished at night). Additional details can be165

found in (?, ?, ?). After 2010, plots were never burned again. In 2014, two eddy-covariance166

towers were installed at the experiment site: one within the footprint of the control plot,167

and another within the footprint of the burned plots (?, ?).168
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• Legal reserve (TGW). This site includes areas immediately to the south and west169

of the fire experiment, also in the legal reserve of the Tanguro ranch. Surveyed forests170

generally do not show signs of recent disturbances despite being within 2 km of forest171

edges. These forests are considered mostly intact, with the exception of a 50 ha patch of172

forest that burned once in 2007.173

S2. Additional information on airborne lidar and forest inventory plots

Each region contained one or multiple sites for which airborne lidar data were available.174

Many of these sites also contained forest inventory plots, and have been previously used175

in studies that quantified carbon losses due to degradation in the Amazon and plant area176

index estimation (?, ?, ?, ?). Table S2 provides additional information on each specific177

site. Further information on plots can be found in ? (?) (site PRC), ? (?) (site GFE),178

? (?) (site TGE), and ? (?), ? (?) and ? (?) (other sites). To reduce the differences179

among plots regarding size and sampling effort, we considered only living individuals180

(trees, lianas, and palms) with diameter at breast height D ≥ 10 cm, and split larger181

plots (0.5− 6.25 ha) into sub-plots that were as close to 0.25 ha as possible. The location182

of all inventories in Brazil were geo-registered with sub-meter accuracy using differential183

Global Navigation Satellite Systems (GeoXH6000); forest inventories in French Guiana184

were geo-referenced with handheld Global Positioning System, with nominal accuracy of185

2 m.186

For the study areas in Brazil, airborne lidar data were collected between 2012 and 2017,187

and surveys used Optech ALTM instruments onboard an aircraft flying at average height188

of 850m above ground; the sensor scan angle was restricted to 5.6◦ off-nadir and an average189

swath sidelap between flight lines of 65% (?, ?); the point cloud data are publicly available190
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(?, ?). Airborne lidar data at GYF were collected in 2013; the aircraft flew at a height191

of 550m above ground carrying a Riegl LMSQ560; the scan angle was capped in 20◦ off-192

nadir, and the flight line sidelap was near 60% (?, ?). To ensure that the terrain elevation193

was well characterized, flights had to meet a minimum return density of 4 m−2 of 99.5%194

of the area (except water bodies and pastures), following previous recommendations for195

tropical forests (?, ?).196

Some of the regions were only used to assist the calibration of the statistical models197

(Section S4.2), but not used in the simulations. Because our goal was to characterize198

the impacts of degradation on forest structure and ecosystem functioning, we did not199

include simulations from MAO, where all surveyed forests were intact, nor did we include200

JAM and FST, where all forests were logged (albeit using reduced-impact techniques).201

Forests in SFX were not included because the disturbance history based on Landsat202

analysis was uncertain due to widespread presence of vines. Finally, at RBR, none of the203

surveyed forests could be considered intact or logged using reduced-impact techniques,204

which precluded us to have a minimally-disturbed forest as reference.205

S3. Additional ED-2.2 developments

S3.1. Allometric relations

To obtain an allometric equation for diameter at breast height (D, cm) as a function

of tree height (H, m), we used all individual tree measurements from the plots included

in steps 1 and 2 that were from living trees (excluding lianas and palms), and had field

measurements of both D and H (n = 15865). Because the sampling effort was not even

across tree sizes, and to reduce the effects of variability in tree measurements of height

along the D range on local biases, we followed the approach by ? (?) and binned the
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data into 50 evenly spaced loge (D) classes between D = 5 and D = 200 cm (the range of

D measurements). The binned data were fitted using standardized major axis regression.

This choice ensures that the arithmetic inverse relationship (i.e. height as a function of

D) could be also used in the ED-2.2 model:

loge (D) = (−2.01± 0.25)︸ ︷︷ ︸
loge(d1)

+ (1.68± 0.08)︸ ︷︷ ︸
d2

loge (H), (S1)

where H should be in m, and D should be in cm. The model fit is shown in Figure S16a.206

We did not have any measurement of individual leaf area (Li, m2
Leaf plant−1) at the

study sites, therefore we developed an allometric equation based on the Biomass And

Allometry Database (BAAD; ?, ?). Similar to many allometric equations for aboveground

and leaf biomass (e.g., ?, ?), we used (D2H) as the predictor. Because we did not seek a

reversible equation, we fitted the model using minimum least squares with heteroskedastic

distribution of residuals (?, ?, ?). The fitted model was:

Li = (0.234± 0.012)︸ ︷︷ ︸
`1

(
D2H

)0.641± 0.011︸ ︷︷ ︸
`2 + EN

[
µ = 0, σ = 0.241± 0.026L1.001±0.056

i

]
,

(S2)

where coefficients are presented in the form Expected Value ± Standard Error; units for207

the empirical equation should be: D in cm, H in m, and Li in m2
Leaf plant−1. The model208

fit is shown in Figure S16b.209

In ED-2.2, the carbon stocks (kgC plant−1) of different tissues — leaves (CL), fine roots

(CR), sapwood (CS), bark (CB) and heartwood (CH) — are defined through allometric

equations. Leaf biomass (CL) is obtained from Equation (S2):

CL =
Li

SLA
, (S3)
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where SLA (m2
Leaf kgC−1) is the individual plant’s specific leaf area. Fine-root biomass and210

sapwood biomass are derived from leaf biomass, using the same relationships described in211

? (?). Bark biomass followed a parameterization similar to sapwood:212

CR = qR CL, (S4)

CS = qS H CL, (S5)

CB = qBH CL, (S6)

where qR = 1 for all plant functional types, following ? (?). The leaf-to-sapwood (qS)213

and leaf-to-bark (qB) scaling factors (m−1) are determined using the same formulation as214

? (?):215

qS =
ηc SLA ρW 1000

β AL:S

, (S7)

qB =
ηc SLA ρB 1000

β AL:B

(S8)

where ηc is an empirical shape parameter based on ? (?) parameterization for broadleaf216

trees; AL:S and AL:B (m2
Leaf m−2

Bark) are the leaf:sapwood and leaf:bark area ratios, respec-217

tively; ρW and ρB (g cm−3) are the wood and bark densities, respectively; β = 2.0 kg kgC−1
218

is the oven-dry:carbon biomass ratio; and the factor 1000 is included for unit conversion.219

Values of these parameters are shown in Table S3.220

The allometric equation for heartwood biomass (CH) was obtained using both the221

pantropical allometric equation for aboveground biomass (CAG, kgC plant−1; ?, ?), and222

that total aboveground biomass is the sum of the biomass of the following tissues:223

CAG =
1

β
0.0673

(
ρW D2H

)0.976
(from ?, ?) (S9)

CAG = CL + fAG (CS + CB + CH) , (S10)
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where fAG is the fraction of biomass above ground; β = 2.0 kg kgC−1 is the oven-

dry:carbon biomass ratio; and units for S9 should be: ρW in g cm−3, D in cm, H in

m, and CAG in kgC plant−1. To simplify the implementation of CH in ED-2.2, we used

Equations (S9), (S10) and (S1) to find CH at D = 10 cm (typical minimum diameter

measured in inventories) and at H = 46 m (maximum height allowed for tropical trees)

and derive a function for CH with the same form and units as Equation (S9):

CH =
1

β
0.0608

(
ρW D2H

)1.004
. (S11)

S3.2. Changes in the photosynthesis module

The photosynthesis module in ED-2.2 has been previously described in detail in (?, ?);224

here we show only a brief overview and highlight the main modifications. Similarly to225

previous versions, the net CO2 assimilation rate (A, molCO2 m−2 s−1) for C3 plants is226

defined as:227

A = Vc −
1

2
Vo −R, (S12)

Vo =
2 Γ

ci
Vc, (S13)

Γ =
o

2 τ
, (S14)

where Vc, Vo, and R (molCO2 m−2 s−1) are the carboxylation, oxygenation (photorespira-228

tion) and day respiration rates, respectively; Γ (molCO2 mol−1) is the CO2 compensation229

point; (molCO2 mol−1) is the intercellular o = 0.209 molO2 mol−1 is the oxygen mixing230

ratio; and τ is the carboxylase:oxygenase ratio. The terms R, Γ, and τ are calculated the231

same way as in (?, ?). The carboxylation rate Vc depends on environmental constraints,232

which ultimately limits the net assimilation rate A.233
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The maximum carboxylation rate given temperature (V max
c ) is defined as in ? (?):

V max
c =

V max
c15 Q

T−T15
10

V

{1 + exp [−f (T − Tc)]} {1 + exp [+f (T − Th)]}
, (S15)

where V max
c15 (mol m−2 s−1) is V max

c at temperature T15 = 288.15 K (15◦C); T (K) is the234

leaf temperature; QV determines the steepness of the temperature dependence of V max
c ; f ,235

Tc, and Th are phenomenological parameters that reduce V max
c at extreme temperatures,236

following the same formulation used in previous ED versions (?, ?, ?).237

The maximum carboxylation rate can never be achieved because CO2 inhibts oxygena-

tion, and O2 inhibits carboxylation (?, ?). The carboxylation rate at saturated Ribulose-

1,5-Biphosphate (RuBP) conditions (V RuBP
c ) is determined as:

V RuBP
c = V max

c

ci

ci +Kc

(
1 +

o

Ko

) , (S16)

where Kc (molCO2 mol−1) and Ko (molO2 mol−1) are the Michaelis constants for carboxy-238

lation and oxygenation, respectively, and are also calculated as in (?, ?). Equation (S16)239

is the same described in (?, ?).240

The RuBP regeneration depends on the electric transport rate (J , mol m−2 s−1), which

in turns depends on the absorbed irradiance (I, mol m−2 s−1). If I is relatively low, then

RuBP pools may decline, limiting the carboxylation rate. The RuBP-limited (also known

as light-limited) carboxylation rate (V PAR
c ) is defined as in ? (?):

V PAR
c =

J

4 + 8
Γ

ci

, (S17)

and J is determined from an empirical quadratic equation (?, ?, ?):241

J =
(IPSII + Jmax)−

[
(IPSII + Jmax)2 − 4ϕ IPSII J

max
] 1
2

2ϕ
(S18)

Jmax =
Jmax

15 Q
T−T15

10
J

{1 + exp [−fc (T − Tc)]} {1 + exp [+fh (T − Th)]}
(S19)
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IPSII =
1

2
γPSII I (S20)

where Jmax (mol m−2 s−1) is the temperature-dependent maximum electron transport rate;242

Jmax
15 and QJ are the equivalent of V max

c15 and QV for the electron transport rate, respec-243

tively; IPSII (mol m−2 s−1) is the light effectively used by the photosystem II; ϕ = 0.7244

is an empirical curvature parameter (?, ?, ?); γPSII = 0.85 is the quantum yield of the245

photosystem II (?, ?, ?); and Tc, Th, fc, and fh are empirical parameters to downscale246

photosynthetic activity at extreme temperatures (Table S3). Unlike the original imple-247

mentation of V PAR
c (?, ?, ?) the explicit representation on electron transport rate is248

advantageous because it accounts for the differences in temperature dependence of Jmax
249

and V max
c (?, ?), and the saturation behavior of J as I becomes non-limiting.250

In addition to light limitation, carboxylation rates may be limited by the triose phos-

phate utilization (TPU) for synthesizing sugars and starch (?, ?). The TPU limitation

typically occurs when both CO2 mixing ratio and irradiance are high, or when temper-

ature is low (?, ?, ?), and is expected to become more important as atmospheric CO2

increases (?, ?). The TPU-limited carboxylation rate (V TPU
c ) is defined as:

V TPU
c = 3ETP

ci
ci − Γ

, (S21)

where ETP (mol m−2 s−1) is the export rate of triose phosphate from chloroplasts, and is251

normally parameterized as a function of V max
c (ETP = εE V

max
c ; ?, ?, ?, ?).252

Similar to previous versions of ED-2, the net assimilation rate is determined through a

law of minimum:

A = min
(
ARuBP, APAR, ATPU

)
(S22)
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where each of the cases on the right-hand side are calculated from Equations (S12) and253

(S13), by replacing Vc with each of the cases (Equations S16, S17, and S21), and using254

the algorithm described in ? (?).255

Both Jmax
15 and ETP are assumed to be proportional to V max

c15 . To obtain the proportion-256

ality ratios, we used the data collected at multiple sites in Panama (?, ?, ?). Even though257

the ? (?) provided fits relating these quantities, we refitted the functions to eliminate the258

intercept, and corrected for the fact that ? (?) provides values at 25◦C and ED-2.2 needs259

the reference at 15◦C:260

V max
c (Jmax

15 = εJ V
max
c15 )261

The values of εJ and εE are determined from the data collected at multiple sites in262

Panama and described in ? (?). Although ? (?) provided empirical fits relating V max
c ,263

Jmax and ETP, we obtained the relationships using standardized major axis (SMA) to264

account for the variability on both variables, and corrected for the fact that ? (?) values265

use a different reference temperature (25◦C):266

εJ =
Jmax

25

V max
c25︸ ︷︷ ︸
ε′J

QV

QJ

, (S23)

εE =
ETP

V max
c25

, (S24)

where Jmax
25 and V max

c25 are the values at 25◦C, obtained directly from ? (?). The SMA line,267

coefficients ε′J and εE and the R2 are shown in Figure S17.268

S3.3. Updated trait and trade-off relationships

In ED-2.2, we represent the functional diversity within ecosystems by defining multiple269

plant functional types (PFTs). PFTs are defined by both morphological characteristics270

(e.g. tree or grass) and by a set of traits that determine a variety of life strategies within the271
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ecosystems. Many traits and trade-offs of tropical forest PFTs had not been changed since272

the original ED-1.0 release (?, ?), despite the increase in data availability for the tropics.273

Here, we aggregated data from multiple trait-based studies and trait data bases such as274

GLOPNET and TRY (?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?), to revise the values associated with each275

PFT. For this revision, we focused on the following traits: wood density, leaf turnover276

rate, specific leaf area, leaf carbon:nitrogen ratio, maximum carboxylation rate, maximum277

electron transport rate, and maximum triose-phosphate utilization rate. These traits were278

selected because we obtained a sufficiently large (n > 50) number of samples that could be279

used to build trade-off relationships and were already used to define trade-offs in ED-2.2,280

and traits known to directly or indirectly influence gross primary productivity and thus281

light- and water-use efficiencies. To remove confounding factors such as canopy position,282

we only used data for sun leaves, or individuals that were either emergent or canopy trees.283

Wood density was the most widely available trait in our data base, and also the in-284

dicative trait used to define PFTs in ED-1.0 (?, ?). To re-define the PFTs, we used the285

data from all forest inventory plots available, attributed wood density for each individual286

using the wood density data base compiled by ? (?). We then calculated the probability287

distribution function of wood density (weighted by basal area), and split the distribu-288

tion based on quantiles (the lower, middle, and upper 33% of the distribution associated289

with early-successional, mid-successional, and late-succesional trees, respectively). The290

expected values of wood density for each PFT was assumed to be the mid-point within291

each quantile (i.e. 16.67%, 50%, and 83.33% quantiles, respectively).292

To determine the trade-off axes between traits, we fitted standardized major axes293

(SMA). Because most wood density data came from the ? (?) compilation (only wood294
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density data were available), we aggregated data to species to seek relationships between295

wood density and other traits. Most traits were not correlated with wood density: leaf296

turnover rate showed the most significant, yet weak correlation with wood density (Fig-297

ure S18a). For leaf traits, we were able to obtain large number of paired observations (i.e.298

two trait measurements from the same individual) between specific leaf area (SLA) and299

the other traits, and thus we fitted the standardized major axes using SLA as one of the300

variables (Figures S18b, S18c, and S18d).301

The revised trait values for the plant functional types used in these simulations are302

shown in Table S3.303

S4. ED-2.2 initial conditions using airborne lidar

The approach to obtain initial conditions for ED-2 using airborne lidar data is summa-304

rized in three steps: (1) derivation of unscaled vertical profiles of leaf area density from the305

vertical distribution of returns, and the height-dependent proportion of leaf area density306

allocated to each plant functional type; (2) estimation of plot-level properties of the forest307

(biomass, basal area, and individual’s stem density) from airborne lidar; (3) optimization308

of scaling factors to obtain absolute leaf area density profiles and the initial conditions for309

ED-2. This approach requires only representative, geo-referenced forest inventory plots310

for calibration, and small-footprint, discrete-return airborne lidar point cloud data with311

high density of returns, in addition to knowledge of individual-based allometric equations312

that relate diameter at breast height (D) to tree height, above-ground biomass and leaf313

biomass.314
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S4.1. Vertical foliage profiles

To obtain vertical profiles of leaf area density (Figure 2, Box 1) across the areas surveyed315

by airborne lidar, we first clipped the full point cloud domain into 50×50 m columns. For316

each column, we simulated a pseudo-waveform from the discrete point clouds to create a317

continuous and smooth distribution of return energy in the vertical (see one example in318

Figure S19a). Our simulated waveform function (E) is based on the algorithm described319

by ? (?) and ? (?):320

E (hi) = X (h) ∗ Z (h, hi) , (S25)

X (h) =
N∑
n=1

 1 if hn ∈
[
h− ∆h

2
;h+

∆h

2

]
0 otherwise

, (S26)

Z (h, hi) =
1

σh
√

2π
exp

[
− (h− hi)2

2σ2
h

]
, (S27)

where hi is the mean elevation of each bin; ∆h = 10 cm is the thickness of each bin layer;321

X (h) is the energy distribution function across the laser beam trajectory (horizontal);322

Z (h) is the energy distribution function in the vertical (i.e. along the laser beam trajec-323

tory); σz is the pulse width in the vertical, which controls the smoothness of the simulated324

waveform; and ∗ is the convolution operator. Similar to ? (?), we binned the return counts325

before applying the convolution to improve computational efficiency. When the goal is to326

simulate the signal of large-footprint waveform lidar (e.g. GLAS or GEDI), the energy327

distribution function across the laser beam trajectory is frequently assumed Gaussian (?,328

?, ?, ?). In our case, however, we sought to characterize the average vegetation profile329

for the entire column and assumed a uniform (rectangular) distribution across the entire330

column area instead (Eq. S26). In addition, as we will discuss in later in this text, it is331

important that the waveform is not excessively noisy to obtain realistic leaf area index,332
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yet it should retain sufficient features to ensure the vegetation structure is not overly333

aggregated (Figure S19a). We defined σh = 50 cm which resulted in a good compromise334

in preliminary tests. Finally, following ? (?), we calculated the waveform functions for335

vegetation (Ev) and ground (Eg) returns separately, in order to obtain the integrated336

return energy (Rv and Rg):337

Rv (hi) =
NI∑
j=i

Ev (hj) , (S28)

Rg =
NI∑
j=1

Eg (hj) , (S29)

where NI is the total number of layers. In our case, we defined layers up to hT = 70 m to338

ensure that the tallest sampled trees would be completely characterized.339

To obtain the relative vertical distribution of leaf area density (λ (h); m2
Leaf m−2), we340

applied the Beer-Lambert light extinction approach, following the approach originally341

developed by ? (?) and adapted for lidar profiles (e.g., ?, ?, ?, ?). In this approach, λ (h)342

is a function of the gap probability (P , non-dimensional):343

λ(h) =
cosϕ

G (h, ϕ)

1

P (h, ϕ)

∂P (h, ϕ)

∂h
, (S30)

where h is the height, ϕ is the angle of incident light, and G (h, ϕ) is the leaf area projection344

factor. For most lidar surveys used in this study, the maximum off-nadir scan angle was345

5.5◦ (?, ?); the only exception was Paracou (GYF), where the off-nadir angle was 20◦346

(?, ?). As a first approximation, we assumed ϕ ≈ 0, and thus P (h, ϕ) ≈ P (h), but we347

acknowledge that this introduces an error (5 − 8% for 10% of the points at GYF). The348

leaf area projection factor is dependent upon the mean leaf orientation. For simplicity,349

we assumed isotropic (random) orientation, i.e. G (h, ϕ) = 0.5 (?, ?, ?).350
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Following ? (?), the vertical profile of gap probability can be described by the integral351

of the lidar return energy [Rv(h)] between height h and the top canopy height (hT ):352

−dRv (h)

dh
= J0 rv

dP (h)

dh
, (S31)

where J0 is the irradiance emitted by the lidar sensor and rv is the canopy reflectivity.353

Using the boundary conditions at the top canopy [Rv (hT ) = 0;P (hT ) = 1] and that the354

total energy reflected by the ground is proportional to the total gap fraction, we obtain:355

Rv (hi) = J0 rv [1− P (hi)] , (S32)

Rv0 = J0 rv [1− P (h = 0)] , (S33)

Rg = J0 rg P (h = 0) , (S34)

where rg is the soil reflectivity and Rv0 = Rv (h = 0). The irradiance emitted by the sensor356

(J0) is not provided in the data set, however it is possible to combine Equations (S32)-357

(S34) to suppress J0 from the definition of P (h):358

P (hi) = 1− Rv (hi)

Rv0 + kr Rg

, (S35)

where kr = rv
rg

, the ratio between vegetation and ground reflectivities. By substituting359

Equations (S31), (S33), and (S35) into Equation (S30) for the ϕ = 0;G = 0.5 case, we360

obtain:361

λ (h) = 2
d

dh
ln [Rv0 + kr Rg −Rv (h)]. (S36)

It is possible to determine kr from airborne lidar surveys that have reflectance data (?,362

?), or from optimization using independent local measurements of leaf area index (?, ?).363

Neither information is easily obtained for large areas, and thus we assumed kr = 1.03,364

following ? (?). We found that the results are not sensitive to small variations in kr,365
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particularly when the gap fraction is low. On the other hand, the approximation of return366

counts is only a proxy to the return energy, and therefore, we assumed that the profile367

obtained from Equation (S36) was considered unscaled, and will be referred as λ? (h).368

Following ? (?), we excluded the profile below 5 m, as estimates of leaf area density near369

the surface often show large uncertainty due to the limited fraction of returns near the370

surface in denser canopies.371

Cohorts in ED-2 are defined as discrete groups of individuals with similar size and same372

life strategy (plant functional type; PFT). To separate the vertical profile into discrete373

layers of similar size, we assumed that the layers with the most significant population can374

be identified by local maxima, or by local saddle points when the layers are not completely375

separated, as shown in Figure S19b. The boundary between consecutive layers is defined as376

either the local minima or inflection points that are not saddle points (Figure S19b). These377

features were automatically determined based on the function peaks (package RSEIS, ?,378

?), which was modified to capture inflection points and local minima.379

The last stage of step 1 was to attribute the fraction of each plant functional type in each380

vertical layer, which was used to define the cohorts (Figure S19c). Because the airborne381

lidar data was from a single band, we could not use spectral mixture analyses (e.g., ?, ?).382

To overcome this limitation, we also simulated waveforms for all plots that had complete383

overlap with airborne lidar data in all of the study sites, and complemented with data384

from the Sustainable Landscapes Brazil project (?, ?, ?, ?) (total of 817 0.25− ha plots).385

For each plot, we determined the expected relative proportion of each PFT p (early-386

successional, ETR; mid-successional, MTR; and late-successional, LTR) as a function of387

height (qp(h)) and the associated profile of return heights and built a look-up table. The388
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normalized profile of each column was compared with the normalized profile of all plots389

in the look-up table using the Kolmogorov-Smirnov test, and the least dissimilar profile390

found in the look-up table was used to determine the relative proportion of PFTs in the391

column of interest (Figure S19c).392

S4.2. Statistical models for plot-level properties

For the second step (Figure 2, Box 2), we developed parametric statistical models that393

related summary metrics describing the distribution of return heights with four plot-level394

properties (D ≥ 10 cm): aboveground biomass carbon density (ABCD, kgC m−2), basal395

area (BA, cm2 m−2), (maximum, allometry-based) leaf area index (LAI, m2
Leaf m−2), and396

stem number density (ND, m−2). Similar to Step 1 (Section S4.1), we considered again all397

plots that were entirely within the areas surveyed by airborne lidar (total of 817 0.25−ha398

plots, Section 4). For each plot-level property, we selected the most informative yet simple399

model using the subset selection of regression method method (?, ?). Additionally, we400

only considered models that did not show strong signs of multicollinearity, quantified401

by the variance inflation factor (VIF < 4). The selected model was fitted assuming402

heteroskedastic distribution of residuals (?, ?, ?). Field inventory above-ground biomass403

was determined using the same models as in ? (?). Individual-based maximum leaf404

area was determined using an allometric model derived from the Biomass And Allometry405

Database (BAAD; ?, ?) and presented in Section S4.3.406

We obtained the following models:407

ABCDALS = 0.132+0.072
−0.045 µ

1.59+0.14
−0.14

h

+EN

[
µ = 0, σ = 0.95+0.35

−0.25 ABCD
0.49+0.15

−0.13

ALS

]
, (S37)
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BAALS = 1.81+1.19
−0.65 exp

[
−5.77+1.19

−0.94 f1−2.5

]
h

0.85+0.12
−0.15

75

+EN

[
µ = 0, σ = 1.45+1.54

−0.39 BA
0.39+0.16

−0.26

ALS

]
, (S38)

LAIALS = 0.37+0.33
−0.13 exp

[
−5.8+1.7

−2.0 f1−2.5

]
µ

0.91+0.12
−0.20

h

+EN

[
µ = 0, σ = 0.462+0.141

−0.045 LAI
0.49+0.14

−0.22

ALS

]
, (S39)

NDALS = 0.0337+0.0053
−0.0083 exp

[
−8.5+2.0

−1.8 f1−2.5 + 0.77+0.31
−0.17 F7.5

]
+EN

[
µ = 0, σ = 0.038+0.069

−0.027 ND
0.37+0.26

−0.40

ALS

]
, (S40)

where f1−2.5 is the fraction (range 0.0− 1.0) of returns coming from the layer between 1408

and 2.5 m; F7.5 is the fraction (range 0.0 − 1.0) of returns from above 7.5 m; h75 is the409

third quartile of the distribution of return heights; and µh is the mean of the distribution410

of return heights. Numbers after the coefficients are the 68% range (equivalent to ±1σ if411

the distribution was Gaussian) of 1000 replicates using a nested bootstrap sampling. We412

separated the plots by study regions, then for each replicate, we first randomly selected413

which study regions to include in the model fitting stage, then randomly selected plots414

from the these regions. Plots from regions excluded from the model fitting stage were415

used for cross-validation.416

The fitted models for ABCD, BA, and LAI showed similar-quality fits, and both ex-417

plained over 70% of the inventory-plot variance (Table S4), whereas the model for ND418

explained 64% of the observed variance (Figure S20c; Table S4). Cross-validation assess-419

ment show that all fitted models are robust: models show similar fraction of unexplained420

variance, and none of them are significantly biased (Figure S20; Table S4).421
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S4.3. Plot-specific scaling factors and absolute cohort demography

For the third step of this approach (Figure 2, box 3), the unscaled profiles obtained in

step 1 were calibrated using the stem number density (ND), basal area (BA) and above-

ground biomass carbon density (ABCD) estimated from the parametric models developed

in step 2. First, we obtain the unscaled leaf area index of each cohort layer i (Λ?
i ):

Λ?
i =

∫ h+i

h−i

λ? (h) dh, (S41)

where
(
h−i ;h+

i

)
are the lower and upper bounds of the discrete layer associated with

cohort i (Figure S19). We then estimated the unscaled stem number density of cohort i

(n?i , m−2) following the same approach by ? (?), which assumes that the leaf area index

is directly proportional to n?i , and individual leaf area (Li, m2
Leaf plant−1), assumed to be

a function of the tree size:

n?i =
1

Li (Di, Hti)
Λ?
i , (S42)

where Di (cm) is the diameter at breast height, and H (m) is the tree height. Neither422

Li nor Di can be directly retrieved by airborne lidar, therefore we developed allometric423

equations based on available data. To be consistent with the ED-2.2 simulations, we used424

the allometric equations for height and individual leaf area described in Supplement S3.1.425

The unscaled stem number density of each cohort (n?i ) is obtained by substituting426

Equations (S2) and (S1) into Equation (S42):427

n?i = ν1H
ν2 Λ?

i , (S43)

ν1 =
1

`1 d
2 `2
1

, (S44)

ν2 = − (2 d2 + 1) `2. (S45)
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Once all n?i values are determined, it is possible to derive unscaled, column-aggregated428

values of aboveground biomass carbon density (ABCD?), basal area (BA?) and stem429

number density (ND?):430

ABCD? =
I∑
i=1

(
n?i fC a1

{
ρp(i) [D (H)]2 H

}2
)
, (S46)

BA? =
I∑
i=1

{
n?i
π

4
[D (H)]2

}
, (S47)

LAI? =
I∑
i=1

{n?i Λ?
i }, (S48)

ND? =
I∑
i=1

n?i , (S49)

where I is the total number of cohorts in the analyzed column, (ρETR; ρMTR; ρLTR) =431

(0.450; 0.615; 0.790) g cm−3 are the wood density values for each PFT p(i), and (a1; a2)432

= (0.0673; 0.976) are the empirical coefficients from the pantropical allometric equa-433

tion developed by ? (?). The unscaled values are compared with the properties esti-434

mated using the statistical model using airborne-lidar metrics (Section S4.2), denoted by435 (
ND�; BA�; LAI�; ABCD�

)
:436

eA =
ABCD�

ABCD? , (S50)

eB =
BA�

BA? , (S51)

eL =
LAI�

LAI?
, (S52)

eN =
ND�

ND? , (S53)

where (eA; eB; eL; eN) are the scaling factor that would match the estimates from the

third step with estimates from the first step. The minimum overall error when taking all

variables into account can be determined from the global minimum of function S based
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on the weighted least squares:

S(e) =
wA (e− eA)2 + wB (e− eB)2 + wL (e− eL)2 + wN (e− eN)2

wA + wB + wL + wN
, (S54)

where (wA;wB;wL;wN) = (0.279; 0.251; 0.292; 0.177) are the weights of ABCD, BA, LAI,

and ND, respectively, and are proportional to the inverse of the fraction of unexplained

variance for the full model (Table S4). The scaling factor e that minimizes can be deter-

mined analytically:

e =
wA eA + wB eB + wL eL + wN eN

wA + wB + wL + wN
, (S55)

which is equivalent to the weighted average of the scaling factors. The scaled number437

density of each cohort i is then assumed to be ni = e n?i .438

S4.4. General scaling factor

The scaling factor in step 3 (Equation S55) could be obtained for any airborne lidar439

column, as it only relies on the local vertical profile of returns (Section S4.1) and statistical440

models based on airborne lidar metrics (Equations S37–S40). However, the statistical441

models (Equations S37–S40) are based on plots with D ≥ 10 cm, which is relatively high442

for the most degraded forests. Consequently, the statistical models cannot fully constrain443

the leaf area density profiles at the most degraded forests, because the return energy444

above 11 m (equivalent to D ≥ 10 cm) may represent a small fraction of the return energy.445

To overcome this limitation introduced by the lack of small trees in our forest inventory446

data set, we sought to define a characteristic scaling factor that could be applied to all447

lidar scenes. To do so, we used the results from the regional cross validation at all sites448

(Table S2) to analyze the distribution of scaling factors e. The distribution of factors449

from all the plots are shown in Figure S21. The distribution has a well-defined peak, and450
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the mode of the global distribution is close to the median value e50 = 1.357. Although451

the distribution of factors vary by each site (Figure S21b), for simplicity we used a single452

factor equivalent to the median at all sites.453
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Figure S1. Assessment of basal area by plant functional types (PFTs), for different study

regions and degradation levels. Plant functional types are early-successional tropical tree (ETR),

mid-successional tropical tree (MTR) and late-successional tropical tree (LTR). Grey bars are

obtained from forest inventory plots, and blue bars are obtained from the airborne lidar ini-

tialization using a 612-fold regional cross-validation (i.e. excluding all plots from region in the

calibration stage). Whiskers correspond to the standard deviation either across all plots in the

same category (inventory) or across all plots and replicates (lidar). Sites: GYF – Paracou, PRG

– Paragominas, FZN – Feliz Natal, TAN – Tanguro. Disturbance classes: BNx – Burned twice

or more, CL1 – conventional logging (once), LB1 – logged and burned once, LTH – logged and

thinned, RIL – reduced-impact logging, INT – intact.
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Figure S2. Assessment of leaf area index distribution as a function of height for different study

regions and degradation levels. Grey points are obtained from forest inventory plots, and blue

points are obtained from the airborne lidar initialization using a 612-fold regional cross-validation

(i.e. excluding all plots from region in the calibration stage). Bands around points correspond to

the standard deviation either across all plots in the same category (inventory) or across all plots

and replicates (lidar). Sites: GYF – Paracou, PRG – Paragominas, FZN – Feliz Natal, TAN –

Tanguro. Disturbance classes: BNx – Burned twice or more, CL1 – conventional logging (once),

LB1 – logged and burned once, LTH – logged and thinned, RIL – reduced-impact logging, INT

– intact.
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Figure S3. Assessment of airborne lidar initialization for Belterra (BTE). Comparison of (a)

basal area distribution across diameter of breast height (DBH) classes, (b) basal area distribution

among plant functional types (PFTs), and (c) leaf area index distribution as a function of height,

for reduced-impact logging (RIL, the only disturbance type with n > 20 plots in BTE). Plant

functional types are early-successional tropical tree (ETR), mid-successional tropical tree (MTR)

and late-successional tropical tree (LTR). Grey points and bars are obtained from forest inventory

plots, and blue points and bars are obtained from the airborne lidar initialization using a 612-fold

regional cross-validation (i.e. excluding all plots from region in the calibration stage). Bands

around points and whiskers correspond to the standard deviation either across all plots in the

same category (inventory) or across all plots and replicates (lidar).
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Figure S4. Model assessment of gross primary productivity. Fortnightly averages of gross

primary productivity at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact forests;

(c,g) Tanguro (TAN), intact forests; (d,h) Tanguro (TAN), burned forests, initialized with (a-

d) forest inventory plots and (e-h) airborne lidar. Fortnightly averages for both ED-2.2 and

tower estimates were calculated using only hours with available data from the tower, and were

integrated by obtaining the mean diurnal cycle then averaging the mean diurnal cycle to avoid

biases due to data gaps. Bands around the averages correspond to the 95% confidence interval

of the means, obtained through bootstrap. The grey rectangle in the background corresponds to

the average dry season.
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Figure S5. Model assessment of net ecosystem productivity. Fortnightly averages of net

ecosystem productivity at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact forests;

(c,g) Tanguro (TAN), intact forests; (d,h) Tanguro (TAN), burned forests, initialized with (a-d)

forest inventory plots and (e-h) airborne lidar. Positive fluxes mean net uptake. Fortnightly

averages for both ED-2.2 and tower estimates were calculated using only hours with available

data from the tower, and were integrated by obtaining the mean diurnal cycle then averaging

the mean diurnal cycle to avoid biases due to data gaps. Bands around the averages correspond

to the 95% confidence interval of the means, obtained through bootstrap. The grey rectangle in

the background corresponds to the average dry season.
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Figure S6. Model assessment of evapotranspiration. Fortnightly averages of water heat flux

at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact forests; (c,g) Tanguro (TAN),

intact forests; (d,h) Tanguro (TAN), burned forests, initialized with (a-d) forest inventory plots

and (e-h) airborne lidar. Fortnightly averages for both ED-2.2 estimates and tower measurements

were calculated using only hours with available data from the tower, and were integrated by

obtaining the mean diurnal cycle then averaging the mean diurnal cycle to avoid biases due to

data gaps. Bands around the averages correspond to the 95% confidence interval of the means,

obtained through bootstrap. The grey rectangle in the background corresponds to the average

dry season.
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Figure S7. Model assessment of sensible heat flux. Fortnightly averages of sensible heat flux

at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact forests; (c,g) Tanguro (TAN),

intact forests; (d,h) Tanguro (TAN), burned forests, initialized with (a-d) forest inventory plots

and (e-h) airborne lidar. Fortnightly averages for both ED-2.2 estimates and tower measurements

were calculated using only hours with available data from the tower, and were integrated by

obtaining the mean diurnal cycle then averaging the mean diurnal cycle to avoid biases due to

data gaps. Bands around the averages correspond to the 95% confidence interval of the means,

obtained through bootstrap. The grey rectangle in the background corresponds to the average

dry season.
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Figure S8. Model assessment of outgoing shortwave radiation. Fortnightly averages of

outgoing shortwave radiation at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact

forests; (c,g) Tanguro (TAN), intact forests; (d,h) Tanguro (TAN), burned forests, initialized

with (a-d) forest inventory plots and (e-h) airborne lidar. Fortnightly averages for both ED-2.2

estimates and tower measurements were calculated using only hours with available data from

the tower, and were integrated by obtaining the mean diurnal cycle then averaging the mean

diurnal cycle to avoid biases due to data gaps. Bands around the averages correspond to the

95% confidence interval of the means, obtained through bootstrap. The grey rectangle in the

background corresponds to the average dry season.
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Figure S9. Model assessment of outgoing longwave radiation. Fortnightly averages of outgoing

longwave radiation at (a,e) Paracou (GYF), intact forest; (b,f) Belterra (BTE), intact forests;

(c,g) Tanguro (TAN), intact forests; (d,h) Tanguro (TAN), burned forests, initialized with (a-d)

forest inventory plots and (e-h) airborne lidar. Fortnightly averages for both ED-2.2 estimates

and tower measurements were calculated using only hours with available data from the tower,

and were integrated by obtaining the mean diurnal cycle then averaging the mean diurnal cycle

to avoid biases due to data gaps. Missing fortnightly periods at BTE did not have sufficient

measurements to characterize the entire diurnal cycle. Bands around the averages correspond to

the 95% confidence interval of the means, obtained through bootstrap. The grey rectangle in the

background corresponds to the average dry season.
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Figure S10. Multi-decadal average daytime ground temperate as a function of region and

degradation. Monthly means of ground temperature (1980–2016), simulated by ED-2.2 and

driven by MERRA-2 and MSWEP-2.2 for (a) Paracou (GYF), (b) Belterra (BTE), (c) Paragom-

inas (PRG), (d) Feliz Natal (FZN), and (e) Tanguro (TAN), aggregated by degradation history

(lines). Grey rectangles in the background correspond to the average dry season.
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Figure S11. Monthly mean daytime gross primary productivity as a function of region

and local (patch) aboveground biomass. Monthly averages correspond to the 1980–2016 period,

simulated by ED-2.2 for (a) Paracou (GYF), (b) Belterra (BTE), (c) Paragominas (PRG), (d)

Feliz Natal (FZN), and (e) Tanguro (TAN), and the y axis corresponds to the aboveground

biomass for each patch, linearly interpolated for visualization. White areas are outside the range

of biomass of each region and thus excluded.
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Figure S12. Variability of evapotranspiration (ET) as a function of local (patch) aboveground

biomass (AGB). Scatter plot of AGB (x axis) and water flux (y axis) at sites (a,d) Paracou

(GYF), (b,e) Paragominas (PRG), (c,f) Feliz Natal (FZN), for (a-c) the peak of wet season —

May (GYF), March (PRG), and February (FZN) — and (d-f) peak of dry season — October

(GYF and PRG), and August (FZN). Each point represents the 1980–2016 average ET of each

patch solved by ED-2.2; point shapes correspond to the disturbance history, and point colors

represent the time between the last disturbance (undetermined for intact forests) and lidar data

acquisition. Curves correspond to non-linear least squares fits of the most parsimonious function,

defined from Bayesian Information Criterion (?, ?), between shifted exponential or shifted Weibull

functions.
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Figure S13. Leaf area index as a function of aboveground biomass. Scatter plot shows the

leaf area index (x axis) and aboveground biomass (y axis) for each simulated patch across all

regions. Density cloud (background color) was produced through a bi-dimensional kernel density

estimator; points are the averages used to generate each density cloud. Color ramps (logarithmic)

range from 0.1− 100% of the maximum computed scale.
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Figure S14. Response of the carbon and energy cycle components across a forest degradation

gradient and drought severity in Paragominas (PRG). Selected components: (a) gross primary

productivity, (b) daytime ground temperature, (c) sensible heat flux, and (d) outgoing longwave

radiation. Points correspond to the median value of 12-month running averages, aggregated into

40 quantiles along the range of maximum cumulative water deficit (MCWD). Bands around the

points correspond to the 95% range within each MCWD bin. Top panels are the absolute value

for intact forests, and bottom panels are the absolute difference between degraded and intact

forests. Background shades denote the MCWD anomaly: light grey – 68% range around the

median (dot-dash vertical line); intermediate grey – 95% range; dark grey – anomalies exceeding

the 95% range.
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Figure S15. Flammable area as a function of degradation history and drought length (number

of consecutive months with water deficit in excess of 20 mm) for regions (a) Paracou (GYF), (b)

Belterra (BTE), (c) Feliz Natal (FZN), and (d) Tanguro (TAN). Points correspond to the median

value of 12-month running averages, aggregated into quantiles along the drought length. Bands

around the points correspond to the 95% range within each drought length bin. Top panels

are the absolute value for intact forests, and bottom panels are the absolute difference between

degraded and intact forests. Background shades denote drought-length classes used in the text:

seasonal (light gray, less than 12 months); severe (intermediate gray, 12–36 months); extreme

(dark grey; more than 36 months).
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Figure S16. Fit of the allometric equations developed for the airborne lidar initialization and

for ED-2.2 simulations. (a) Diameter at breast height (D) as a function of tree height (H); line

corresponds to the standardized major axis equation defined by Equation (S1). (b) Individual

leaf area (L) as a function of size (D2H). Shaded background corresponds to the density of

observed points. The results of the binned sampling with the lowest root mean square error are

also shown: blue dots correspond to the binned sampled points used for the model fitting, black

lines are the fitted model, and the goodness-of-fit metrics for the cross validation are shown for

reference.
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Figure S17. Scatter plots of (a) maximum electron transport rate at 25◦C (Jmax
25 ) and (b) triose

phosphate utilization rate (ETP) as functions of maximum carboxylation rate at 25◦C (Cmax
c25 ).

Data were pooled from ? (?). The slopes ε′J and εE were obtained by fitting standardized major

axes (SMA) and imposing zero intercept. The number of points (N), the slope of the SMA line

(ε′J and εE, respectively), and the R2 for the SMA curve are also shown for reference.
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Figure S18. Scatter plots of trait relationships obtained from multiple studies and trait data

bases, including GLOPNET and TRY (?, ?, ?, ?, ?, ?, ?, ?, ?, ?). (a) Wood density and leaf

turnover rate; and specific leaf area (SLA) against (b) leaf turnover rate; (c) leaf carbon:nitrogen

ratio; and (d) mass-based maximum carboxylation capacity. For panel (a), values were aggregated

to species to increase sample size, otherwise individual measurements were used. Black line is

the fitted standardized major axes, and the equations along with the number of points (n) and

squared correlation (R2) are shown for reference. Values for each PFT are shown in the plot for

reference. Grasses are included, but their fitted relationship were carried out separately for the

relationships shown in panels (b) and (d).
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Figure S19. Example of how cohorts are obtained from the vertical distribution of returns,

from one 50× 50 m column at Paracou (GYF). (a) Thin lines: vertical profiles of return counts

(Xv; Eq. S26); dot-dashed lines: waveform function (Ev; Eq. S25); thick lines: leaf area density

(λ?; Eq. S30). (b) Discrete layers based on the curve features of leaf area density (thick line);

Circles are the local maximum points and crosses are the saddle points. Discrete cohort layers are

shown in alternate background shades. (c) Plant functional type (PFT) and cohort attribution.

Cohorts are defined by the cohort layers, and further split by the existing PFTs in each layer.

The unscaled leaf area index of each cohort is defined by the integral of the curve between each

discrete layer and within each plant functional group. Black rectangles near ground are the

bottom layer that is excluded from the cohort attribution.
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Figure S20. Comparison between forest inventory and airborne-lidar estimates of plot-level

properties. (a) aboveground biomass carbon density (ABCD), (b) Basal area (BA), (c) (maxi-

mum, allometry-based) leaf area index and (d) stem number density (ND). For the airborne-lidar

estimates, we show the average results from cross-validation: for each plot, we averaged all repli-

cates which did not include the plot region in the model training step. Bars correspond to the 95%

range of cross-validation predictions. Median bias, root mean square error (RMSE) and adjusted

coefficient of determination (R2
adj) for cross-validation predictions are shown for reference.
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Figure S21. Statistics of the scaling factor e (Equation S55). (a) Histogram of e obtained

from all plots and realizations of the regional cross-validation; the x axis was truncated at
√

10 to

improve legibility, and the number of replicates exceeding this threshold is shown in the last bar

of the histogram. (b) Violin plots for the five study regions: GYF – Paracou, BTE – Belterra,

PRG – Paragominas, FZN – Feliz Natal, TAN – Tanguro; dot-dashed line represents the median

(e50 = 1.357) used as the general scaling factor. The distribution was also truncated at
√

10, and

the density function at the largest values along the y axis includes all values that exceed
√

10.
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Table S1. Summary of model evaluation for eddy covariance tower sites Paracou (GYF)

– Intact, Belterra (BTE) – Intact, Tanguro (TAN) – Intact, and Tanguro (TAN), Burned. In

all cases, we only used daily averages for those days without gaps in tower observations or

estimates. The following metrics are presented: number of daily averages observations (N), bias,

root mean square error (RMSE), mean absolute error (MAE), Pearson’s correlation coefficient

(r). Units for bias, RMSE and MAE are presented in brackets; other metrics are dimensionless.

Variable Metric
Paracou (GYF), Intact Belterra (BTE), Intact Tanguro (TAN), Intact Tanguro (TAN), Burned
Inventory Lidar Inventory Lidar Inventory Lidar Inventory Lidar

Gross Primary
Productivity[
kgC m−2 yr−1

] N 2305 2305 884 884 262 262 245 245
Bias 0.102 0.316 -0.104 0.313 -0.046 0.394 0.296 0.242
MAE 0.395 0.476 0.430 0.497 0.673 0.781 0.622 0.575
RMSE 0.514 0.602 0.529 0.607 0.803 0.976 0.725 0.677
r 0.832 0.826 0.498 0.528 0.506 0.478 0.455 0.501

Net Ecosystem
Productivity[
kgC m−2 yr−1

] N 2305 2305 884 884 262 262 245 245
Bias -0.555 -1.719 -0.647 -1.287 -0.745 -0.834 0.149 0.0824
MAE 1.04 1.98 0.96 1.46 1.22 1.31 1.03 0.971
RMSE 1.18 2.27 1.13 1.72 1.56 1.60 1.31 1.26
r 0.407 0.299 0.476 0.489 0.494 0.514 0.574 0.577

Evapotranspiration[
mm day−1

] N 3001 3001 932 932 539 539 603 603
Bias -0.0077 0.117 0.374 0.541 0.687 0.825 -0.0622 0.174
MAE 0.45 0.47 0.58 0.65 0.89 1.17 0.90 0.86
RMSE 0.57 0.58 0.74 0.82 1.08 1.32 1.18 1.13
r 0.820 0.820 0.767 0.793 0.722 0.681 0.453 0.476

Sensible heat flux[
W m−2

] N 2064 2064 930 930 291 291 324 324
Bias 0.46 -1.16 17.7 16.9 6.84 6.38 11.2 11.0
MAE 7.49 7.51 17.9 17.0 12.9 13.4 18.3 17.8
RMSE 9.49 9.42 20.2 19.3 16.7 19.0 21.1 20.5
r 0.864 0.866 0.767 0.783 0.811 0.754 0.808 0.821

Outgoing
shortwave
radiation[
W m−2

]
N 3784 3784 158 158 1039 1039 1318 1318
Bias 2.182 1.807 0.297 0.067 -0.173 -0.298 0.167 0.280
MAE 2.34 2.04 1.24 1.23 2.80 2.85 1.83 1.81
RMSE 2.70 2.41 1.70 1.68 3.43 3.51 2.23 2.20
r 0.970 0.969 0.932 0.932 0.873 0.868 0.940 0.940

Outgoing
longwave radiation[
W m−2

] N 3943 3943 396 396 1039 1039 1318 1318
Bias 13.1 11.8 23.9 21.4 25.5 24.8 -5.6 23.9
MAE 13.1 11.8 23.9 21.4 25.5 24.8 7.6 23.9
RMSE 14.3 13.0 24.9 22.2 26.6 26.6 9.4 25.2
r 0.647 0.658 0.938 0.938 0.891 0.863 0.889 0.889
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Table S3. Configuration and parameters used in the simulations and described in Text S2.

For parameters that are specific to each plant functional type (PFT), we use the format (xC4G;

xETR; xMTR; xLTR), for C4 grasses, early-, mid-, and late-successional tropical trees, respectively.

Process Method

Integration scheme 4th order Runge-Kutta

Soil bottom boundary condition Free drainage

Leaf phenology Evergreen

Parameter Value Units

Biophysics time step 240 s

Number of soil layers 16 —

Depth of the deepest soil layer 10.50 m

Depth of the shallowest soil layer 0.04 m

Biomass:carbon ratio (β, all tissues) 2.0 kg kgC−1

Fine-root:leaf ratio (qR) 1.0 kgRoot kg−1
Leaf

Empirical parameter (ηc; Equations S7 and S8) 0.886 —

Leaf (ηc; Equations S7 and S8) 0.886 —

Leaf:sapwood area ratio (AL:S , Equation S7) 13513 m2
Leaf m−2

Sapwood

Leaf:bark area ratio (AL:B , Equation S8) 292523 m2
Leaf m−2

Bark

Aboveground fraction (fAG) 0.7 —

Curvature parameter (ϕ) 0.7 —

Quantum yield of photosystem II (γPSII) 0.85 —

Q10 factor for carboxylation (QV ) 2.43 —

Q10 factor for electron transport (QJ ) 1.81 —

εJ – Equation (S23) 1.766 —

εTP – Equation (S24) 0.110 —

Parameter fc – Equation (S19) 0.3 —

Parameter fh – Equation (S19) 0.6 —

Parameter Tc – Equation (S19) 288.15 K

Parameter Th – Equation (S19) 310.65 K

PFT-dependent parameter Value Units

Wood density ( –; 0.45; 0.62; 0.79) g cm−3

Bark density ( –; 0.44; 0.46; 0.45) g cm−3

Specific leaf area ( 27.6; 26.2; 19.7; 14.6) m2
Leaf kgC−1

Leaf turnover rate ( 2.00; 1.56; 0.80; 0.40) yr−1

Maximum carboxylation rate (V max
c15 ) ( 21.2; 20.3; 17.3; 14.6) µmol m−2 s−1

Leaf carbon:nitrogen ratio ( 21.2; 22.1; 28.0; 36.0) kgC kgN−1
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Table S4. Summary goodness-of-fit statistics for fitted models for above-ground biomass

carbon density (ABCD), basal area (BA), (maximum, allometry-based) leaf area index (LAI)

and stem number density (ND), both for the full model (Full ; all plots used for calibration)

and the cross-validation (X-Val ; the median statistics obtained from 1000 hierarchical bootstrap

replicates (goodness-of-fit were assessed from plots in regions not included in the model training

stage). The 68% range (equivalent to ±1σ if the distribution was Gaussian) relative to the

median is also shown. Bias, mean absolute error (MAE) and root mean square error (RMSE)

are show in percentage relative to the average value of all plots (inventory-based), to simplify

comparison across properties. The other statistics are: adjusted coefficient of determination

(R2
adj); Kolmogorov-Smirnov statistics (DKS) and p-value (pKS).

Statistics

ABCD BA LAI ND

Full X-Val Full X-Val Full X-Val Full X-Val

%Bias 0.0 1.5+5.5
−5.6 0.0 0.4+6.5

−7.4 0.0 2.4+5.8
−12.6 0.0 0.5+6.3−6.1

%MAE 17.8 18.9+4.2
−3.1 15.8 17.5+4.5

−3.0 15.7 18.4+3.0
−2.6 18.2 20.7+2.7

−4.1

%RMSE 25.2 26.6+5.4
−4.9 20.9 23.1+3.9

−3.9 20.7 23.3+3.2
−2.8 24.1 26.7+3.1

−5.1

R2
adj 0.779 0.706+0.080

−0.209 0.754 0.66+0.10
−0.30 0.79 0.63+0.13

−0.27 0.65 0.50+0.18
−0.34

DKS 0.049 0.120+0.068
−0.045 0.086 0.151+0.078

−0.052 0.087 0.172+0.158
−0.062 0.18 0.20+0.10

−0.06

pKS 0.28 0.066+0.363
−0.065 0.005 0.018+0.245

−0.018 0.004 0.013+0.230
−0.013 0.0000 0.0017+0.0628

−0.0017
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