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Abstract14

Geodynamic codes have become fast and efficient enough to facilitate sensitivity anal-15

ysis of rheological parameters. With sufficient data, they can even be inverted for. Yet,16

the geodynamic inverse problem is often regularized by assuming a constant geometry17

of the geological setting (e.g. shape, location and size of salt diapirs or magma bodies)18

as parameterization of complex 3D shapes involves too many parameters. A common19

solution of this issue is the approximation of irregular bodies with simple shapes like boxes,20

spheres or ellipsoids. Here, we present a simple and intuitive method to parameterize21

complex 3D bodies and incorporate them into geodynamic inverse problems. The ap-22

proach can automatically create an entire ensemble of initial geometries, enabling us to23

account for uncertainties in imaging data. Furthermore, it allows us to investigate the24

sensitivity of the model results to geometrical properties and facilitates inverting for them.25

We demonstrate the method with two examples. A salt diapir in an extending regime26

and free subduction of an oceanic plate under a continent. In both cases, small differ-27

ences in the model's initial geometry lead to vastly different results. Be it the formation28

of faults or the velocity of plates. Using the salt diapir example, we demonstrate that,29

given an additional geophysical observation, we are able to invert for uncertain geomet-30

ric properties. This highlights that geodynamic studies should investigate the sensitiv-31

ity of their models to the initial geometry and include it in their inversion framework.32

We make our method available as part of the open-source software geomIO.33

Plain Language Summary34

Computer models of geological settings have become a popular tool of research. They35

require the user to provide information on where the different geological units (rock lay-36

ers, salt domes, magma bodies etc.) start and end as well as material parameters like37

density and strength of the units. As many of these input parameters are not well known,38

a lot of studies run multiple simulations with different parameter combinations to inves-39

tigate the influence the individual parameters and their uncertainties have. However, the40

initial geometry often remains fixed as it is difficult to describe with only few parame-41

ters and therefore unrealistic to vary. Here, we present a new method to describe and42

manipulate the geometry of geological units with a small number of parameters. This43

allows us to also vary the initial geometry and investigate how the model results depend44

on it. We apply our method to a salt diapir and a subduction zone to demonstrate the45
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impact of initial geometry on the simulation results. To make our method available to46

the community, we implement it as a tool into geomIO, an open-source software pack-47

age to generate initial geometries for geodynamic models.48
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1 Introduction58

Numerical modeling has become a powerful tool to investigate how different me-59

chanical and thermodynamical parameters influence and control geological systems such60

as orogens, subduction zones, magmatic systems, basins and other terrestrial bodies (Baumann61

et al., 2014; Baumann & Kaus, 2015; Ratnaswamy et al., 2015; Reuber et al., 2018). With62

the help of observations, we can constrain rheology, density and thermal properties of63

geological units with forward and inverse approaches. The initial geometry of the model64

is, however, usually treated as a constant and not included in the parameter variation.65

This is because creating the initial geometry is, especially in three dimensions (3D), a66

time consuming process and parameterization is difficult if the shapes of the individual67

units are more complex than simple geometric bodies such as planes, boxes, spheres or68

ellipsoids. While material parameters can be defined with a small amount of numeric val-69

ues, geometry is a large collection of coordinates. Because of that, many modeling stud-70

ies do not only have to ignore the uncertainties that are associated with the initial ge-71

ometry but also lose the ability to investigate the influence of the initial geometry on the72

model results.73
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Previous studies have tackled this problem in various ways. The open-source soft-74

ware package GemPy (e.g. Varga et al., 2019; Schaaf et al., 2021) allows the creation of75

interfaces like layered rock units or faults and supports the analysis of uncertainties. Sevilla76

et al. (2020) use the control points of NURBS surfaces for flexible closed 3D shapes. Galley77

et al. (2020) present the SGI method that directly varies the coordinates of certain sur-78

face vertices. The authors also provide an extensive overview over previous studies that79

find different ways of parameterizing the geometry of geological settings. A common is-80

sue of these approaches is the large number of parameters leading to an expensive in-81

version process and/or unintuitive nature of the parameters.82

Here, we present a simple and intuitive method to manipulate complex 3D bod-83

ies (e.g. salt domes, magma bodies, subducting slabs) with a small number of numer-84

ical parameters. The method is implemented as a tool in the open-source package ge-85

omIO (Bauville and Baumann (2019), https://bitbucket.org/geomio/geomio) which al-86

lows for the creation of 3D initial geometric setups with vector graphic editors like Inkscape87

and is fully compatible with the thermomechanical code LaMEM (Kaus et al., 2016). This88

facilitates the inclusion of geometric uncertainties in geodynamic modeling and enables89

us to invert for geometric properties of subsurface geological features. In the following90

sections, we present the method and apply it to 2 different geological scenarios. (i) Seis-91

mic imaging of a salt daipir is associated with uncertainties regarding its horizontal and92

vertical extent. By modeling this diapir in an extending regime, we show that different93

initial geometries that lie within the uncertainty of the imaging study lead to significantly94

different faulting patterns. We identify which parts of the diapir’s geometry have the largest95

influence on the developing faults. Using a synthetic observation, we demonstrate that96

it is possible to invert for the initial geometry of the diapir. (ii) We model free subduc-97

tion of an oceanic plate underneath a continent and investigate the dependence of the98

velocities of both plates on the initial dip angle of the subducting slab. We also track99

the evolution of the dip angle as the plate subducts and compare the results to natural100

observations.101

2 Methods102

As the definition of any complex 3D shape requires a large number of coordinates,103

our method always needs a reference model or starting geometry, which may have any104

level of complexity. We then create parameters which describe a transformation of this105
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reference model into a different shape. Section 2.1 describes our general transformation106

algorithm applicable to any shape, and section 2.2 shows an example of how it can be107

used to transform a sphere into a more complex shape. Section 2.3 shows how the method108

can be adapted for a subduction setting.109

2.1 Transformation Algorithm110

2.1.1 Scaling Parameters111

To manipulate the reference geometry, we compute the intersection of the 3D body112

with a finite number of horizontal planes. In a second step, we select a subset of the re-113

sulting two-dimensional (2D) polygons (red in Figure 1a), which are referred to as con-114

trol polygons. For each of the control polygons (Pi) we define two scaling parameters115

(Sxi and Syi) and compute scaling parameters for all other polygons in the following116

manner:117

(i) Polygons below the lowermost control polygon copy its scaling parameters.118

(ii) The scaling parameters of polygons between two control polygons are linearly in-119

terpolated between those of the control polygons.120

(iii) Polygons above the uppermost control polygon copy its scaling parameters.121

To achieve a homogeneous transformation in the horizontal plane, Sxi must equal122

Syi which reduces the number of necessary parameters to one per control polygon. Fi-123

nally, there is a single parameter (Sz) to transform the body in the vertical direction.124

2.1.2 Vertical Scaling125

To scale the body in the vertical direction, the spacing between the polygons is mul-126

tiplied by the vertical scaling parameter (Sz):127

zi,new = (zi − zref ) ∗ Sz + zref (1)

Where zi is the vertical coordinate of the polygon and zref is the reference depth of ver-128

tical scaling. If Sz > 1, the body is vertically extended, if Sz < 1, the body is shrunk.129

zref should be chosen in dependence of the object to be transformed. For shapes like magma130
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or ore bodies that are not bound to another unit, it makes sense to use the body’s cen-131

ter of mass while for a salt diapir, its base is more appropriate.132

2.1.3 Horizontal Scaling133

To scale the body in the two horizontal directions, the following steps are applied134

to each polygon individually. First, we compute the position of the polygon’s center of135

mass and transform the coordinates of all nodes on the polygon to be relative to it:136

(
~xi
′ ~yi

′
)

=

(
~xi ~yi

)
−


xic yic

...

xic yic

 (2)

Where ~xi
′ and ~yi

′ are vectors containing the relative coordinates of the nodes of the poly-137

gon, ~xi and ~yi are vectors containing the absolute coordinates of the nodes and xic and138

yic are the absolute coordinates of the polygon’s center of mass. Then, all x-coordinates139

are multiplied by Sxi and all y-coordinates by Syi. Lastly, the coordinates are transformed140

back into absolute values:141

(
~xi,new ~yi,new

)
=

(
~xi
′ ~yi

′
)
∗

Sxi 0

0 Syi

+


xic yic

...

xic yic

 (3)

If Sxi > 1, the polygon extends in x-direction and if Sxi < 1, the polygon shrinks.142

The same is true for Syi and the y-direction.143

2.1.4 Additional Options144

Equations 1 - 3 are the core of our method and sufficient to describe all operations145

used in the following example and the application in section 3.1. Supplementary text S1146

describes additional options that we implemented.147

2.2 Example148

For the sake of convenient visualization, we choose a sphere as our reference model.149

We represent the sphere with 21 equally spaced, horizontal polygons (Figure 1a) but the150

–6–



manuscript submitted to Geochemistry, Geophysics, Geosystems

number of plain intersections is arbitrary. Polygons 13, 15 and 19 are chosen to be con-151

trol polygons (red in Figure 1a) and for each one we set the parameters Sx and Sy (red152

in table 1). The other scaling parameters are then computed according to section 2.1.1153

and used to transform the sphere in Figure 1a into the shape shown in Figure 1b. As154

we did not specify a vertical scaling parameter Sz, the body does not change its height.155

Figure 1c shows another example using the same parameters of table 1 with Sz = 0.6.156

The procedure can be imagined as pulling (S > 1) or pinching (S < 1) a rub-157

ber object at the locations of the control polygons. The only difference being, that the158

top and bottom of the object are not fixed but deform together with the closest control159

polygon. To keep top or bottom fixed, simply make the first (bottom) or last (top) poly-160

gon a control polygon with S = 1.161

(a) (b) (c)

Figure 1. Illustration of 3D bodies as a set of 2D polygons. The three red slices are the con-

trol polygons which are used to transform the body. (a) Reference model sphere represented as

horizontal polygons. (b) Sphere from 1a after transformation with the scaling parameters of table

1. (c) Sphere from 1a after transformation with Sz = 0.6 and the scaling parameters of table 1.

2.3 Subduction Zones162

Subduction zones are frequently investigated in geodynamic modeling studies. A163

central element is the orientation and location of the subducting slab. In this case, it is164

more convenient to represent the subducting plate as a collection of vertical polygons165

(Figure 2). We automatically detect the polygon nodes that make up the slab part (red166

in Figure 2b) and rotate them by angle θ to change the subduction angle (blue in Fig-167

ure 2b). For 3D slabs that dip obliquely to the orientation of the coordinate system (Fig-168

ure 2a), we first detect the direction of dip and recalculate θ′ in the plane of the poly-169

gons so that the entire slab is rotated correctly. Additional rotation centers can also be170
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Table 1. Scaling parameters used to transform the sphere in Figure 1a into the shapes in

Figures 1b,c. Note that the polygon numbering goes from the bottom to the top. Only the red

numbers are free parameters that need to be chosen. The black numbers are generated automati-

cally, depending on the red ones.

Polygon Sx Sy

21 0.50 0.90

... 0.50 0.90

19 0.50 0.90

18 0.45 0.83

17 0.40 0.75

16 0.35 0.68

15 0.30 0.60

14 0.90 0.80

13 1.50 1.00

... 1.50 1.00

1 1.50 1.00

placed anywhere along the slab to bend the deeper parts (Figure S3). This can be use-171

ful when the dip of the slab is well constrained close to the surface but changes at depth172

like along the west coast of South America.173

Subduction setups often require a weak zone of elevated temperature, lowered vis-174

cosity or lowered yield strength to facilitate slip of the slab along the overriding plate.175

We automatically generate a weak zone of desired thickness following the curvature of176

the slab from the surface to a desired depth (green in Figure 2). Likewise, we can au-177

tomatically add oceanic crust of desired thickness to the top of the slab (light blue in178

Figure 2).179

3 Applications180

In this section, we present two examples of applications to geological scenarios. Sec-181

tion 3.1 focuses on fault development associated with a salt diapir in an extending regime,182

including forward simulations and inversion. In section 3.2, we investigate the depen-183
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(a)

Figure 2. (a) 3D Example of a plate, subducting along a curved trench, drawn in geomIO

(red) and an automatically generated variation with reduced subduction angle of 20◦ (blue).

Alongside the variation, we can also automatically generate oceanic crust (light blue) and a weak

zone (green) between slab and overriding plate. Black line shows one of the vertical polygons that

the 3D volume is represented as inside our algorithm and is identical to the red+purple polygon

in 2b. (b) Representation of the plates in 2a as a vertical polygons. Original in red, variation in

blue, crust in light blue and weak zone in green. Purple nodes belong to both versions. Black

cross shows the center of rotation.

dence of plate velocity on the initial dip angle of a subducting plate and the evolution184

of the dip angle. Spang et al. (2021) presents a third application to a magmatic system.185

3.1 Application I: Salt186

Our method is especially useful when constraints from imaging studies are ambigu-187

ous like in the case of the Epsilon diapir in Norway (Jackson & Lewis, 2012). After a seis-188

mic survey, the stem of the diapir was interpreted to be about 300 m wide (green in Fig-189

ure 3) but a drilling survey revealed it to be more than 1 km wide instead. Jackson and190

Lewis (2012) state that the location of the flanks can move hundreds of meters depend-191

ing on the interpretation of the survey. The authors present a tear-drop-shaped post-192

drilling interpretation (dashed purple in Figure 3) of the diapir’s extent but acknowledge193

that most of the margins are still uncertain. Jones and Davison (2014) revisit the data194

on the Epsilon diapir and present a much straighter interpretation (solid purple in Fig-195

ure 3).196
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Here, we use the survey of the Epsilon diapir to show how different initial geome-197

tries, within the range of uncertainty of imaging data, can result in vastly different model198

results. We also demonstrate how geodynamic models with variable initial geometries,199

supported by other observations, can help reduce ambiguity of imaging studies. Figure200

3 shows the reflection profile and various interpretations. Without the information of the201

drilling survey, the red outline could also be a valid interpretation, so we use it as an ini-202

tial guess and reference model for our variations. The dashed yellow lines show the lo-203

cation of four control polygons located at the basis, the thinnest (neck) and thickest (head)204

part of the diapir as well as on the transition from neck to head.205

3.1.1 Faulting Patterns in Dependence of Initial Geometry206

Figure 3. Seismic reflection profile of the Epsilon diapir modified from Jones and Davison

(2014). Green lines show pre-drilling interpretation, dashed purple, post drilling interpretation

of Jackson and Lewis (2012) and solid purple post-drilling interpretation of Jones and Davison

(2014). Red line shows our symmetric initial guess and reference model. Dotted and dashed-

dotted red lines show mirrored variations of red to test the effect of asymmetry. Solid blue line

shows our synthetic ’true’ geometry that we try to fit in section section 3.1.2. Dashed yellow lines

show location of control polygons.
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Using the red outline in Figure 3 as an initial guess or reference model, we create207

about 1500 different diapirs. For each variation, we generate a set of scaling parameters208

(S1 to S4) to be applied at the control polygons as well as one parameter (Sz) to vary209

the height of the diapir. Because it is a 2D example, S1 to S4 are equivalent to Sx1 to210

Sx4 and there are no Sy parameters. We generate the scaling parameters on a regular211

grid within the ranges given in table S3 and add random noise. The reference depth for212

scaling in the vertical direction is the base of the diapir.213

We then model the evolution of each diapir in an extensional geodynamic setting214

for 100 kyrs, using the thermomechanical code LaMEM (Kaus et al., 2016). We employ215

a linear-visco-elasto-plastic rheology and a density contrast of 500 kg m−3. A more de-216

tailed description of the code and the material parameters can be found in supplemen-217

tary text S2.218

From the model output, we binarize the accumulated plastic strain to identify faults219

that developed to accommodate the extension. With the help of principle component220

analysis, we extract preferred orientation (α), length (l), aspect ratio (r) and the loca-221

tion (x, z) of the faults or fault systems. The aspect ratio of faults is computed by tak-222

ing the ratio between the magnitudes of their two principle components (i.e. Eigenval-223

ues).224

3.1.2 Inverting for Geometry225

With a parameterized geometry, it is possible to invert for the unknown structure226

of the diapir with the help of an observable. Using a scaling parameter set of 1.2, 2.0,227

0.8, 0.6 (S1 − S4) and 0.94 (Sz), we produce a synthetic diapir (blue in Figure 3) sim-228

ilar to the interpretation of (Jones & Davison, 2014). We then forward model the evo-229

lution of this diapir in an extensional setting for 100 kyrs which results in a single nor-230

mal fault (Figure 4a). The size, location and orientation of that fault might be visible231

in a seismic study (Juhlin et al., 2010) and could serve as an observable which we can232

use to constrain the diapir geometry through inversion.233

We compare the faults developed by the 1500 variations to our synthetic observa-234

tion (fault in Figure 4a, developed by the blue diapir in Figure 3). After identifying the235

50 best fitting models, we create 8 new variations with similar parameters for each one236

to improve our coverage in the area of low misfit (Sambridge, 1999, Neighborhood al-237
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gorithm). This procedure is commonly used to deal with non-linear and -unique inverse238

problems (e.g. Baumann & Kaus, 2015) and is repeated four times here, yielding a fi-239

nal ensemble of about 3100 variations. After 2 iterations, it was clear that the minimum240

for Sx4 was close to our initial lower bound of 0.5 (table S3) and we relaxed the bound241

to 0.25 for the 3rd and 4th iteration of the neighborhood algorithm.242

Computing a misfit between two geometric observations is not as straight forward243

as comparing numeric outputs and observations. Wijns et al. (2003) used human appraisal244

to rank modeled faulting patterns, while Boschetti et al. (2003) utilized self organizing245

maps to do the same. We compute the misfit of an individual fault pattern, by combin-246

ing some of the geometric properties of the modeled fault and comparing them to our247

synthetic observation:248

Φi =

(√
(|xi| − |xo|)2 + (zi − zo)2

ln
+
||αi| − |αo||

αn
+
|ri − ro|
rn

)
×N (4)

Φi is the misfit of a fault to our synthetic observation. Subscript i corresponds to the249

geometry variation, subscript o to the synthetic observation and subscript n to a nor-250

malization constant for each property. The first term of the right hand side compares251

the location of the fault centers with x corresponding to the lateral and z to the verti-252

cal coordinate. α is the angle between the fault and the horizontal direction and r the253

aspect ratio of the fault. N is the number of faults that develop. We decided to use the254

absolute values of x and α as section 4.1.1 suggests that the side, to which the faults de-255

velop, is not coupled to the geometry. Instead it seems to be related to gridding. ln is256

2 km, a tenth of the model width, αn is 5◦ and rn = ro. These parameters were cho-257

sen to make sure that all three right hand side terms are in the range of 0 to 1 for the258

majority of models. Figure 4 shows how large each of the three terms of equation 4 are259

for 8 selected fault systems.260

3.2 Application II: Subduction261

We use the method introduced in section 2.3 to test the dependence of the plate262

velocity on the initial dip angle (β0) of the attached slab. Using a reference model, dip-263

ping with 60◦, we test 16 variations in the range of 30◦ to 90◦. We use a simple 2D model264

with an oceanic plate of 70 km thickness (corresponding to a thermal age of 30 Myr) sub-265

ducting underneath a continent of 100 km thickness. Both plates are free (i.e. not fixed266
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to the edges of the model) and as we do not prescribe any boundary velocities, the move-267

ment of the plates in entirely driven by the negative buoyancy of the cold slab. We test268

models with a 20 km (4 cells) and 30 km (6 cells) wide weak zone. Supplementary text269

S2 provides more details on the setup and the thermomechanical code we use.270

4 Results271

4.1 Application I: Salt272

4.1.1 Faulting patterns in Dependence of Initial Geometry273

We generated about 1500 different salt geometries and modeled the development274

of faults around them in an extensional environment for 100 kyrs with identical mate-275

rial parameters to investigate the influence of initial geometry on the model results. To276

accommodate the extension, the models start developing faults at the tip of the diapir277

as well as the surface. The faults then grow from the surface downwards or from the dipir278

upwards and eventually connect both (supplementary Figure S4).279

In the majority of cases, the strain then focuses on one of the two directions and280

a single fault forms, taking up most of the deformation. Both sides were preferred in a281

large number of models for all heights of diapirs (Figure 4b,c). In about 25% of the cases,282

the fault did not connect to the center of the diapir, but instead it formed at the edges283

of the diapir top (Figure 4d–h). For some tall diapirs, the deformation did not focus on284

a single fault but was distributed over an area close to the surface (Figure 4e). In some285

cases, one dominant fault formed, but parts of the deformation was also accommodated286

by other parallel and opposite faults (Figure 4g,h). In few cases, two faults formed that287

shared the strain between them (Figure 4f,i).288

By binarizing the plastic strain results, it was possible to automatically detect the289

faults and parameterize them in terms of preferred orientation (α), aspect ratio (r) and290

location (x, y). Figure 5 shows a selection of these geometric fault properties in depen-291

dence of the scaling parameters applied to the diapir. Supplementary Figure S5 shows292

all relations between scaling parameters and fault properties.293

Intuitively, there is a good correlation between the height of diapir (Sz) and the294

depth of the lower end of the fault as the fault connects the top of the diapir to the sur-295

face (Figure 5a). It is, however, evident that there is some spread towards deeper fault296
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Figure 4. Accumulated plastic strain after 100 kyrs corresponding to normal faults that

formed to accommodate the extension of the model. (a) Synthetic ’true’ diapir (blue in Figure

3) and corresponding fault which serves as our synthetic observation, other faults are compared

to (eq. 4). (b and c) ’Regular case’: Deformation focuses on a single fault for different diapir

heights. This happens for the majority of cases. (d) Deformation focuses on a single fault but the

fault does not start at the center of the diapir top. (e) Deformation is not taken up by a single

fault but two areas with a lot of small faults. (f) Faults form on both sides of the diapir. (g)

Two parallel faults form with some minor opposite ones. (h) A large number of smaller faults

develop. (i) Model develops two crossing faults. Insets show misfit of the observed fault/fault

system to the synthetic observation in 4a. Blue bar corresponds to the location term, orange to

the orientation term and yellow to the aspect ratio term of equation 4.
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Figure 5. Different fault properties (α, r, x, z) in relation to scaling parameters. (a) Depth

of the lower end of the fault in dependence of Sz. This allows for the distinction between faults

that start from the center (blue) and faults that start from at the side (orange) of the diapir.

Same color code in b–d. (b) Fault aspect ratio in dependence of Sz. (c) Fault orientation in de-

pendence of S2. α < 0: fault goes to the left. (d) Lateral position of the lower end of the fault in

dependence of S4. Arrows show where the examples in Figure 4b–i plot to relate fault types with

the parameters.
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tips as well. This deviation represents cases where the fault does not start at the tip or297

center of the diapir, but instead to one of the sides (Figure 4d–h). We use the relation298

between Sz and the depth of the fault tip to discriminate between two types of faults.299

The ones that connect to the center of the diapir (blue in Figure 5) and those that con-300

nect to the sides (orange).301

The aspect ratio scales similarly with Sz as the depth of the fault tip because long302

faults are not wider than short faults (Figure 5b). The spread is a bit bigger and there303

are more anomalous cases. Where Sz and r are small, two crossing faults developed (Fig-304

ure 4i) and the image processing was not able to properly split them, returning flawed305

values for the width. Cases of low r and large Sz relate to those shown in Figure 4e,h306

and predominantly happen when the faults do not form in the center of the diapir (or-307

ange in Figure 5b).308

Figure 5c shows that most faults have an angle of roughly 50 degrees. It also shows309

a striking dependence of the fault location on S2 (the neck of the diapir). For small S2,310

the faults form almost exclusively to the sides of the diapir (orange) while they occur311

predominantly in the center (blue) for high S2. Overall, more faults extend to the right.312

Given that the diapirs are symmetric, this may be due to small asymmetries that arise313

from gridding.314

Figure 5d relates the width of the diapir head (S4) and the lateral coordinate of315

the lower fault tip. It shows that the faults form further from the center, the wider the316

diapir is. This is the only correlation for S4 (Figure S5). The figure also clearly shows317

the two different trends of faults forming in the center or at the sides of the diapir head318

with few exceptions. S1 (width of the diapir base) and S3 (width at transition zone from319

neck to head of the diapir) do not show any correlation with any of the faults’ geomet-320

ric properties (Figure S5).321

4.1.2 Asymmetry322

We also tested two sets of models with the same scaling parameters but a slightly323

asymmetric reference model (red dotted and red dashed-dotted in Figure 3). The asym-324

metry was introduced by slightly reducing the curvature of the diapir head on one side.325

As for the symmetric case, we can see a clear distinction between faults that develop from326

the center of the diapir and those that develop more to the side (Figure 6a,d). But now,327
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those exclusively develop on one side of the diapir (Figure 6c,f). Mirroring the asymme-328

try leads to a mirrored result. In all cases, the faults that develop from the side of di-329

apir now appear on the side that retained the original curvature.330

Figure 6. Results for two mirrored asymmetric setups. Upper row has been changed on the

left (dotted in Figure 3), lower row on the right (dashed-dotted in Figure 3). Same color code

as in Figure 5. (a) and (d) Depth of the lower end of the fault in dependence of Sz. (b) and (e)

Fault orientation in dependence of S2. α < 0: fault goes to the left. (c) and (f) Lateral position

of the lower end of the fault in dependence of S4.

4.1.3 Inverting for Geometry331

After four iterations of the neighborhood algorithm, we have a total of 3100 mod-332

els. Figure 7a shows the 200 diapirs that develop faults with the lowest misfit in com-333

parison with the synthetic observation (fault in Figure 4a). All 200 are almost a perfect334

match for the tip of the diapir in terms of height and shape. The transition between head335

and neck of the diapir shows very large spread over almost the entire range of possible336

extents. The neck and base of diapir show less spread but are not as well constrained337

compared as the top of the diapir.338
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Figure 7b shows the misfit of each model in dependence of the two most important339

parameters, the width of the diapir head (S4) and the height of the diapir (Sz). Sz is340

the most well defined parameter with models outside the range of 0.9 to 1.0 showing large341

misfit. But inside that range, there is also a correlation between misfit and S4 with the342

minimum in the area of 0.6. As the location of this minimum is very close to our lower343

bound for Sx4, we extended it from 0.5 to 0.25 for the last 2 iterations of the neighbor-344

hood algorithm.345

Figure 7. (a) Synthetic diapir in dashed blue (solid blue in Figure 3) and the 200 variations

out of 3100 with the smallest misfit in gray. (b) Misfit (log10(Φ)) as a function of width of the

diapir head (S4) and height of the diapir (Sz). Note the denser distribution of samples around

the minimum courtesy of the neighborhood algorithm. Blue star indicates the location of the syn-

thetic ’true’ geometry (dashed blue in 7a). Figure S6 shows misfit as a function of all parameter

combinations.

4.2 Application II: Subduction346

All subduction models start out with an initial stage of slab rollback, trench re-347

treat and continent extension while the slab starts sinking. Over time, the horizontal ve-348

locity of the suducting plate increases depending on the angle of the slab (Figure 8). Mod-349

els that start with a steep subduction angle (β0 > 65◦) eventually reach a stage where350

velocities increase strongly and the trench reverses direction and starts to advance to-351

wards the continent, leading to shortening of the fore-arc. Once the slab approaches the352

bottom of the model, velocities decrease again. This also stops the advance of the trench,353

leading to another rollback period.354
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Figure 8. Average velocity of subducting (solid lines in upper panel) and overriding plate

(dashed lines in lower panel) in dependence of time for a selection of different initial slab angles

(β0). Dotted vertical lines indicate periods dominated by different mechanisms. Within the first

2.5 Myr, the convergence is mostly accommodated by slab rollback and trench retreat. In the

following 5 Myr, it is dominated by the trenchward motion of the subducting plate. (a) Models

have a weak zone that is 20 km wide (about 4 grid cells). (b) Models have a weak zone 30 km

wide (about 6 grid cells).

Figure S7b shows the velocity field of the reference model (β0 = 60◦) after 2 Myrs.355

The plate is moving towards the east and the trench is retreating to the west at the same356

time. Starting at about 250 km from the trench, a roughly 100 km wide area of exten-357

sion develops in the continental crust.358

4.2.1 Convergence Velocity359

In Figure 9a, we show the difference between the average horizontal velocities of360

subducting and overriding plate (i.e. the convergence velocity) as a function of time and361

initial subduction angle β0. Within the first 2 Myr, all models undergo a period of con-362

vergence with maximum velocities of 4 cm yr−1 for low β0 and 7 cm yr−1 for high β0. In363

this period, the convergence velocity is mainly caused by the retreat of the trench (see364

also Figure 8). For β0 <= 65◦, the convergence rate then slowly declines over time. How-365

ever, models that start with a steeper slab go through a second period of rapid accel-366
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Figure 9. (a) Convergence rate between oceanic and continental plate in dependence of initial

subduction angle (β0) through time. (b) Dip angle of the subducting slab (β) as a function of

time for all models. Color gradient along the curves shows convergence velocity. Solid black line

shows global average of dip angles from Lallemand et al. (2005) and shaded gray area indicates

one standard deviation. Dashed black line shows global average of dip angles from Syracuse and

Abers (2006).

eration after about 4 Myr, reaching up to 9 cm yr−1 at β0 = 80◦ before declining as well.367

In this period, the velocity of the subducting plate is the main contributor to the con-368

vergence velocity (Figure 8). While velocities generally increase with β0, they drastically369

decrease again at β0 > 85◦ as we approach a vertical initial slab. Supplementary text370

S3 presents an example of how a velocity profile can be used to invert for the initial sub-371

duction angle β0 similar to section 4.1.3.372

Models with a wider weak zone (30 km instead of 20 km) show the same general373

behavior, but the velocity of both plates is higher. There are also more models that en-374

ter the second phase of acceleration (Figure 8).375

4.2.2 Subduction Angle376

Figure 9b shows the evolution of the dip angle for all models. While slabs that start377

out with a shallow dip angle gradually steepen over time, slabs that start steep quickly378

undergo flattening until leveling out at about 60◦. Models that undergo a second phase379

of acceleration (see Figure 9a) slightly steepen from 55◦ to 65◦ during that period again.380
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Once the slabs start approaching the bottom of the model (660 km depth), they flatten381

towards 45◦. All models converge to a dip angle between 45◦ and 55◦ which is agreement382

with global averages as reported by Lallemand et al. (2005) and Syracuse and Abers (2006).383

5 Discussion384

5.1 Parameterization and Transformation385

The method we present in this study is based on two main concepts. The use of386

a reference geometry (sphere in section 2.2 and Figure 1, red plate in section 2.3 and Fig-387

ure 2, red outline in section 3.1 and Figure 3, β0 = 60◦ model in section 3.2) and con-388

trol polygons/rotation centers that act as anchors for the transformation.389

Using a reference geometry removes the necessity to define a large number of co-390

ordinates for every new variation. Instead, each complex shape is represented by a small391

number of values. This comes at the price of slightly limiting the shape of possible vari-392

ations (e.g. creating salt diapirs from a spherical reference model is difficult). But as there393

is usually a rough concept of the shape of the geological unit that is modeled, this lim-394

itation is mostly irrelevant.395

The use of control polygons and interpolation between them allows us to greatly396

reduce the number of necessary parameters. Homogeneous three-dimensional scaling of397

the body is possible with a single control polygon and parameter (Sx = Sy = Sz).398

At the same time, complex changes as shown in Figure 1 can be achieved with only 6399

or 7 parameters. Free choice of the position of the control polygons allows for great flex-400

ibility. The closer control polygons are to another, the shorter the wavelength of vari-401

ation. If a part of the geological unit is well constrained, this part can be kept locked402

by bounding it with two control polygons with constant scaling parameters of 1, while403

the other parts can stay variable.404

Our approach enables the user to quickly, on the order of a second per version, and405

automatically create any number of variations of a complex 3D body in their model. This406

not only allows for the incorporation of uncertain constraints but can also reveal unex-407

pected dependencies of the model results on the initial geometry of the model. The scal-408

ing parameters even facilitate a quantitative description of such dependencies.409
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5.2 Application to Salt410

Figure 4 shows that different initial geometries within the range of uncertainty of411

geophysical imaging can lead to drastically different modeling results. Therefore, it is412

crucial to test different setups and develop an understanding of the influence that the413

geometry of the geological structures can have. In the case of the salt diapir, we observe414

some intuitive relationships like the link between height of the diapir and position or as-415

pect ratio of the fault (Figure 5a,b). But, we also find unexpected correlations like a thin416

diapir neck facilitating faults at the sides of the diapir (Figure 5c). We also learn that417

the base of the diapir (S1) and the transition from head to neck (S3) have little to no418

impact on the developing faults and could therefore be kept constant in further inves-419

tigations of the system. It is apparent that faults can develop to both sides of the diapir420

independently of the geometry for the symmetric diapir. A slight preference for faults421

to the right suggests that the gridding of the model might play a minor role in deter-422

mining the direction of the fault.423

Introducing a slight asymmetry into our reference model by steepening one side,424

drastically influences the results. We still observe faults that extend from the center of425

the diapir and faults that start at its side (Figure 6a,d). But while the ones extending426

from the center still go into both directions, the ones that develop at the side of the di-427

apir are exclusively on the side that has a stronger curvature (Figure 6c,f). We tested428

the asymmetry on both sides to exclude the possibility that this effect is caused by our429

grid discretization.430

Finally, we can see that, given the observation of a fault and a good understand-431

ing of the material parameters, geodynamic modeling could help improve imaging results432

and reduce ambiguity regarding the extent of a diapir. Figure 7 shows that it is possi-433

ble to very precisely invert for the height and tip geometry of a diapir while deeper struc-434

tures that have no influence of the faulting pattern remain blurred. Even with the so-435

lution at the edge of our sampling domain, we are able to constrain S4 well.436

5.3 Application to Subduction437

Our models show the typical features (trench retreat, slab rollback, backarc exten-438

sion) that have been observed in many previous numerical and analogue models (e.g. Gerya,439

2011; Meyer & Schellart, 2013; Schellart & Moresi, 2013; Holt et al., 2015). Like Holt440
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et al. (2015), we observe extension in the overriding plate despite the lack of toroidal (hor-441

izontal) flow around the edges of the subducting plate. The location of maximum ex-442

tension is at about 250 km distance from the trench which is in line with analogue ex-443

periments (Meyer & Schellart, 2013; Chen et al., 2015).444

Figures 8 and 9a show how strongly the velocity of plates and the entire dynam-445

ics of the model depend on the initial angle of the subducting slab. While models with446

an initial angle β0 <= 65◦ move at relatively even velocities throughout 15 Myr, mod-447

els with steeper slabs run through a period of strongly increasing velocities that are high448

enough to stop or even reverse the retreat of the trench. The timing and maximum ve-449

locity of this phase of acceleration also depend on the initial geometry of the model.450

Another geometrical parameter that strongly influences the velocities of the plates451

is the thickness of the weak zone between subducting and overriding plate (Figure 8).452

With a thicker weak zone, there is less friction between the plates and they reach higher453

velocities. So, both parameters (initial dip angle of the slab and thickness of the weak454

zone) can exert a first order control on the model dynamics and could overprint a lot of455

other effects. The dependency of results on these parameters should be investigated when456

subduction is modeled. With our method, it is easy to change either parameter and in-457

vestigate their influence on the model results without investing a lot of time into creat-458

ing different initial geometries.459

Figure 9b shows that independently from the initial subduction angle (β0), all mod-460

els converge to a similar angle of about 50◦ after a few Myr. Counter intuitively, mod-461

els with a low β0 converge to a slightly higher angle than those with a high β0. This is462

due to the fact that by the end of our simulation time, the slow moving moving low β0463

slabs have not interacted with the bottom of the model (660 km) yet while the fast sub-464

ducting models with a high β0 were forced to flatten once they approached the bottom.465

The fact that all our models converge to angles that are in agreement with global av-466

erages of subucting slabs (Lallemand et al., 2005; Syracuse & Abers, 2006) suggests that467

50◦ is the preferred angle for long-term slab-pull-dominated subduction.468

6 Conclusion469

In this study, we present a simple and intuitive method to describe and manipu-470

late 3D bodies in a heterogeneous manner with a limited set of parameters. This not only471
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allows us to include uncertainties about initial geometry in the modeling process, but472

also enables us to quantify the relationship between initial geometry of a model and the473

computed output. As shown by our study and Spang et al. (2021), this allows us to even474

improve constraints on geometry by integrating different observations and invert for ge-475

ometric properties.476

We present two application examples. (i) A salt diapir with an ambiguous geom-477

etry in seismic imaging. We show that slight geometric variations that would all satisfy478

the imaging data, can result in the development of vastly different faulting patterns in479

an extending regime. It is also evident that small asymmetries in the diapir lead to dis-480

tinctive differences in the developing faults around the diapir. Furthermore, we show that,481

given sufficient observations, we are able to invert for the geometric properties that the482

observation is sensitive to. (ii) A subduction zone where we vary the initial dip angle of483

the subducting slab as well as the thickness of the weak zone between subducting and484

overriding plate. Both parameters influence the velocity evolution of the plates by an485

order of magnitude. We show that, independently of the initial dip angle, all slabs ap-486

proach a subduction angle of about 50◦.487

Our study presents a new tool to parameterize initial geometry and highlights the488

importance to do so. Other areas of applications include studies on volcanic systems with489

varying sizes/shapes of magma bodies, models of orogenesis with uncertain extents of490

critical units as well as gravity, magnetotellurics and seismic tomography. The tool is491

available through the open-source software package geomIO which is fully compatible492

with the open-source, thermomechanical stokes code LaMEM. Horizontal scaling as out-493

lined in section 2.1.3 is directly implemented in LaMEM.494
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