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Key Points: 8 

• We developed a statistically downscaled climate scenarios in Japan based on five general 9 

circulation models selected from the Coupled Model Intercomparison Project Phase 6 to 10 

facilitate impact assessments.  11 

• Similar increasing trend was found for the temperature and precipitation between 12 

CMIP5- and CMIP6-based climate scenarios, while CMIP6-based scenario showed a 13 

smaller biases for the underlying GCM. Addition of the moderate emission scenario for 14 

CMIP6-based scenario enable us to consider wider range of the possible future. 15 

• Several threshold-based indices derived from the climate scenarios was evaluated. They 16 

agreed with the observed values for the historical period. For the future, we can discuss 17 

the possible future change of indices in comparison with the historical values. 18 

Development of the bias-corrected climate scenarios has enabled the broader impact 19 

assessment community in Japan to study various climate impacts on a CMIP6 basis. 20 
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Abstract 22 

Climate scenario dataset are indispensable for assessing future climate impacts. In this study, we 23 

developed statistically downscaled climate scenarios in Japan using modified bias correction 24 

method based on five general circulation models selected from the Coupled Model 25 

Intercomparison Project (CMIP) Phase 6 to facilitate impact assessments and adaptation 26 

strategies. Modification of time window of the original correction method results in successful 27 

agreement with the observed seasonal change of variables in each grid. The original CMIP6 28 

models have a relatively small bias compared to CMIP5 models. The CMIP6-based bias-29 

corrected scenarios are available for use with the emissions scenario of representative 30 

concentration pathway (RCP) 4.5 in addition to RCP2.6 and RCP8.5. Several temperature-31 

related indices derived from the CMIP6-based climate scenarios agreed well with observations. 32 

The number of extremely hot days and nights increased nonlinearly in the future with additional 33 

global warming. An increase in the global warming level from 1°C to 2°C above the early 1900s 34 

would increase the probability of the number of extremely hot days per year exceeding the 2018 35 

case by 4.1 times. The development of bias-corrected climate scenarios facilitates the study of 36 

various climate impacts on a CMIP6 basis. 37 

1 Introduction 38 

Future climate projections are generally obtained from global circulation models (GCMs) 39 

and then used to assess the impacts of a changing climate. However, GCM simulations often 40 

show systematic bias. If the impact linearly depends on the climate input data, we can use the 41 

anomaly with respect to a reference period, but this is not possible in many cases. Bias must be 42 

treated carefully in the context of climate impact simulations (e.g., Ishizaki et al. 2020; Hempel 43 

et al. 2013; Gomez-Garcia et al. 2019; Iizumi et al. 2017; Maraun et al. 2017).  44 

Bias correction (BC) is essential if the impacts are activated when certain absolute 45 

climatic thresholds are exceeded. One typical example is the heat index, which is closely related 46 

to human mortality. Extreme heat and frost are often evaluated using the definition of the daily 47 

maximum or minimum temperature. To manage acute health risks, it is important to know how 48 

the number of extreme hot and cold days will change in each region using bias-corrected data. 49 

Several studies have demonstrated that BC can provide not only a substantial improvement of the 50 

absolute present climate status, but also a more robust climate change signal for threshold-based 51 

indices (e.g., Dosio 2016, Iturbide et al. 2022). 52 

Long-term data are essential for climate impact assessments in some sectors. For 53 

example, several studies have demonstrated the effect of acclimatization associated with heat-54 

related mortality (e.g., Fujibe et al. 2018; Kodera et al. 2019; Ng et al. 2014). Ng et al. (2016) 55 

showed that mortality increases for a 1°C temperature increase have become smaller over time. 56 

This suggests that not only the average temperature at a certain time in the future, but the 57 

temperature record up to that time will be important when assessing the heat risk considering the 58 

acclimatization effect. Therefore, the use of a long-term time series is more suitable than time 59 

slice experiments for climate projections to study future heat risk. Developing long-term 60 

scenarios by dynamical downscaling is difficult due to the computational cost, and most high-61 

resolution climate simulations based on dynamic downscaling across Japan have been derived by 62 

20-year time slice experiments (e.g., Murata et al. 2017, Sasaki et al. 2011). On the other hand, 63 

statistical downscaling and BC can be inexpensively implemented to create long-term regional 64 
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climate projections. In this way, the combination of statistical downscaling and BC plays an 65 

important role in applying climate scenarios to impact assessments of climate change. 66 

Bias-corrected projections are available for the multiple GCMs used in Coupled Model 67 

Intercomparison Project (CMIP) Phase 5 as a long-term climate scenario in Japan (Ishizaki et al. 68 

2020, Nishimori et al. 2019). The climate scenarios developed by Ishizaki et al. (2020) are 1 km 69 

meshed daily data using the four CMIP5 GCMs, which were bias-corrected based on the BC 70 

method proposed by Iizumi et al. (2010). Biases were generally eliminated, but the seasonal 71 

change in the monthly averaged corrected data tended to follow that of the parent model 72 

(Ishizaki et al. 2020). However, CMIP6 data are now already available and Intergovernmental 73 

Panel on Climate Change (IPCC) assessment reports are based on CMIP6 outputs (IPCC, 2021), 74 

although bias-corrected data applied to CMIP6 are not currently available. It is therefore of 75 

interest to determine how the climate scenarios differ between CMIP5 and CMIP6. We also 76 

investigated how the results could be improved by modifying the BC methods employed in 77 

Ishizaki et al. (2020). 78 

In this study, we developed a bias-corrected climate scenario based on the multiple 79 

GCMs of CMIP6. We assessed whether CMIP6-based climate scenarios can be treated as 80 

equivalent to CMIP5-based climate scenarios, and if not which aspects differ. As an example of 81 

the application of a climate scenario, we evaluated the heat mortality-related indices in Japan. 82 

Although we did not assess human mortality directly, we examined whether the relevant 83 

indicators were consistent with those observed in past periods and further considered the 84 

sensitivity of future changes. Furthermore, we reconsidered the dependence of the indices on the 85 

global warming levels (GWLs) using bias-corrected scenarios. Based on the results of the 86 

analysis, we discuss the applicability of climate scenarios for various impact assessments. 87 

2 Data and Method 88 

We developed statistical downscaled climate scenarios based on CMIP6. To promote the 89 

intercomparison of climate change impact assessments considering the limited number of 90 

scenarios that could be handled, we selected a few GCMs from a large model ensemble. Based 91 

on a method that objectively constructed a subset that covered a wide range of uncertainty in the 92 

CMIP6 ensemble (Shiogama et al. 2021), five GCMs were selected: MRI-ESM2.0, MIROC6, 93 

ACCESS-CM2, IPSL-CM6A-LR, and MPI-ESM1–2-HR. The basis for model selection was 94 

different from that used in the CMIP5-based climate scenarios in Japan (Hanasaki et al. 2012; 95 

Ishizaki et al. 2020). Instead of the representative concentration pathway (RCP) for CMIP5, 96 

emissions scenarios for CMIP6 were represented using a combination of shared socioeconomic 97 

pathways (SSPs) and RCPs. We selected SSP1-RCP2.6 (SSP126) and SSP5-RCP8.5 (SSP585) 98 

to facilitate a comparison with CMIP5-based climate scenarios, while SSP2-RCP4.5 (SSP245) 99 

was additionally selected as an intermediate emissions scenario. Agro-Meteorological Grid 100 

Square Data (AMGSD; Ohno et al. 2016) were used as reference data for the historical period. 101 

Daily data derived from GCMs were interpolated to a 1 km mesh using bilinear 102 

interpolation and then bias-corrected. The BC was based on the cumulative distribution function-103 

based downscaling method (CDFDM) proposed by Iizumi et al. (2010; 2011; 2012; 2014; 2017). 104 

This is a non-parametric method, in which the bias is identified and corrected in each percentile. 105 

Once GCM error was defined by comparison with the reference data in the calibration period, the 106 

error was removed from the empirical cumulative distribution functions (CDFs) for each BC 107 

period with the assumption that the error-percentile relationship does not change over time. The 108 
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relationship was specified over a half-year period in the original method. We refer to the original 109 

method as CDFDM-O in this paper. 110 

The BC was applied to eight variables: the daily maximum, minimum and mean 111 

temperature, precipitation, global solar radiation, surface wind speed, surface relative humidity, 112 

and downward longwave radiation. The calibration period was set from 1980 to 2018. The GCM 113 

data for this period consisted of the historical experiment for 1980–2014 and the SSP585 114 

experiment for 2015–2018. The calibration period for the surface wind speed, relative humidity, 115 

and downward longwave radiation was from 2008 to 2018 due to the availability of the reference 116 

data. We used a 39-year moving window (11-year for the variables with a short calibration 117 

period) to match the length of the BC period and the model calibration period. Specifically, BC 118 

was conducted for the historical period (1900–1938, 1939–1977, 1976–2014) and future period 119 

(2015–2053, 2054–2092, 2062–2100). Bias correction data were created twice for 1976–1977 120 

and 2062–2092 because the BC periods overlapped. For the overlapping period, we only used the 121 

BC data derived from the latter BC period. The time window was set to a half-year period in the 122 

CDFDM-O (Iizumi et al. 2010), but was modified to monthly in this study so that the monthly 123 

value corresponded to that of the observation in the calibration period. For the temperature (daily 124 

maximum, minimum, and mean) and downward longwave radiation, the linear trend of the BC 125 

period was preserved. We referred to the modified method as CDFDM-M. The BC method 126 

modified the statistical properties of climate simulations to match the observations for each 127 

region, so that changes in the indices, as defined by the frequency of exceeding a threshold, 128 

could be properly evaluated. Of the eight bias-corrected variables, daily maximum and minimum 129 

temperatures up to 2100 were selected for analysis.  130 

Various climate indices can be created from BC data, but we calculated and examined a 131 

heat-related index as a specific example, i.e., the annual number of days when the daily 132 

maximum temperature exceeded 35°C (TX35), the annual number of days when the daily 133 

minimum temperature exceeded 25°C (TN25), and the annual number of days when the daily 134 

minimum temperature was below 0°C (TN0). The annual maximum consecutive days for days 135 

meeting each threshold was also evaluated (CTX35, CTN25, and CTN0, respectively). We 136 

examined their dependency on the emissions scenarios and GCMs. The locations of the 137 

automated meteorological data acquisition system (AMeDAS; total 743 sites) were used to 138 

calculate the index values per site in Japan. 139 

3 Differences in the climate scenarios based on CMIP5 and CMIP6 140 

First, we describe the differences in the climate scenarios between CMIP5 and CMIP6. 141 

Figure 1 shows the 20-year running mean of temperature and precipitation over Japan. Selected 142 

original CMIP6 GCM outputs had an apparently warm bias over Japan compared to AMGSD 143 

(Fig. 1a). The CMIP5 GCMs had larger biases, although they captured the recent warming trend. 144 

One common reason for the overestimation was the difference in altitude of the grids in the 145 

GCMs. A coarse grid model cannot represent high mountains and the temperature tended to be 146 

overestimated without the elevation correction. The warm bias was generally removed by 147 

applying CDFDM-M (Fig. 1c,d). The ensemble mean for surface temperature was 12.0°C for 148 

RCP2.6 (SSP126) and 12.3°C for RCP8.5 (SSP585) around 2040 for both CMIP5- and CMIP6-149 

based climate scenarios. Regarding the GCM uncertainty, CMIP6-based scenarios were different 150 

from CMIP5-based scenarios in that the range between RCP8.5 and RCP2.6 overlapped 151 

considerably in the 2040s and they had a narrower range. Although the number of GCMs was 152 
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different, the impact of the different emissions scenarios on climate change over the next few 153 

decades would be relatively small. In the second half of the 21st century, the difference between 154 

RCP2.6 and RCP8.5 became more pronounced for both datasets. The addition of RCP4.5 155 

enabled us to cover a wide range of possible futures. 156 

 157 

Figure 1. Twenty-year running mean time series of the daily mean temperature (a-d) and 158 

precipitation (e-h) averaged across Japan based on (a, e) selected original CMIP6 GCMs, (b, 159 

f) selected original CMIP5 GCMs, (c, g) CMIP6-based scenarios and (d, h) CMIP5-based 160 

scenarios. Solid lines indicate the ensemble mean of bias-corrected data based on selected 161 

GCMs in each emissions scenario and shade indicated the maximum and minimum among 162 

selected GCMs. The thick black line denotes the reference data AMGSD.  163 

 164 

 165 

 166 
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All of the GCMs selected from CMIP5 significantly underestimated the precipitation 167 

(Fig. 1f). For CMIP6, some GCMs overestimated and others underestimated the precipitation, 168 

resulting in the ensemble mean providing a reasonable representation. Bias-corrected 169 

precipitation tended to increase through the mid-21st century under both RCP2.6 and RCP8.5 170 

(Fig. 1g,h). The ensemble mean under the RCP2.6 scenario was higher than under RCP8.5 until 171 

the mid-21st century, while precipitation at the end of the 21st century was higher under RCP8.5 172 

for both datasets, increasing by up to 10% compared to 2000. According to the IPCC, Japan is 173 

located at a boundary between regions that will become drier and wetter with additional global 174 

warming, while it is very likely that heavy precipitation will intensify and become more frequent 175 

in most regions (IPCC 2021). This indicates a large uncertainty in the future changes in average 176 

precipitation.  177 

Comparison of climate scenarios based on CMIP5 and CMIP6 implied that the general 178 

features of the temperature and precipitation over Japan were similar. The biases of the original 179 

GCMs selected from CMIP5 were generally larger than those from CMIP6. The CMIP6-based 180 

climate scenarios were also available for the moderate emissions scenarios, enabling their 181 

impacts to be assessed in various possible future changes, which was not possible in the CMIP5-182 

based climate scenarios. 183 

 184 

4 Evaluation of the modified BC method 185 

To confirm that the BC was working correctly, Fig. 2 shows the bias-corrected monthly 186 

temperature and precipitation based on MIROC6 at six locations for the 25-year average from 187 

1991 to 2015. The white bars show seasonal variation in temperatures derived from the original 188 

MIROC6 data that was similar to, but generally lower than, the observations shown in the black 189 

bars. Temperatures corrected by CDFDM-M were reproduced as well as those corrected by 190 

CDFDM-O. The root mean square errors (RMSEs) of the mean temperature in the summer (June 191 

to August) were 2.47°C, 0.16°C, and 0.08°C for the MIROC6 output, and the CDFDM-O and 192 

CDFDM-M corrections, respectively. The corresponding values in the winter (December to 193 

February) were 4.82°C, 0.12°C, and 0.22°C, respectively. Both correction methods successfully 194 

reduced the inherent bias in the GCM.  195 

The GCM precipitation data displayed different seasonal changes from the observations 196 

in many locations. For example, the precipitation in June was too high in Tokyo, Osaka, and 197 

Naha. For the CDFDM-O correction, the seasonal changes were similar to those in the GCM. 198 

This was reflected in the RMSE. For JJA, the RMSEs were 2.19, 1.37, and 0.32 mm day-1 for 199 

the GCM, CDFDM-O, and CDFDM-M, respectively. For DJF, the values were 1.71, 1.15, and 200 

0.13 mm day-1, respectively. The results showed that the corrected precipitation using the 201 

CDFDM-M was in good agreement with the observations in the current climate, which was 202 

achieved by the modification of the time windows of CDFDM-O. 203 

 204 
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 205 
Figure 2. Monthly variation in the climatological mean of the daily mean temperature (a-c, 206 

g-i) and precipitation (d-f, j-l) at six stations shown in the left panel. Black and white bars 207 

indicate the AMGSD and interpolated MIROC6 data. Red solid and blue dashed lines 208 

show the bias-corrected values using the CDFDM-M and CDFDM-O, respectively. 209 

 210 

5 Application to heat-related indices  211 

5.1 Evaluation of heat-related indices derived from bias corrected climate scenarios 212 

To evaluate the validity of the bias-corrected climate scenarios, we examined the 213 

reproducibility of temperature-related indices. Figure 3 shows the TX35 values for the historical 214 

climate and their future changes. The future changes showed the ensemble mean of the five 215 

GCMs. In most areas, except for high-altitude regions, we observed a day with the daily 216 

maximum temperature exceeding 35°C during 1901–1950. A large TX35 value was observed in 217 

the western part of the Kanto Plain, in the vicinity of Nagoya and Osaka, the western Kyushu 218 

region, and the coastal area of Niigata Prefecture, which are areas where the föehn phenomenon 219 

often occurs. In the 2040s, the average TX35 value was projected to increase. An increasing 220 

range was prominent in areas where the historical occurrence was high. There were no clear 221 

differences among emissions scenarios in the 2040s. The total area where the TX35 threshold 222 
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was exceeded every year on average was expected to be 2.1 to 3.8 times larger than the historical 223 

level. In the 2060s, there were clear differences among emissions scenarios. There was little 224 

difference in the SSP126 scenario from the 2040s, while the SSP585 scenario was expected to 225 

have about twice as many hot days as the 2040s. It was projected that the climatological 226 

occurrence of the TX35 would increase by 5 days in most lowland areas in eastern and western 227 

Japan under the SSP245, larger than the increase for SSP126.228 

 229 
Figure 3. Ensemble mean of the annual number of the TX35 for (a) present climate (2001–230 

2020) and (b-g) future change: (b) 2040s (2031–2050) in SSP126, (c) 2040s in SSP245, (d) 231 

2040s in SSP585, (e) 2060s (2051–2070) in SSP126, (f) 2060s in SSP245, and (g) 2060s in 232 

SSP585. The colour bar on left (right) side is for present climate (future change). 233 

 234 

To examine model variability, the variation in the TX35 and CTX35 indices over time in 235 

Tokyo is shown in Fig. 4. The representation of historical TX35 values based on the bias-236 

corrected data is in good agreement with the observed values. In the future, although there was 237 

variability among the GCMs, SSP126 showed a small change in the number of extremely hot 238 

days after 2050, SSP245 showed a gradual increase toward the end of the 21st century, and 239 

SSP585 showed a large increasing trend. This was accompanied by an increase in the maximum 240 

number of consecutive extremely hot days. In the historical period, the CTX35 value was less 241 

than three, but this increased to 4–8 days in SSP126, 6–12 days in SSP245, and 10–26 days in 242 

SSP585 at the end of the 21st century. Fujibe et al. (2018) found that daily heatstroke mortality 243 

was higher for cases with a high temperature on the preceding few days (up to a week) due to 244 

accumulated heat stress. Their findings implied further increased health risk with global 245 

warming. At the same time, we found that the first date in the year when the TX35 threshold was 246 

exceeded tended to occur earlier and the last date tended to occur later (figure not shown). The 247 

TN25 index was also projected to increase with global warming as expected (Figure S1 in 248 
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supporting information), with a high value in coastal areas. On the other hand, TN0 was 249 

projected to decrease substantially (Figure S2 in supporting information). The temporal changes 250 

in TN0 and CTN0 revealed that BC worked well for the historical period (Figure S3 in 251 

supporting information). 252 

 253 

Figure 4. Twenty-year running mean of the annual number of TX35 in Tokyo with (a) 254 

SSP126, (b) SSP245, and (c) SSP585. The maximum number of consecutive days of TX35 255 

with (d) SSP126, (e) SSP245, and (f) SSP585. The five coloured lines indicate each GCM 256 

and solid lines with white circles show the observed value. 257 

 258 

5.2 Dependences of the indices on the GWL 259 

We investigated the dependencies of the indices derived from the bias-corrected scenarios 260 

on the GWL. The mean TX35 per total number of station points in Japan (MTX35) is plotted in 261 

Fig. 5. The nearest grids to the 743 AMeDAS stations were used. The GWLs were defined by the 262 

increase in temperature from the average of 1901–1950. The GWL from 2010 to 2018 ranged from 263 

0.6 to 1.0. Observations made in recent years were also plotted. The nonlinear increase in MTX35 264 

with GWL is generally consistent with Imada et al. (2019), although the number of observations 265 

used in the two studies was different. The TX35 per site observed in Japan tended to increase with 266 

GWL, but the larger the global temperature increase, the larger the uncertainty. The increase in 267 

MTX35 was not pronounced during the period with a small temperature increase; however, if the 268 

GWL exceeded 2°C the TX35 per site would be much higher than the present level. As shown in 269 

Fig. 5b, the probability of exceeding MTX35 for 2018, when various incidents of heat-related 270 

damage occurred, was generally 9.7% under a GWL of 1°C. However, the probabilities increased  271 
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Figure 5. Mean value of (a) TX35, (c) TN25, and (e) TN0 per site per year from 2000 to 2100 272 

relative to the global mean temperature increase (MTX35, MTN25, and MTN0, respectively). 273 
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The GWL was defined by the deviation from the 1901–1950 average. It was calculated from 274 

the nearest grid corresponding to 743 AMeDAS stations. The figures on the right side (b, d, 275 

f) show the probability density distribution when the GWL was 1, 2, and 3 K. The white 276 

circles in (a) and (c) indicate the observed values from 2010 to 2018, and those in (e) show 277 

the observed MTN0 for the winter season of 2010/2011 to 2017/2018. Black dots indicate the 278 

severest events in recent years; 2018 for MTX35 and MTN25 and 2015/2016 for MTN0. The 279 

blue, green, and red marks show SSP126, SSP245, and SSP585, respectively. The dashed 280 

lines are fitting curves derived from the 5, 50, and 95 percentile MTX35 in each bin of the 281 

GWLs. The figures on the right side (b, d, f) show the probability density distribution when 282 

the global warming level was 1, 2, and 3 K. Each number in parentheses in (b) and (d) 283 

represents the probability of exceeding the largest event depicted by the black dots in each 284 

left panel. For (f), the number indicates the probability of falling below the smallest event. 285 

 286 

to 39.8% and 76.9% when the GWL reached 2°C and 3°C, respectively. Therefore, the 287 

probability of exceeding the maximum historical MTX was more  than four times greater for a 288 

GWL of 2°C than for 1°C. When we estimated the 50 percentile value of MTX35 in each bin, 289 

MTX35 increased from 2.3 to 6.3 when GWL changed from 1°C to 2°C. The MTX35 at a GWL 290 

of 1°C was similar to the results of Imada et al. (2019) if we considered the differences with the 291 

reference period to define the GWL. However, our estimation of MTX35 at a GWL of 2°C 292 

seemed to be larger than that reported by Imada et al. (2019). It should be noted that a greater 293 

MTX35 may occur when multiple GCM results are used. This shows the importance of 294 

accumulating global warming countermeasures for several decades from now to minimise the 295 

global warming impacts on health and other sectors. Factors contributing to the increase in 296 

MTX35 per site included the increase in TX35 at sites where it had not been observed before and 297 

an increase in the frequency of TX35 at sites where it had been observed before. For the former, 298 

the TX35 increased depending on the diurnal range in each region. For the latter, we found that 299 

the earlier occurrence of TX35 before mid-summer contributed more to the annual occurrence 300 

(figure not shown). 301 

The mean TN25 in Japan (MTN25), calculated using the daily minimum temperature at 302 

the AMeDAS stations, displayed an increasing trend even under a low GWL (Fig. 5c), with less 303 

variability than in MTX35. The MTN25 increased by about 10 days per 1°C warming, but the 304 

increase was larger with a high GWL. The MTN25 for 2018 was the second highest during 305 

1980–2018. The probability of exceeding MTN25 in 2018 was 30.8%, 82.5%, and 99.0%, under 306 

GWLs of 1°C, 2°C, and 3°C, respectively. It is necessary to consider countermeasures against 307 

heat stroke risks caused by high temperatures at night as well as daily maximum temperatures. 308 

The decrease in mean TN0 in Japan (MTN0) during winter was also closely associated 309 

with mortality (Fig. 5e). The MTN0 in Japan, which was 80–95 in recent years, will decrease 310 

substantially in response to global warming. Among the three indices, the change in TN0 was 311 

very sensitive to the GWL. When the GWL was 2°C, the decrease per 1°C global warming was 312 

approximately 30 days. When the GWL exceeded 2°C, the decrease became smaller, but the 313 

MTN0 was expected to be about half of the present level at that time. During the 2015/2016 314 

winter season, the annual occurrence was the second smallest for the period from 1980/1981 to 315 

2017/2018. At that time, many areas in Japan implemented measures such as water withdrawal 316 

restrictions because there was a risk for serious drought during the summer season (MLIT, 317 

2016). The probability that MTN0 would be smaller than the value in 2015/2016 was 49.1% 318 
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even under a GWL of 1°C. The probability increased to 91.8% and 100% when the warming 319 

level was 2°C and 3°C, respectively. 320 

 321 

6 Discussions 322 

It is important to note that the climate scenarios developed in this study were based on 323 

statistical data, and dynamic effects were not directly taken into account. Therefore, the climate 324 

scenarios do not directly depict meteorological events. For example, the föehn phenomenon, 325 

which is caused by the mechanical effect of high mountains and generates warm and dry winds 326 

on the leeside of the mountains, causes hot days. The BC used in this study was based on the past 327 

frequency of such phenomena at each location and did not take into account changes in the 328 

frequency of föehn occurrence due to the changes in the circulation field in each GCM. 329 

However, unless the climatological circulation patterns change significantly, it is inconceivable 330 

that föehn conditions will occur frequently in areas where they have not been observed in the 331 

past. Thus, we believe that the regional differences were generally well represented. The 332 

precipitation should be treated with caution because it cannot represent the typical spatial extent 333 

of precipitation system in each season and region.  334 

For the heat mortality-related indices, all three indicators derived from the bias-corrected 335 

data agreed with observations. However, there were greater uncertainties in the future projections 336 

for a given GWL compared to previous studies based on a single GCM. One example of this was 337 

the comparison of the future changes in the indices reported by Japan’s Climate Change 2020 338 

(JMA and MEXT, 2020), in which the TX35, TN25, and TN0 were also described in the context 339 

of the change between future and present stages under the RCP2.6 and RCP8.5 scenarios. Our 340 

results do not conflict with those of that report, but they have a larger range of uncertainty. For 341 

example, the report showed that the mean TX35 in Japan would increase by 19.1 days, with a 342 

standard deviation of 5.2 days, at the end of the 21st century under the RCP8.5 scenario, while 343 

our results ranged from 14.4 to 40.5 days depending on the GCM. 344 

Another example is the change in MTX35 with GWL. The nonlinear increase in MTX35 345 

with GWL is generally consistent with previous studies (Imada et al. 2019; Fischer and Knutti 346 

2015). The estimated change in the 50 percentile value of MTX35 at GWLs of 1°C and 2°C was 347 

higher than that reported by Imada et al. (2019) due to the larger uncertainty. Although there 348 

were more than 500 samples per bin at GWLs below 2°C, the number of samples was relatively 349 

small. However, these results imply that the uncertainty due to GCMs was still present in the 350 

future projections and we should therefore take into account the uncertainty stemming from the 351 

use of different GCMs. Climate projections with an uncertainty range sometimes tend to be 352 

avoided by data users, but it is recommended to use climate projections from multiple GCMs as 353 

long as the plausibility is unknown. 354 

The climate scenarios developed in this study are in good agreement with observations 355 

for the historical period of 1991 to 2015, even on a monthly basis, and thus are useful for 356 

properly assessing the impact of climate change. The scenarios based on the CMIP6 models, 357 

which had a relatively small bias, were also applied to intermediate emissions scenarios. The 358 

climate scenarios were developed at a high horizontal resolution of a 1 km mesh, which allowed 359 

for region-specific impact assessments in combination with socioeconomic scenarios. The 360 

various risks associated with future climate change are subject to vulnerability, hazard, and 361 

exposure. Risks can be reduced by controlling exposure and vulnerability through adaptation 362 
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measures. To assess the impacts and examine the effects of adaptation, it is important to properly 363 

represent the hazard due to climate change, and BC plays an important role in this regard. Bias-364 

corrected climate scenarios are expected to be useful for not only assessing heat risk but also for 365 

various region-specific risk assessments. 366 

7 Conclusions 367 

We developed a new bias-corrected climate scenario using the multiple GCMs in CMIP6 368 

and examined their applicability as inputs to impact studies. A comparison of the CMIP5-based 369 

and CMIP6-based climate scenarios revealed that CMIP6-based scenarios had smaller biases in 370 

temperature and precipitation for the underlying GCMs and the uncertainty in temperature in the 371 

near future was relatively low, while there was a similar increasing trend for temperature and 372 

precipitation under RCP2.6 and RCP8.5. Using the additional emissions scenario of RCP4.5 for 373 

the CMIP6-based climate scenario would enable us to consider a wider range of possible futures. 374 

The CDFDM-M successfully removed the inherent bias when the monthly values projected at 375 

stations was compared to the observations. 376 

To evaluate the climate scenarios, we analysed the representation of the heat mortality-377 

related indices and their dependency on the GWLs. The indices derived from the climate 378 

scenarios showed good agreement with observations. The responses of TX35, TN25, and TN0 to 379 

the GWLs were nonlinear. The MTX35 significantly increased when the GWL exceeded 2°C. 380 

This indicated that the probability of MTX35 exceeding the 2018 case was 9.7% with a GWL of 381 

1°C, but it would be 39.8% with a GWL of 2°C. The MTN25 increased with respect to global 382 

warming even under a low GWL. If the GWL increased from 1°C to 2°C, the probability of 383 

MTN25 exceeding 2018 was 2.7 times higher. The decrease in MTN0 was the most sensitive to 384 

the GWL among the three indices analysed in this study. The probability of temperature falling 385 

below MTN0 in the winter season of 2015/2016, when water shortage was a serious concern due 386 

to a lack of snow accumulation, increased by 1.9 times when the GWL changed from 1°C to 387 

2°C. These results indicate the need to accelerate the implementation of adaptation measures to 388 

coming climate change. The IPCC reports (2018; 2021) have concluded that limiting global 389 

warming to below 2°C is critical to minimize the impacts in many sectors in terms of the 390 

adaptation strategies required for global warming, and our results support this. In addition, larger 391 

uncertainty was found in the projection of MTX35 than in previous studies. Although we did not 392 

consider the full range of GCM uncertainty, the results indicate that it is important to consider 393 

the uncertainty due to the GCM used.  394 

The application of climate scenarios to heat mortality-related indices showed that they 395 

reproduced historical values well and would be useful for future projections. Our dataset is 396 

expected to be utilized in various sectors to assess climate change impacts and to consider 397 

adaptation strategies. 398 
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Data availability 404 

The downscaled data are publicly available at 405 

https://www.nies.go.jp/doi/10.17595/20210501.001-e.html in the NetCDF format. This dataset is 406 

bias corrected climate scenarios over Japan with the spatial resolution 1km using CMIP6. Five 407 

GCMs were selected from CMIP6; MIROC6, MRI-ESM2-0, ACCESS-CM2, IPSL-CM6A-LR, 408 

MPI-ESM1-2-HR. Daily data for eight variables (daily mean, max, min temperature, 409 

precipitation, solar radiation, downward longwave radiation, wind speed, and relative humidity) 410 

are avairable from 1900 to 2100 (1900-2014 is for historical and 2015-2100 is for future period). 411 

Regarding the GHGs emission pathways, SSP1-RCP2.6, SSP2-RCP4.5, and SSP5-RCP8.5 were 412 

used.  413 
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