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Abstract20

Ground-based technological systems, such as power grids, can be affected by geomag-21

netically induced currents (GIC) during geomagnetic storms and magnetospheric sub-22

storms. This motivates the necessity to numerically simulate and, ultimately, forecast23

GIC. The prerequisite for the GIC modeling in the region of interest is the simulation24

of the ground geoelectric field (GEF) in the same region. The modeling of the GEF in25

its turn requires spatio-temporal specification of the source which generates the GEF,26

as well as an adequate regional model of the Earth’s electrical conductivity. In this pa-27

per we compare results of the GEF (and ground magnetic field) simulations using three28

different source models. Two models represent the source as a laterally varying sheet cur-29

rent flowing above the Earth. The first model is constructed using the results of a physics-30

based 3-D magnetohydrodynamic (MHD) simulation of near-Earth space, the second one31

uses ground-based magnetometers’ data and the Spherical Elementary Current Systems32

(SECS) method. The third model is based on a “plane wave” approximation which as-33

sumes that the source is locally laterally uniform. Fennoscandia is chosen as a study re-34

gion and the simulations are performed for the 7-8 September 2017 geomagnetic storm.35

We conclude that ground magnetic field perturbations are reproduced more accurately36

using the source constructed via the SECS method compared to the source obtained on37

the basis of MHD simulation outputs. We also show that the difference between the GEF38

modeled using laterally nonuniform source and plane wave approximation is substantial39

in Fennoscandia.40

1 Introduction41

Large coronal mass ejections from the Sun release massive amounts of plasma, which42

flow at high speed into the interplanetary space. The interaction of this solar wind with43

the Earth’s magnetosphere can lead to significant spatio-temporal disturbances of the44

magnetic field at the surface of the Earth, which are known as geomagnetic storms. These45

space weather events induce a geoelectric field (GEF) in the Earth’s subsurface, which46

in turn drives geomagnetically induced currents (GIC) in ground-based technological sys-47

tems such as power grids and pipelines posing a significant risk to the reliability and dura-48

bility of such infrastructure.49

The core component in quantitative estimation of the hazard to technological sys-50

tems from space weather is as realistic as practicable numerical modeling of GIC, and,51

ultimately, their forecasting. Ideally, to perform GIC modeling one needs the following52

ingredients: a) a realistic model of the source of geomagnetic disturbances; b) a compre-53

hensive three-dimensional (3-D) electrical conductivity model of the Earth’s subsurface54

in the region of interest; c) a 3-D numerical solver which allows for accurate and detailed55

modeling of the GEF in a given conductivity model excited by a given source; d) the ge-56

ometry of transmission lines and system design parameters that allow for the conversion57

of the modeled GEF into GIC.58

Many previous studies in connection with GIC operated with simplified models ei-59

ther of conducting Earth (one-dimensional (1-D) or thin sheet conductivity models) or60

the source (vertically propagating laterally uniform electromagnetic (EM) field; plane61

wave), or both (e.g., Viljanen et al. (2012, 2013, 2014); Püthe and Kuvshinov (2013); Püthe62

et al. (2014); Beggan et al. (2013); Beggan (2015); Kelly et al. (2017); Honkonen et al.63

(2018); Bailey et al. (2017, 2018); Divett et al. (2017, 2020)).64

In spite of the fact that the importance of performing simulations using fully 3-D65

conductivity models is currently widely recognised (Kelbert, 2020), such simulations are66

still rather rare in the GIC community (e.g., Wang et al. (2016); Pokhrel et al. (2018);67

Nakamura et al. (2018); Liu et al. (2018); Marshall et al. (2019); Rosenqvist and Hall68

(2019); Marshalko et al. (2020)), mostly due to the lack of the credible 3-D conductiv-69
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ity models of the regions of interest as well as unavailability of adequate tools to model70

the problem in the full complexity.71

As for the source, approximating it by plane waves still prevails in the GIC-related72

studies (e.g., Kelbert et al. (2017); Kelbert and Lucas (2020); Lucas et al. (2018); Cam-73

panya et al. (2019); Sokolova et al. (2019); Wang et al. (2020)). This approximation seems74

reasonable in low and middle latitudes, where the main source of anomalous geomag-75

netic disturbances is a large-scale magnetospheric ring current. However, the plane wave76

assumption may not work in higher latitudes, where the main source of the disturbances77

is the auroral ionospheric current, which is extremely variable both in time and space,78

especially during periods of enhanced geomagnetic activity (Belakhovsky et al., 2019).79

Marshalko et al. (2020) provided some evidence for that by comparing ground EM fields80

modeled in the eastern United States using the plane wave approximation and the ex-81

citation by a laterally variable source which was constructed using outputs from 3-D mag-82

netohydrodynamic (MHD) simulation of near-Earth space. The authors found that the83

difference increases towards higher latitudes where the lateral variability of the source84

expectedly enlarges. However their modeling was mostly confined to mid-latitude region,85

thus it is still unclear how pronounced the difference between the plane wave and “lat-86

erally varying source” results could be in auroral regions. In this paper we investigate87

this problem using Fennoscandia as a study region. The choice of Fennoscandia is mo-88

tivated by: a) high-latitude location of the region; b) the availability of the 3-D ground89

electrical conductivity model of the region (Korja et al., 2002) c) the existence of the re-90

gional magnetometer network (International Monitor for Auroral Geomagnetic Effect,91

IMAGE (Tanskanen, 2009)) allowing us to build data-based model of a laterally vari-92

able source, which is a natural alternative to physics-based (MHD) source model in the93

areas with a reasonably dense net of observations.94

Specifically, we perform 3-D modeling of ground electric and magnetic fields in Fennoscan-95

dia using three different source models and taking 7–8 September 2017 geomagnetic storm96

as a space weather event. Two models approximate the source by laterally varying sheet97

current flowing above the Earth’s surface. One of the models is built using the results98

of physics-based 3-D MHD simulation of the near-Earth space, another model uses the99

IMAGE magnetometer data and the Spherical Elementary Current Systems (SECS) method100

(Vanhamäki & Juusola, 2020; Juusola et al., 2020). The third modeling is based on a101

“plane wave” approximation which assumes that the source is locally laterally uniform.102

Note that previous GIC-related studies in Fennoscandia operated with both 1-D (e.g.,103

Pulkkinen et al. (2005); Myllys et al. (2014); Viljanen and Pirjola (2017)) and 3-D (Rosenqvist104

& Hall, 2019; Dimmock et al., 2019, 2020) Earth’s conductivity models, the magnetic105

field in most of these papers was allowed to be laterally variable, but the GEF was al-106

ways calculated implicitly assuming the plane wave excitation.107

We compare modeling results and discuss found differences and similarities. We108

also compare results of magnetic field modeling with observations. The paper is orga-109

nized as follows. The methodology used is described in Section 2.1 followed by presen-110

tation of our results in Section 3. Finally, the discussion of our results and conclusions111

are given in Section 4.112

2 Methodology113

2.1 Governing equations and modeling scheme114

We compute the electric, E(t, r), and magnetic, B(t, r), fields for a given Earth’s115

conductivity distribution σ(r) and a given inducing source jext(t, r), where t and r =116

(x, y, z) denote time and position vector, correspondingly. These fields obey Maxwell’s117

equations, that are written in the time domain as118
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1

µ0
∇×B = σE + jext, (1)

∇×E = −∂B
∂t
, (2)

where µ0 is the magnetic permeability of a free space. Note that this formulation of Maxwell’s119

equations neglects displacement currents, which are insignificant in the range of periods120

considered in this study. We solve eqs (1)-(2) numerically using the following three-step121

procedure:122

1. The inducing source jext(t, r) is transformed from the time to the frequency do-123

main with a fast Fourier transform (FFT).124

2. Maxwell’s equations in the frequency domain

1

µ0
∇×B = σE + jext, (3)

∇×E = iωB, (4)

are numerically solved for the corresponding angular frequencies ω = 2πf , us-125

ing the scalable 3-D EM forward modeling code PGIEM2G (Kruglyakov & Ku-126

vshinov, 2018), based on a method of volume integral equations (IE) with a con-127

tracting kernel (Pankratov & Kuvshinov, 2016).128

We would like to note here that in our previous papers (Ivannikova et al., 2018;129

Marshalko et al., 2020) we used modeling code extrEMe (Kruglyakov et al., 2016)130

which is also based on IE method. The distinction between two codes lies in dif-131

ferent piece-wise bases used. PGIEM2G exploits a piece-wise polynomial basis whereas132

extrEMe uses a piece-wise constant basis. We found that in order to properly ac-133

count for the effects (in electric field) from extremely large conductivity contrasts134

in the Fennoscandian region, extrEMe requires significantly larger computational135

loads compared to the PGIEM2G. This is the reason why we used the PGIEM2G136

code rather than extrEMe to obtain modeling results presented in this paper. Specif-137

ically, PGIEM2G was run with the use of first-order polynomials in lateral direc-138

tions and third-order polynomials in the vertical direction.139

Frequencies f range between 1
L and 1

2∆t where L is the length of the (input) times140

series of the inducing current jext(t, r), and ∆t is the sampling rate of this time141

series. In this study ∆t is 1 min, and L is 8 h.142

3. E(t, r) and B(t, r) are obtained with an inverse FFT of the frequency-domain fields.143

2.2 3-D conductivity model144

3-D conductivity model of the region was constructed using the SMAP (Korja et145

al., 2002) – a set of maps of crustal conductances (vertically integrated electrical con-146

ductivities) of the Fennoscandian Shield, surrounding seas, and continental areas. The147

SMAP consists of six layers of laterally variable conductance. Each layer has the thick-148

ness of 10 km. The first layer comprises contributions from the sea water, sediments, and149

upper crust. The other five layers describe conductivity distribution in the middle and150

lower crust. SMAP covers an area 0◦E – 50◦E and 50◦N – 85◦N and has 5′ × 5′ reso-151

lution. We converted the original SMAP database into Cartesian 3-D conductivity model152

of Fennoscandia with three layers of laterally variable conductivity of 10, 20 and 30 km153

thicknesses (Figures 1.a-c). This vertical discretization is chosen to be compatible with154

that previously used by Rosenqvist and Hall (2019) and Dimmock et al. (2019, 2020) for155
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GIC studies in the region. To obtain the conductivities in Cartesian coordinates we ap-156

plied the transverse Mercator map projection (latitude and longitude of the true origin157

are 50◦N and 25◦E, correspondingly) to original data and interpolated the results onto158

a regular lateral grid. The lateral discretization and size of the resulting conductivity159

model were taken as 5×5 km2 and 2550×2550 km2, respectively. Deeper than 60 km160

we used a 1-D conductivity profile obtained by Grayver et al. (2017) (cf. Figure 1.d).161 manuscript submitted to Space Weather
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Figure 1. Conductivity distribution [S/m] in the model: a)–c) Plane view on 3 layers of the

3-D part of the model; d) global 1-D conductivity profile derived by Grayver et al. (2017) and

used in this study. Locations of geomagnetic observatories Abisko (ABK), Uppsala (UPS) and

Saint Petersburg (SPG) are marked with circles in plot (a).

Flight Center. The version of the SWMF is v20140611. Details and results of the run153

are available at the CCMC website (https://ccmc.gsfc.nasa.gov, run number Naomi154

Maruyama 011818 1).155

2.3.2 Construction of the source using the SECS method156

The second approach to the EM induction source setting is the construction of the157

equivalent current using the SECS method (Vanhamäki & Juusola, 2020). In this ap-158

proach the elementary systems form a set of basis functions for representing two-dimensional159

vector fields on a spherical surface. An important application of the SECS method, which160

is relevant for this study, is the estimation of the ionospheric current system based on161

the magnetic disturbance field it creates on the ground. Elementary current systems, as162

applied to ionospheric current systems, were first introduced by Amm (1997).163
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Figure 1. Conductivity distribution [S/m] in the model: a)–c) Plane view on 3 layers of the

3-D part of the model; d) global 1-D conductivity profile derived by Grayver et al. (2017) and

used in this study. Locations of geomagnetic observatories Abisko (ABK), Uppsala (UPS), Saint

Petersburg (SPG), and P1, P2 and P3 points are marked with circles in plot (a).

2.3 EM induction source settings162

In this section we discuss the construction of two models for laterally variable source163

and also explain how EM field is calculated in the framework of plane wave (laterally164

uniform source) concept. The sources are set up for the geomagnetic storm on 7-8 Septem-165
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ber 2017, more specifically, for 8 hours time period from 20:00 UT, 7 September 2017166

to 03:59 UT, 8 September 2017, thus, before and during the main phase of the storm.167

The disturbance storm time (Dst) index during this geomagnetic storm reached -124 nT168

according to the World Data Center of Kyoto (http://wdc.kugi.kyoto-u.ac.jp/dstdir/).169

More details on the September 2017 storm can be found in Linty et al. (2018) and Dimmock170

et al. (2019).171

2.3.1 Construction of the source on the basis of an MHD simulation172

The first source model is based on the results of physics-based 3-D MHD simula-
tion of near-Earth space. In this study we employ the Space Weather Modeling Frame-
work (SWMF, Toth et al. (2005, 2012)). The input to this MHD model are solar wind
(density, temperature, velocity) and interplanetary magnetic field parameters measured
at satellites located at L1 Lagrange point, such as Advanced Composition Explorer (ACE)
and Deep Space Climate Observatory (DSCOVR). The other input is the solar radio flux
at F10.7 cm (2800 MHz). The outputs are time-varying 3-D currents in the magneto-
sphere, horizontal currents in the ionosphere and field-aligned currents flowing between
the magnetosphere and the ionosphere. These output data are then used to calculate (via
the Biot-Savart law) external magnetic field perturbations Bext(t, r) at the ground us-
ing the CalcDeltaB tool (Rastätter et al., 2014). Figure 2 demonstrates snapshots of the
external magnetic field components at 23:16 and 23:52 UT on 7 September 2017 (dur-
ing the main phase of the geomagnetic storm). Time series of the external magnetic field
are computed globally at 5◦×5◦ spatial grid with 1-min sampling rate and further con-
verted into the equivalent current (stream) function Ψ(t, r). The equivalent current den-
sity (jext(t, r) in eq. (1) is then calculated at the surface of the Earth based on the cur-
rent function data as

jext = −δ(z − 0+)(er ×∇⊥Ψ), (5)

where δ(z − 0+) is Dirac’s delta function, er is the radial (outward) unit vector, and173

∇⊥ is the surface gradient. The whole scheme of the equivalent current density calcu-174

lation from the outputs of MHD simulations is discussed in Ivannikova et al. (2018).175

The SWMF run, results of which are used in the current study, was performed at176

NASA’s Community Coordinated Modeling Center (CCMC) at the Goddard Space Flight177

Center. The version of the SWMF is v20140611. The Rice Convection Model was used178

to simulate the inner magnetosphere dynamics (Toffoletto et al., 2003). The modeling179

domain consists of about 1 million grid cells. The size of the smallest cells is 0.25 RE180

(where RE is the Earth radius) close to the inner boundary of the modeling domain. The181

size of the largest cells is 8 RE (close to the outer boundary in the distant tail). The outer182

boundaries are set at 32 RE in the +x upstream direction, 224 RE in the −x downstream183

direction, and 128 RE in the ±y and z directions (GSM coordinates). The inner bound-184

ary is located at a distance of 2.5 RE from the Earth’s center. 1-min OMNI solar wind185

data have been used as an input in this run. The F10.7 cm flux was set to 130.4. De-186

tails and results of the run are available at the CCMC website (https://ccmc.gsfc.nasa187

.gov, run number Naomi Maruyama 011818 1).188

We would like to note that we also performed SWMF simulations with the same189

input parameters as were used in the CCMC Naomi Maruyama 011818 1 run, but with190

different spatial resolutions at the inner boundary of the modeling domain, namely, 0.125191

and 0.0625 RE . External magnetic fields (not shown in the paper) from higher-resolution192

MHD simulations appeared not to differ significantly from those obtained on the basis193

of Naomi Maruyama 011818 1 run in the region of our interest. Taking into account that194

small differences in external magnetic field should not notably affect modeling results,195

we construct the “MHD-based” source using Naomi Maruyama 011818 1 simulation out-196

puts.197
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Figure 2. Global snapshots of the external magnetic field components at the surface of the

Earth computed on the base of the SWMF outputs at 23:16 and 23:52 UT on 7 September 2017.

Bx, By and Bz are northward, eastward and downward directed components, respectively.

the magnetic disturbance field it creates on the ground. Elementary current systems, as162

applied to ionospheric current systems, were first introduced by Amm (1997).163

With the help of the SECS technique it is possible to separate the measured field164

into external and internal parts, which can be represented by two layers of equivalent165

currents placed in the ionosphere and underground (Pulkkinen et al., 2003). In this study166

we employ this technique to simulate the external current (jext(t, r) in eq. 1) dynamics167

during 8 h of the 7-8 September 2017 geomagnetic storm.168
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Figure 2. Global snapshots of the external magnetic field components at the surface of the

Earth computed based on the SWMF outputs at 23:16 and 23:52 UT on 7 September 2017. Bx,

By and Bz are northward, eastward and downward directed components, respectively.

2.3.2 Construction of the source using the SECS method198

The second model of the source was constructed using the SECS method (Vanhamäki199

& Juusola, 2020). In this method the elementary current systems form a set of basis func-200

tions for representing two-dimensional vector fields on a spherical surface. An important201

application of the SECS method, which is relevant for this study, is the estimation of the202

ionospheric current system from ground-based measurements of magnetic field distur-203
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bances. Note that elementary current systems, as applied to ionospheric current systems,204

were first introduced by Amm (1997).205

With the help of the SECS technique it is possible to separate the measured mag-206

netic field into external and internal parts, which are represented by two equivalent sheet207

currents placed in the ionosphere and underground (Juusola et al., 2020).208

To construct the external sheet current we have used IMAGE 10 s vector magnetic209

field data from all available stations, except for Røst and Harestua, for which the base-210

lines are not yet determined. Baselines are subtracted from variometers’ measurements211

according to the method of van de Kamp (2013). Ionospheric current density is computed212

using the 2-D SECS method (Vanhamäki & Juusola, 2020) with the following param-213

eters:214

• Altitude of the ionospheric equivalent current sheet: 90 km;215

• Depth of the induced telluric equivalent current sheet: 0.001 km;216

• Latitude resolution of the SECS grid: 0.5◦;217

• Longitude resolution of the SECS grid: 1◦;218

• Latitude range of the grid: from 59◦N to 79◦N;219

• Longitude range of the grid: from 4◦E to 42◦E;220

Note that extrapolation of the equivalent current density up to 42◦E is performed221

in order to cover the whole region of Fennoscandia, even though the estimates of equiv-222

alent current far from the stations are less reliable. This applies not only to estimates223

at areas outside of the region covered by the stations but also to estimates inside of the224

region covered by the stations at locations where the distances between the nearby sta-225

tion are large.226

Figure 3 demonstrates snapshots of equivalent current components at 23:16 and227

23:52 UT on 7 September 2017.228

We further perform the equivalent current extrapolation in order to ensure its smooth229

decay outside the region covered by the data. This is done to avoid the occurrence of230

the artifacts from the edges of the current sheet. We also reduce the temporal resolu-231

tion of the estimated equivalent current from 10 s to 1 min in order to perform compar-232

ison of modeling results obtained via the MHD- and SECS-based sources. We then project233

the current density onto a region of interest and perform vector rotation, which is required234

for the results’ transition from spherical to Cartesian coordinate system. After that we235

interpolate current density onto a regular Cartesian grid.236

2.3.3 Plane wave modeling237

The scheme of the GEF calculation via the plane wave approach differs from the238

one described in Section 2.1. The plane wave modeling results are obtained as follows:239

1. 3-D EM forward modeling is carried out via PGIEM2G code (Kruglyakov & Ku-
vshinov, 2018) with two (laterally uniform) plane wave sources for the SMAP con-
ductivity model at FFT frequencies corresponding to periods from 2 min to 8 h.
3-D MT impedances Z(r, ω) (Berdichevsky & Dmitriev, 2008) that relate the sur-
face horizontal electric field with the surface magnetic field at each grid point r

Eh(r, ω) =
1

µ0
Z(r, ω)Bh(r, ω), Z(r, ω) =

(
Zxx Zxy

Zyx Zyy

)
, (6)

are then calculated for each FFT frequency ω.240

2. We then consider magnetic field modeled using the SECS-based source as the “true”241

magnetic field, thus mimicking the actual magnetic field in the region.242
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To construct the external current we used International Monitor for Auroral Ge-169

omagnetic E↵ects (IMAGE) 10 s vector magnetic field data from all available stations,170

except for Røst and Harestua. Baselines are subtracted from variometers’ measurements171

according to the method by van de Kamp (2013). Ionospheric current density are com-172

puted using the 2-D SECS method (Vanhamäki & Juusola, 2020) with the following pa-173

rameters:174

• Altitude of the ionospheric equivalent current sheet: 90 km;175

• Depth of the induced telluric equivalent current sheet: 0.001 km;176

• Latitude resolution of the SECS grid: 0.5�;177

• Longitude resolution of the SECS grid: 1�;178

• Latitude resolution of the output grid: 0.5�;179

• Longitude resolution of the output grid: 1�.180

• Latitude range of the grid: from 59�N to 79�N;181

• Longitude range of the grid: from 4�E to 42�E;182

Note that extrapolation of the equivalent current density data up to 42�E is per-183

formed in order to cover the whole region of Fennoscandia, even though the equivalent184

current data far from the stations are less reliable. This applies to areas outside of the185

region covered by the stations but also to data inside of the region covered by the sta-186

tions if the distances between the nearby station are large.187

Figure 3 demonstrates snapshots of equivalent current components at 23:16 and188

23:52 UT on 7 September 2017.189
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Figure 3. Snapshots of the equivalent current components computed using the SECS method

at the surface of the Earth at 23:16 and 23:52 UT on 7 September 2017. jx and jy are northward

and eastward directed components, respectively.
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Figure 3. Snapshots of the magnitude and direction of the equivalent current computed using

the SECS method at an altitude of 90 km above the surface of the Earth at 23:16 and 23:52 UT

on 7 September 2017. Locations of IMAGE magnetometers (including Abisko (ABK) and Upp-

sala (UPS)), the data from which were used for the equivalent current construction, are marked

with squares. Location of Saint Petersburg (SPG) geomagnetic observatory is marked with a

circle. Note that SPG is not a part of the IMAGE magnetometers network and its magnetic field

data were not used for the equivalent current construction.

3. Further, the horizontal GEF is calculated for each frequency and each grid point
as

Epw
h (rs, ω) =

1

µ0
Z(r, ω)BSECS

h (r, ω). (7)

4. Finally, an inverse FFT is performed for the frequency-domain GEF to obtain the243

“plane wave” GEF in the time domain.244

3 Results245

3.1 Comparing results at a number of locations in the region246

We first compare modeled and recorded magnetic field variations at the locations247

of the geomagnetic observatories Abisko (ABK), Uppsala (UPS), and Saint Petersburg248

(SPG) during the considered event. Observatories’ locations are shown in Figure 1. The249

sampling rate of time series is 1 min. The linear trend was removed from observatory250

data before comparing them to modeling results.251

Three upper plots in Figures 4-6 demonstrate time series of (total, i.e. external +252

induced) magnetic field modeled using MHD- and SECS-based sources (hereinafter to253

be referred as MHD-based and SECS-based magnetic fields), as well as time series of the254

observed magnetic fields. We do not show in these plots “plane wave” magnetic fields255
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Table 1. Normalized root-mean-square errors and correlation coefficients between SECS-based

and observed magnetic field at Abisko (ABK), Uppsala (UPS) and Saint Petersburg (SPG) ge-

omagnetic observatories. The results are shown for a time window from 20:00 UT, 7 September

2017 to 03:59 UT, 8 September 2017.

ABK UPS SPG

nRMSE(Bx,SECS,Bx,obs) 0.14 0.52 0.34
nRMSE(By,SECS,By,obs) 0.32 0.5 1.17
nRMSE(Bz,SECS,Bz,obs) 0.28 0.27 0.31

corr(Bx,SECS,Bx,obs) 0.99 0.92 0.95
corr(By,SECS,By,obs) 0.95 0.93 0.39
corr(Bz,SECS,Bz,obs) 0.97 0.98 0.95

Table 2. The same legend as in Table 1 but for MHD-based magnetic field.

ABK UPS SPG

nRMSE(Bx,MHD,Bx,obs) 0.78 0.77 0.73
nRMSE(By,MHD,By,obs) 1 1.25 1.06
nRMSE(Bz,MHD,Bz,obs) 0.81 0.81 0.76

corr(Bx,MHD,Bx,obs) 0.67 0.72 0.7
corr(By,MHD,By,obs) 0.15 0.28 0.18
corr(Bz,MHD,Bz,obs) 0.62 0.8 0.78

because by construction they coincide with SECS-based magnetic field (see the second256

item in Section 2.3.3). It is seen that the agreement between SECS-based and observed257

magnetic field for ABK and UPS observatories is very good in all components. This is258

not very surprising because magnetic field data from these observatories were used to259

construct the SECS source. As the construction is based on the least-square approach,260

it inevitably attempts to make predictions close to observations. In this context prob-261

ably the most interesting comparison is for SPG observatory because this observatory262

is not a part of the IMAGE array, and its data were not used for the SECS source con-263

struction. Remarkably, the agreement between SECS-based and observed magnetic fields264

for SPG is also good, except By component. The disagreement in By may be due to a265

localized geomagnetic disturbance which is not accounted for in SECS source model. Ta-266

ble 1 supports quantitatively the above observations by presenting correlation coefficients267

between corresponding time series and the normalized root-mean-square errors which268

is defined as269

nRMSE(a, b) =

√√√√ n∑
i=1

(ai − bi)2

n

/√√√√ n∑
i=1

b2i

n
, (8)

where a and b are modeled and observed time series, respectively, ai and bi are elements270

of these time series, and n is the number of these elements.271

It is also seen from the Figures and Table 2 that the agreement between MHD-based272

and observed magnetic field is significantly worse for all considered observatories and all273

components. The agreement is especially bad in By component. On the whole the mag-274

nitude of MHD-based magnetic field perturbations is underestimated (compared to the275
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ABK (latitude: 68.358, longitude: 18.823)
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Figure 4. Results of 3-D modeling on the base of an MHD simulation (red), with the help of

the SECS method (blue), using the plane wave approach (green, only electric field components)

and magnetic field observations (black) at Abisko (ABK) geomagnetic observatory from 20:00

UT, 7 September 2017 to 03:59 UT, 8 October 2017. 3 upper plots: comparison of modeled and

observed magnetic fields; 2 lower plots: modeled electric field.

and 23:52 (lower plots) UT 7 September 2017. These time instants are also marked with256

vertical dashed lines in Figures 4, 5 and 6.257

According to our modeling results values of the horizontal GEF magnitude com-258

puted using the SECS method strongly exceed those calculated on the base of MHD sim-259

ulation outputs throughout the Fennoscandian region.260
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Figure 4. Three upper plots: modeled and observed time series of magnetic field at Abisko

(ABK) geomagnetic observatory. Two lower plots: modeled time series of horizontal electric

field. The results are shown for a time window from 20:00 UT, 7 September 2017 to 03:59 UT,

8 September 2017. Vertical dashed lines mark time instants (23:16 and 23:52 UT 7 September

2017) for which the results in Figures 2, 3 and 8-9 are shown.

SECS-based and observed magnetic field perturbations). Moreover, MHD-based mag-276

netic field captures less of the short-period variability. These results are consistent with277

results of Kwagala et al. (2020), who carried out SWMF simulations for a number of space278

weather events and compared SWMF-based (external) magnetic fields with observed ones279

at a number of locations in northern Europe. According to their modeling results, the280

SWMF predicts the north-south component of external magnetic field perturbations bet-281

ter than the east-west component in auroral and subauroral regions, which is also the282

case in our modeling of the total magnetic field.283
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UPS (latitude: 59.903, longitude: 17.353)
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Figure 5. The same legend as in Figure 4 but for Uppsala (UPS) geomagnetic observatory.

3.3 Comparison of the GEF calculated using the SECS and plane wave261

methods262

The plane wave approximation is commonly used for the GEF estimation in the263

GIC research. However, the ionospheric current systems in high-latitude regions are spa-264

tially variable, and it is generally accepted that the application of the plane wave method265

is limited in these regions. In this section we examine how large the di↵erence between266

GEFs computed with nonuniform and plane wave sources actually is in the Fennoscan-267

dian region.268

Left plots in Figure 10 show snapshots of the horizontal GEF magnitude computed269

using the EM induction source constructed via the SECS method. Middle plots in this270

figure demonstrate snapshots of the horizontal GEF magnitude computed using the plane271

wave method. Right plots show the absolute di↵erences between magnitudes of the GEF272
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Figure 5. The same legend as in Figure 4 but for Uppsala (UPS) geomagnetic observatory.

Finally, two lower plots in Figures 4 - 6 show plane-wave-, SECS- and MHD-based284

horizontal GEF. Note that long-term continuous observations of GEF are absent in the285

region, thus only modeling results are shown in the plots.286

Similarly to MHD-based magnetic field, the MHD-based GEF is underestimated287

compared to the SECS-based GEF. The correlation between these modeling results is288

very low and nRMSE are high (see Table 3).289

On the contrary, SECS- and plane wave-based electric fields are rather close to each290

other, especially at locations of UPS and SPG observatories; Table 4 illustrates this quan-291

titatively. Correlation between modeling results at ABK observatory is lower and nRMSE292

is higher most likely due to the fact that this observatory is situated in the region with293

high lateral conductivity contrasts (resistive landmass and conductive sea). To put more294

weight on this inference last three columns of Table 4 and Figure 7 demonstrate SECS-295

and plane-wave-based results for three “sites” also located in the regions with high lat-296
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SPG (latitude: 60.542, longitude: 29.716)
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Figure 6. The same legend as in Figure 4 but for Saint Petersburg (SPG) geomagnetic obser-

vatory.

calculated using these two methods. Modeling results are again demonstrated at two time273

instants: 23:16 (upper plots) and 23:52 (lower plots) UT 7 September 2017.274

It is clear that the di↵erence between the GEF modeling results for laterally nonuni-275

form source and plane wave excitation is significant in the Fennoscandian region. The276

largest di↵erences occur in areas of strong lateral contrasts of conductivity (e.g., at the277

coasts) and at higher latitudes.278

4 Discussion and Conclusions279

In this work we performed 3-D modelings of the EM field in the Fennoscandian re-280

gion during the 7-8 September geomagnetic storm in 2017. We used three di↵erent meth-281

ods for the EM induction source setting. The first technique is based on the retrieval of282
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Figure 6. The same legend as in Figure 4 but for Saint Petersburg (SPG) geomagnetic obser-

vatory.

eral conductivity contrasts (their locations are shown in Figure 1). Now we observe that297

the difference between the results is even more pronounced which is, in particular, re-298

flected in lower correlation coefficients and higher nRMSE.299

3.2 Comparing results in the entire region300

Contrary to previous section where we compared modeled and observed time se-301

ries of EM field at a number of locations, in this section we compare MHD-, SECS- and302

plane-wave-based electric fields in the entire region for two time instants discussed ear-303

lier in the paper.304

Top and middle plots in Figure 8 show magnitudes of respective SECS- and MHD-305

based GEF. Bottom plots show the absolute differences between corresponding GEF mag-306
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Table 3. The same legend as in Table 1 but for horizontal electric field.

ABK UPS SPG

nRMSE(Ex,MHD,Ex,SECS) 1.05 1.16 1.06
nRMSE(Ey,MHD,Ey,SECS) 1.05 1.29 1.24

corr(Ex,MHD,Ex,SECS) 0.001 0.12 0.06
corr(Ey,MHD,Ey,SECS) 0.09 0.05 0.06

Table 4. The same legend as in Table 1 but for horizontal electric field, SECS- and plane-

wave-based results and for three extra locations.

ABK UPS SPG P1 P2 P3

nRMSE(Ex,SECS,Ex,pw) 0.42 0.16 0.17 0.85 0.81 0.83
nRMSE(Ey,SECS,Ey,pw) 0.54 0.12 0.2 0.79 0.75 0.78

corr(Ex,SECS,Ex,pw) 0.94 0.99 0.99 0.53 0.58 0.57
corr(Ey,SECS,Ey,pw) 0.86 0.99 0.98 0.62 0.66 0.63

nitudes. It is seen that SECS-based GEF significantly exceeds MHD-based GEF through-307

out the Fennoscandian region and for both time instants. The largest differences occur308

in areas of strong lateral contrasts of conductivity (e.g., at the coast lines) and at higher309

latitudes.310

In a similar manner, Figure 9 presents the comparison of SECS- and plane-wave-311

based GEF. In contrast to MHD-based results, at a first glance magnitude of plane-wave-312

based GEF is in overall comparable with SECS-based GEF (cf. top and middle plots in313

the figure). However, bottom plots show that the difference is substantial but more lo-314

calized (compared to the difference between SECS- and MHD-based results), occurring,315

again, in areas of strong lateral contrasts of conductivity and increasing towards higher316

latitudes.317

4 Conclusions and discussion318

In this work we performed 3-D modeling of the EM field in the Fennoscandian re-319

gion during the 7-8 September geomagnetic storm in 2017. The goal of this model study320

was to explore in what extent the resulting EM field depend on the setup of the exter-321

nal source which induces this field. We have used three different approaches to the EM322

induction source setting. The first technique is based on the retrieval of the (laterally323

variable) equivalent current from the dedicated MHD simulation. In the second method324

the laterally variable equivalent current is constructed on the basis of IMAGE magne-325

tometers’ data using the SECS approach. The third technique exploits plane wave con-326

cept, which implies that the source is laterally uniform locally.327

Two main findings of the paper are as follows. Magnetic field perturbations in Fennoscan-328

dia are reproduced much more accurately using the SECS rather than MHD source. The329

difference between geoelectric fields modeled using SECS source and plane wave exci-330

tation is substantial in Fennoscandia, especially in the areas of strong lateral contrasts331

of conductivity (e.g. at the coasts), and at higher latitudes where lateral variability of332

the source becomes more pronounced.333

From our study the reader may have a biased impression that the SECS-based cur-334

rent system is an ideal source candidate for rigorous modeling (and eventually forecast-335
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ing) ground EM field due to space weather events. However, our vision of the problem336

is that each source setting discussed in this study has its own advantages and drawbacks.337

The MHD-based approach is the only one out of the considered three, which al-338

lows researchers to forecast the space weather impact on ground-based technological sys-339

tems. This is possible due to the fact that MHD simulations are run on the basis of the340

satellite solar wind data collected at L1 Lagrange point. The solar wind velocity has typ-341

ical speed of 300–500 km/s and, thus, the geomagnetic disturbance observed at the Earth’s342

surface is usually lagged compared to L1 point in the range of 30–90 min (Cameron &343

Jackel, 2019). This time is, obviously, reduced for fast CMEs; the initial speed of one of344

the fastest recorded CMEs, which occurred on 23 July 2012 (but was not Earth-directed),345

was estimated as 2500±500 km/s (Baker et al., 2013). Another advantage of the afore-346

mentioned method is the ability to compute equivalent current and, subsequently, EM347

field for any point on the Earth. It is noteworthy that the method is not dependent on348

ground-based geomagnetic field observations. The drawbacks of the approach is that it349

is currently the least accurate among the considered modeling techniques. Moreover, sig-350

nificant computational resources (in terms of CPU time and memory) are required to351

carry out MHD simulations. In spite of the fact that these simulations are still rather352

far from reproducing actual ground geomagnetic disturbances (as is shown once again353

in this paper) there are continuing efforts to improve the predictive power of MHD mod-354

els (e.g., Zhang et al. (2019)).355

The SECS-based approach uses ground magnetometers’ data and, thus, does not356

have forecasting capabilities. However, it is the most accurate among all the considered357

approaches, but in order to properly capture the spatio-temporal evolution of the source358

it requires a dense grid of continuous geomagnetic field observations in the region of in-359

terest.360

Plane wave method is most probably an optimal choice for EM modeling (due to361

space weather events) in low- and mid-latitude regions provided MT impedances are es-362

timated in these regions on as regular and detailed grid as practicable. This, in partic-363

ular, means that dedicated MT survey in the region of interest is a prerequisite for proper364

implementation of this method. This approach is the least computationally expensive365

among the three, as MT impedances can be computed/estimated in advance and then366

convolved with the magnetic field which, again, requires a network of continuous geo-367

magnetic field observations in the region. However, the violation of the plane wave as-368

sumption in the high-latitude leads to less accurate results compared to those obtained369

with the SECS-based method.370

Acknowledgments371

This work has been supported by grant 16-17-00121 from the Russian Science Founda-372

tion (E.M. and V.P.) and carried out as the state assignment of the Schmidt Institute373

of Physics of the Earth, Russian Academy of Sciences (E.S.). A.K. has been partially374

supported by the ESA through the Swarm DISC project. N.K.K’s contribution has been375

partially supported by NOTUR/NORSTOR under project NN9496K. The SWMF model376

is available from the University of Michigan upon acceptance of license agreement, and377

SWMF results used here are available at NASA’s Community Coordinated Modeling Cen-378

ter (CCMC: https://ccmc.gsfc.nasa.gov/results/viewrun.php?domain=GM&runnumber=379

Naomi Maruyama 011818 1). OMNI solar wind data were used as an input for this run380

(http://omniweb.gsfc.nasa.gov). We are grateful to Olga Kozyreva and Lisa Rosen-381

qvist for useful discussions over the course of this work. We thank Toivo Korja and Maxim382

Smirnov for providing the SMAP model. The SMAP model is available via the EPOS383

portal (http://mt.bgs.ac.uk/EPOSMT/2019/MOD/EPOSMT2019 3D.mod.json). We thank384

the institutes that maintain the IMAGE Magnetometer Array: Tromsø Geophysical Ob-385

servatory of UiT, the Arctic University of Norway (Norway), Finnish Meteorological In-386

stitute (Finland), Institute of Geophysics Polish Academy of Sciences (Poland), GFZ Ger-387

–15–



manuscript submitted to Space Weather

man Research Center for Geosciences (Germany), Geological Survey of Sweden (Swe-388

den), Swedish Institute of Space Physics (Sweden), Sodankylä Geophysical Observatory389
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Figure 7. Results of 3-D modeling with the help of the SECS method (blue) and using the

plane wave approach (green, only electric field components) at P1, P2 and P3 points from 20:00

UT, 7 September 2017 to 03:59 UT, 8 October 2017.
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Figure 7. SECS- and plane-wave-based GEF modeling results at three “sites” located in the

regions with high lateral conductivity contrasts; locations of these sites are shown in Figure 1.
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Figure 7. Snapshots of the horizontal GEF magnitude calculated in the SMAP model.

(left) The GEF magnitude computed using the EM induction source constructed via the SECS

method. (middle) The GEF magnitude computed on the base of MHD simulation outputs.

(right) Absolute di↵erences between magnitudes of the GEF calculated using two aforementioned

methods. The results are shown at 23:16 (upper) and 23:52 (lower) UT 7 September 2017.
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Figure 8. Top and middle: magnitudes of respective SECS- and MHD-based GEF. Bottom:

absolute differences between corresponding GEF magnitudes.
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Figure 8. Snapshots of the horizontal GEF magnitude calculated in the SMAP model.

(left) The GEF magnitude computed using the EM induction source constructed via the SECS

method. (middle) The GEF magnitude computed using the plane wave approach. (right) Abso-

lute di↵erences between magnitudes of the GEF calculated using two aforementioned methods.

The results are shown at 23:16 (upper) and 23:52 (lower) UT 7 September 2017.

–17–

Figure 9. The same legend as in Figure 8 but for SECS- and plane-wave-based GEF.
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