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Key points: 17 

 Centimeter- and decimeter-scale column experiments were done to explore the effects 18 

of saturation and soil type on solute dispersivity.  19 

 A clear non-monotonic relationship was found between the dispersivity and soil water 20 

saturation. 21 

 The extent of non-monotonicity was more pronounced for relatively coarse-textured 22 

soils, but less for finer soils.  23 
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Abstract 25 

A major transport process in soils is hydrodynamic dispersion which affects the spreading and 26 

arrival of surface-applied pollutants at underlying groundwater reservoirs. When a soil is 27 

unsaturated, hydrodynamic dispersion is very much affected by soil water saturation. 28 

Centimeter-scale and decimeter-scale column experiments were carried out to explore the 29 

effects of fluid saturation and soil type on the unsaturated soil solute dispersivity. Measured 30 

in-situ breakthrough curves were analyzed in terms of both classical advection-dispersion and 31 

dual-porosity (mobile-immobile) type transport equations. A clear non-monotonic 32 

relationship was found between the dispersivity and soil water saturation. The extent of non-33 

monotonicity was more pronounced for relatively coarse-textured soils compared to the finer 34 

soils. This finding has been reported rarely before; it explains the inconsistency of saturation-35 

dispersivity relationships in the literature. The relationship between solute dispersivity and 36 

water saturation proposed herein may improve the performance of field-scale transport 37 

models for the unsaturated zone. 38 

Keywords: dispersion, dispersivity, solute transport, unsaturated zone 39 

40 
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1. Introduction 41 

Contaminants released at or near the earth surface may travel through the soil unsaturated 42 

zone to arrive at and pollute underlying groundwater resources. Knowledge of the processes 43 

governing the fate and transport in the unsaturated zone is a major aspect of risk assessments 44 

and remediation of contaminated aquifers (Bear & Cheng, 2010). Many studies have been 45 

carried out to investigate solute transport processes in the saturated zone (e.g., Fitch & Jia, 46 

1996; Chiogna et al., 2010; Rolle et al., 2010; Gai et al., 2011). Soil texture and travel 47 

distance are well-known for influence the dispersion significantly. An additional complexity 48 

in the unsaturated (vadose) zone is the effect of soil water content (or fluid saturation) on 49 

solute dispersion (Bear, 1988), an issue that remains relatively ill-defined (Scheidegger, 1961; 50 

Yule & Gardner, 1978; Bolt, 1979; De Smedt et al., 1986; Gelhar, 1986). Several studies (e.g., 51 

Kirda et al., 1973; De Smedt et al., 1986; Maraqa et al., 1997; Matsubayashi et al., 1997; 52 

Devkota et al., 1998; Padilla et al., 1999; Kumahor et al., 2015) have shown an increase in the 53 

solute dispersivity for unsaturated soils compared to fully saturated conditions, while 54 

others(e.g., Vanderborght & Vereecken, 2007) reported a decrease with desaturation. Still 55 

other studies (Yule & Gardner, 1978; Costa & Prunty, 2006)
 
found that dispersion remains 56 

constant, regardless of desaturation. A few recent experimental studies (Bunsri et al., 2008; 57 

Toride et al., 2003; Karadimitriou et al., 2016) have shown a non-monotonic relationship 58 

between the solute dispersivity and soil water content, with the dispersivity increasing to a 59 

maximum value (referred to here as the critical dispersivity) at some intermediate saturation 60 

and then decreasing with further desaturation. Raoof and Hassanizadeh (2013) could explain 61 

this non-monotonic dispersivity behavior based on a numerical study of pore-scale fluid flow 62 

and solute transport processes.  63 

The discrepancies in the literature referred to above are likely due in part to different soil 64 

types being used in the various studies. Soil texture and soil structure affect water and air 65 

distributions at a given saturation, which in turn affects prevailing fluid velocity variations 66 

and should lead to different solute spreading and dispersion phenomena. Additionally, scale 67 

effects are important for solute dispersion (e.g., Dagan, 1986; Butters et al., 1989; Bromly & 68 

Hinz, 2004; Bromly et al., 2007; Mayer et al., 2008); however their impact under unsaturated 69 

conditions are not clear.  70 

Another unsettled issue is the selection of an appropriate macro-scale model, which could be 71 

the classical equilibrium Advection-Dispersion Equation (ADE), a dual-porosity type Mobile-72 
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Immobile Model (MIM), or some other formulations. Some studies suggested the use of MIM 73 

type models (e.g., De Smet et al., 1981; Beven & Young, 1988; Geiger & Durnford, 2000)
 

74 

while others (e.g., Maraqa et al., 1997) show the suitability of the ADE to model transport 75 

without requiring immobile liquid zones. Still, the various transport models do need 76 

relationships for macroscopic coefficients related to solute dispersion and possible 77 

nonequilibrium mass transfer processes. Similar to the constitutive relationships for fluid flow, 78 

transport parameters are known to depend on pore structure as well as on actual air and water 79 

phase distributions. Lack of available constitutive data is often cited as a primary barrier to 80 

acceptable predictions (Toride et al., 2003).  81 

Although advection and dispersion are generally considered to be the most important 82 

transport processes, there is ample evidence that solute diffusion into immobile or dead-end 83 

zones contributes to increased solute residence times. In addition, vapor transport within air-84 

filled pores can significantly enhance the migration of contaminants from their sources if 85 

volatile contaminants are involved (Raoof & Hassanizadeh, 2013). Criteria are needed for 86 

choosing a particular macro-scale model that can be used for different soil types and fluid 87 

saturation scenarios, including variably-saturated conditions. Unfortunately, only a few well-88 

controlled laboratory-scale hydrodynamic dispersion experiments exist for unsaturated flow 89 

conditions, especially experiments that consider a broad range of saturations. One major 90 

reason for this relates difficulties to establish uniform flow conditions at relatively low fluid 91 

saturations. 92 

In this paper we present results of a complete and systematic numerical and experimental 93 

study on solute transport under saturated and unsaturated conditions. Our aim is to investigate 94 

several factors influencing unsaturated transport, such as soil texture and scale effects. We 95 

performed a series of solute transport experiments for different sandy soils with a wide range 96 

of fluid saturations. Moreover, we employed two experimental setups with different column 97 

lengths to explore the scale dependency of unsaturated solute dispersion. Breakthrough curves 98 

(BTCs) were measured in situ at different points along the flow path. The equilibrium ADE 99 

and nonequilibrium-based MIM models were used to analyze the experimental data and to 100 

obtain solute dispersivities at different saturations. The resulting dependency of the solute 101 

dispersivity on water saturation is shown and discussed. 102 

2. Materials and Methods 103 

2.1. Materials 104 
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Two different sands were used in the experiments. A relatively fine sand, S1, was obtained 105 

from a mining site in Belgium, and a coarse sand, S2, from a riverbed in the Netherlands. 106 

Before their use we washed the sands using deionized water to remove clay particles. 107 

Properties of the two sands are listed in Table 1. The HYPROP evaporation device (UMS AG, 108 

Germany) was used to measure soil water retention data of the two sands, and to find the 109 

corresponding van Genuchten (1980) soil hydraulic parameters. The resulting curves are 110 

shown in Figure 1, while the optimized hydraulic parameter values are listed in Table 1. 111 

Compared with sand S1, sand S2 had a lower air entry pressure as reflected by a larger α 112 

value, and a larger residual water saturation value. 113 

 114 

Figure 1. Water retention data for fine sand S1 and coarse sand S2 115 

Table 1. Properties of sands S1 and S2 used in the experiments 116 

Properties S1 S2 

Particle size (mm) 0.1-0.5 0.3-0.8 

Mean particle diameter, d50 (mm) 0.20 0.50 

Uniformity coefficient, d60/d10 1.7 1.2 

van Genuchten parameter, α (cm
-1

) 0.022 0.062 

van Genuchten parameter, n (-) 10.0 10.0 

Irreducible water saturation, Sr (-) 0.17 0.29 

Saturated conductivity, Ks (cm min
-1

) 1.02 4.80 

Average porosity, φ (-) 0.39 0.37 

 117 
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2.2. Experimental Apparatus and Procedures 118 

We employed a 37-cm long plexiglass column with an inner diameter of 10 cm to perform the 119 

unsaturated flow and solute transport experiments. The setup is shown in Figure 2. Since the 120 

dispersivity is sensitive to possible nonuniformities of flow across the inlet boundary, we 121 

placed a very permeable porous plate at the top of the column to uniformly distribute water 122 

over the entire inlet surface area. A 5-mm thick hydrophilic filter was used at the bottom of 123 

the column to serve as a capillary barrier preventing air penetration into the sample. A 124 

vacuum pump furthermore was used at the outlet to precisely control the outlet water pressure 125 

head.  126 

 127 

Figure 2. Schematic view of the 37-cm long column 128 

The columns were packed by pouring dry sand into the water-filled columns. During packing, 129 

we regularly tapped the sands and scratched their surface to avoid layering. Deionized and 130 

degassed water was used in all experiments. Several sensors were used for the required 131 

measurements. Three micro-tensiometers (Rhizo Instruments, Netherlands) were installed at 132 

depths of 10.5, 18.0, and 25.5 cm, respectively, to measure pressure heads along the samples. 133 

The tensiometers consisted of a ceramic cup having dimensions of 1 cm in length and 4 mm 134 

in diameter, as well as a small pressure transducer. We further inserted probes (5-TE sensors, 135 
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Decagon Devices, USA) at the same depths to obtain the electrical conductivity at those 136 

locations. This allowed us to also estimate water saturation of a given sample from the 137 

electrical conductivity using the Topp empirical formula (Topp et al., 1980). When injecting a 138 

tracer solution, the solute concentration is linearly related to the electrical conductivity at a 139 

given value of water saturation (Toride et al., 2003). All data were collected using a CR1000 140 

data logger (Campbell Scientific, UK).  141 

Solute transport experiments were carried out under both saturated and unsaturated flow 142 

conditions. The saturated flow experiments involved two different flow rates. After 143 

establishing steady-state flow using pure water, a three-way valve was used to start injecting a 144 

CaCl2 solution (0.08 mol/L) for a certain pore volume, and then returning to pure water to 145 

create a solute pulse. Concentration breakthrough curves (BTCs) were measured at three 146 

depths using the 5-TE sensors. For the transport experiments during unsaturated flow, unit-147 

gradient flow was established before injecting the solute pulse at a given water saturation. 148 

This was done to obtain uniform water contents (i.e., no gradients in the capillary pressure) in 149 

the samples, which later allowed us to relate the observed solute dispersivity to a certain well-150 

defined saturation value. To do so, starting from saturated flow conditions, the water inflow 151 

rate at the top and water pressure head at the bottom of the column were decreased gradually 152 

in order to minimize local hysteresis effects. The top of the column was open to air to keep 153 

the air pressure fixed at the atmospheric level. During this process, we monitored the three 154 

tensiometers until they reached the same negative unsaturated water pressure head, thus 155 

ensuring that unit gradient flow was achieved. 156 

The solute dispersivity is known to be length-scale dependent. To investigate this effect at the 157 

laboratory scale, we performed, in addition to the experiments using 37-cm long sand 158 

columns, also transport experiments using a much smaller sample. The smaller sample had 159 

dimensions of 3 cm (height) by 3 cm (length) by 2 cm (width), filled with S1 sand. A 160 

schematic view of the small sandbox system is shown in Figure 3. More details about the 161 

sample container can be found in Zhuang et al. (2017). For the smaller sample we used 162 

gamma ray transmission to measure water saturations and solute concentrations, thus avoiding 163 

the insertion of any physical sensors into the small sample. This would avoid any disturbance 164 

of the soil by sensors, including possible gaps between the surface of the sensors and the soil 165 

particles. Measurement of the attenuation of gamma photons has been often used to determine 166 

the soil bulk density and water content, but not solute concentrations. For this study, we 167 

calibrated the attenuation to be able to also measure solute concentrations. Detailed 168 
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information about the gamma transmission method is given in the Supporting Information 169 

Text S1.  170 

The transport experiments in the sandbox under saturated flow conditions were carried out 171 

using two different water flow rates. For unsaturated flow conditions, a continuous flux was 172 

applied to the sand sample in the sandbox starting from primary drainage. After packing the 173 

saturated sand samples, we applied a flow rate slightly smaller than the measured saturated 174 

hydraulic conductivity (obtained with the constant-head method) to the top of the sample. The 175 

hanging water column was then kept at the same level as the bottom of the sand sample. 176 

Readings of the two tensiometers were monitored continuously. When readings of two 177 

tensiometers were identical, water saturation of the sample was measured using the gamma 178 

system. The three-way valve subsequently was switched from solute-free water to a CaCl2 179 

solution for a certain pore volume, and then switched back to solute-freewater in order to 180 

create a solute pulse. The residual concentration breakthrough curves (BTCs) were measured 181 

every 30 s using the gamma system. 182 

 183 

 184 

Figure 3. Schematic view of the 3-cm long sandbox system 185 

In all we conducted eight experiments for sand S1 and ten experiments for sand S2 using the 186 

long column under variably-saturated flow conditions. The BTCs were observed at three 187 

depths for each experiment. For the small sample, we carried out eight experiments for sand 188 

S1 under both saturated and unsaturated flow conditions. The BTCs in the small column were 189 

measured at 1.5 cm from the inlet, with each experiment carried out twice at least to validate 190 

the results. 191 

2.3. Transport Models 192 
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Since solutes were injected uniformly across the entire inlet cross section, and the lateral 193 

boundaries were no-flow, overall macroscopic flow and solute transport in both setups can be 194 

considered to be one dimensional. The BTCs hence could be simulated using one-dimensional 195 

continuum scale modeling. Two different formulations were considered for this purpose: The 196 

Advection Dispersion Equation (ADE) and a dual-porosity type Mobile-Immobile model 197 

(MIM). We used the STANMOD software (Toride et al., 1995; Šimůnek et al., 1999) for all 198 

forward and inverse calculations. 199 

For non-reactive solute transport such as in this study, the ADE is given by 200 

 

2

2

C C C
D v

t x x

  
 
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  (1) 201 

where C represents the solute concentration, v denotes the pore velocity, D is the 202 

hydrodynamic longitudinal dispersion coefficient, t is time, and x is the spatial coordinate. 203 

The dispersivity λ in the ADE formulation is defined as λ=D/v, thus implying that diffusion in 204 

our study has negligible effect on longitudinal transport. 205 

Nonequilibrium transport often exists during both saturated and unsaturated flow, leading to 206 

early arrival and tailing in observed BTCs (van Genuchten et al., 1977; De Smedt et al., 207 

1986). One approach to account for this is to modify the ADE model to assume the presence 208 

of stagnant water in relatively small or dead-end pore spaces. MIM models consider total 209 

water saturation (S) to be made up of two regions: mobile water saturation (Sm) and immobile 210 

water saturation (Sim), with solute exchange between the two regions simulated as a first-order 211 

mass transfer process. The MIM model for non-reactive transport can be described as (Coats 212 

& Smith, 1964; van Genuchten et al., 1977)  213 
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x
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
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
  (3) 215 

where the subscripts m and im refer to the mobile and immobile regions, respectively, φ is the 216 

porosity, and ω is the mass transfer coefficient between the mobile and immobile regions. We 217 

will use the parameter β for the fraction between mobile to total saturation, i.e., Sm/S. The 218 

hydrodynamic dispersion coefficient for the mobile phase is represented by Dm, which is 219 

approximately equal to D/β. Similarly, the pore velocity v is equal to βvm. The dispersivity λm 220 

in the MIM model is defined as λm=Dm/vm. 221 
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We specified third-type inlet boundary conditions for both models, thus considering all 222 

concentration data to be volume-average variables (van Genuchten & Parker, 1984; van 223 

Genuchten & Wierenga, 1986).  The dispersion coefficient D and the pore velocity v were the 224 

optimized parameters in the ADE model, while for the MIM model we also needed to 225 

optimize simultaneous the mass transfer coefficient ω and the mobile fluid ratio β.  226 

3. Results and Discussion 227 

3.1. Breakthrough Curves 228 

First, we present a selection of the BTCs that were measured at different locations and for 229 

fluid saturations, and their analysis in terms of the ADE and MIM models. Fitted values of the 230 

transport parameters are listed in Tables S1 to S12 of the Supporting Information. We note 231 

here that application of different macroscopic models (ADE and MIM in our case) will lead to 232 

different parameter values depending upon the formulation of the macroscopic equations. 233 

 234 

Figure 4. Saturated flow conditions: Observed and simulated BTCs for fine sand S1 and 235 

coarse sand S2. 236 

 237 

Figure 4 shows BTCs obtained under saturated flow conditions. Both fine sand S1 and coarse 238 

sand S2 provided symmetrical BTCs at all depths. Given the symmetry, the ADE model was 239 

sufficient to describe the data (the black solid lines in Figure 4). By comparison, observed 240 

BTCs at intermediate saturation values, such as shown in Figure 5 for S=0.44, were less 241 

symmetrical with some tailing at both the higher and lower concentrations (van Genuchten et 242 

al., 1977; De Smedt et al., 1986). This suggests the use of the MIM model in addition to the 243 
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ADE. The results are shown in Figure 5 as solid and dash lines, respectively. The MIM model 244 

gave better agreement with the non-symmetric structure and tailing of the BTCs (R
2
 values 245 

can be found in Tables S1-S12). 246 

 247 

Figure 5. Unsaturated flow conditions: Observed and simulated BTCs, at S=0.44, for fine 248 

sand S1 and coarse sand S2. 249 

3.2. Dispersivity in Different Models 250 

3.2.1. ADE Model 251 

Figure 6 shows estimated dispersivity values as a function of water saturation using the ADE 252 

model. The results clearly indicate non-uniform relationships between the solute dispersivity, 253 

λ, and saturation, S. The relatively fine sand (S1) column showed an increase in dispersivity 254 

as saturation decreased from 1.0 to 0.5, but then λ slightly decreased S became less than 0.5. 255 

This behavior is consistent for all depths. Overall, λ showed a slight non-monotonic behavior 256 

with a maximum value (i.e., the critical dispersivity) at an intermediate saturation value of 0.5. 257 

We note that only one set of the BTCs was measured for saturations less than 0.5 in sand S1. 258 

This because of the very low permeability of the fine sand at low saturations, and hence the 259 

extremely long times needed to obtain complete BTCs. Coarse sand S2 showed much more 260 

visible non-monotonic behavior and the associated critical dispersivity (Figure 6b). These 261 

results confirm that non-monotonicity exist in the dispersivity versus saturation, with the 262 

extent of non-monotonicity depending upon soil type (becoming less pronounced for finer 263 

sands). Moreover, the S value corresponding to the critical dispersivity shifted to a relatively 264 

large value of around 0.6 for coarse sand. Our results indicate that change in λ with fluid 265 

desaturation depends upon soil type, thus explaining some of the discrepancies about the 266 
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unsaturated soil solute dispersivity reported in the literature. For instance, Toride et al. (2003) 267 

and Bunsri et al. (2008) showed non-monotonic relationships between λ and fluid saturation 268 

for 0.25-0.50 mm and 0.15-0.5 mm sand particle sizes, which are slightly coarser than our 269 

sand S1. By comparison, Padilla et al. (1999) reported a monotonic dispersivity-saturation 270 

relationship for their sand ranging from 0.2-0.5 mm (finer than our sand S1). 271 

 272 

Figure 6. ADE model results: dispersivity, λ, versus water saturation at different depths for 273 

fine sand, S1 (a), and coarse sand, S2 (b). 274 

 275 

At a given saturation level, the dispersivity changes with distance due to its scale dependency. 276 

Our results showed an increase in the dispersivity up to a distance of 18.0 cm, where it 277 

reached to an asymptotic value for sand S1. The finer sand, S2, was found to be less sensitive 278 

to the length scale. To further explore this effect, we used a non-destructive method (to 279 

prevent sample disturbance) to collect dispersivity data for the fine sand, S1. 280 

3.2.2. MIM Model 281 

Changes in the dispersivity obtained with the MIM model (i.e., the mobile phase dispersivity, 282 

λm) as a function of water saturation for both sands are shown in Figure 7a. The transport 283 

parameters were obtained using the BTCs at the central location (i.e., at 18.0 cm) since they 284 

are affected here the least by the inlet and outlet boundaries.  285 

 286 
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 287 

Figure 7. Changes in solute transport parameters with saturation using the MIM model: 288 

variations in a) solute dispersivity of the mobile phase, λm, b) the mobile phase fraction, 289 

β=Sm/S, and c) the mass transfer equivalent time between the mobile and immobile phases, 290 

1/ω. For comparison, the corresponding λ values using the ADE are shown as lines. 291 

 292 

Dispersivity values obtained with the MIM model were smaller than those obtained using the 293 

ADE over the entire saturation range. This can be explained by the fact that solute mixing in 294 

the MIM is represented using two parameters (i.e., the dispersivity and the mass transfer 295 

coefficient) while in the ADE all of the mixing processes are lumped into a single dispersivity 296 

parameter. The relationship between λm and water saturation for coarse sand S2 showed a 297 

non-monotonic relation, similar as for the ADE model. However, the values of λm were six 298 

times smaller than the λ values. 299 

Mass exchange between the mobile and immobile liquid phases is influenced by the relative 300 

amount of these phases and the mass transfer coefficient associated with this exchange. Figure 301 

7b presents the ratio (β) between mobile water saturation (Sm) and total saturation (S). The 302 

mobile water fraction was at its maximum during saturated conditions, but decreased as more 303 

air occupied the soil pores at lower saturation values. For fine sand S1, β values decreased 304 

slightly and then remained nearly constant at a value of 0.96 as S further decreased. For 305 

coarse sand S2, β values decreased significantly at first, but then stayed at around 0.7 with 306 

further desaturation. Differences in the pore sizes between the two sands are the main cause of 307 

the differences in β. Sand S1 is a relatively fine to medium sand with relatively small pores, 308 

while sand S2 is a coarse sand with much larger pores. During primary drainage, water in the 309 

larger pores drain fast at first, with some parts of water in the larger pores becoming isolated 310 

and immobile, whereas water in the smaller pores becomes disconnected more gradually as 311 
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saturation decreases. Therefore, for sand S2, drainage of the larger pores created considerably 312 

more immobile water.  313 

Figure 7c shows the mass transfer equivalent time, 1/ω, as a function of saturation under 314 

unsaturated flow conditions. For fine sand S1, when S>0.6, the transfer time was very small, 315 

implying rapid solute exchange, while the transfer time increased dramatically by two orders 316 

of magnitude or more when S<0.6. For coarse sand S2, the transfer time was very small over 317 

the entire saturation range, with a slight increase only when S<0.3. Mass transfer hence 318 

required far less time for coarser sand S2 compared to finer sand S1.  319 

3.3. Dispersivity at Different Scales 320 

The above experiments were carried out using 37-cm long columns. We additionally used a 321 

very short 3-cm column to perform transport experiments for the fine sand, S1. The resulting 322 

parameter values for the short column are listed in Table S13. Selected BTCs under saturated 323 

and unsaturated flow conditions are shown in Figure 8. The BTCs exhibited some scattering 324 

in the concentration values, most likely due to local flow variations (the measurement area 325 

normal to the of ray flux was only 6 mm in diameter) and subsequent dynamic changes in the 326 

air-water interfaces during gamma ray passage. We acknowledge here that BTCs from very 327 

short columns inherently are affected more by experimental imperfections associated with 328 

packing and the implementation of boundary conditions. 329 

330 
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 331 

 332 

Figure 8. Saturated and unsaturated flow conditions: Observed and simulated BTCs for fine 333 

sand S1 using the 3-cm sample. 334 

 335 

Figure 9a shows a plot of normalized dispersivity values (relative to saturated λ values) 336 

obtained using both the small, 3-cm, sample as well as the larger, 37-cm, columns. The inset 337 

provides a view with a smaller scale of the y axis. As saturation decreased, λ values obtained 338 

with the small sample for fine sand S1 increased to around 0.6 cm at S=0.5, and then 339 

decreased slightly (i.e., again showing a non-monotonic relationship). By comparison, the 340 

dispersivities obtained for coarse sand S2 were much more non-monotonic. Still, all of the 341 

samples with their different soil types and sample lengths confirmed a saturation dependency 342 

of the solute dispersivity, with the dependency being far more pronounced and non-343 

monotonic for the coarser sand (Figure 9a). For the finer sand, for which we performed 344 

experiments with two different sample lengths, saturation had much more effect on the 345 

dispersivity of the longer column, but with the non-monotonicity being far less as compared 346 

to the coarser sand. Fluid saturation at the turning point (the critical saturation Sc) was slightly 347 

lower for fine sand S1 (Sc =0.5) compared to the coarse sand S2 (Sc =0.6).  348 
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 349 

Figure 9. a) Comparison of normalized dispersivity values, λ, using the ADE model for both 350 

sands, as well as for different sample sizes for sand S1, and b) relationships between the 351 

normalized dispersivity λ and saturation reported in the literature (Raoof & Hassanizadeh, 352 

2013) based on 3D pore scale modeling of samples with different pore sizes, showing a 353 

monotonic behavior. Values of λ in a) for the larger columns were for the BTCs at 10.5 cm 354 

(closest to the inlet of the columns); solid lines show the fitted relationships to the data. 355 

 356 

Interestingly, the results in Figure 9a show a similar trend as found in previous studies where 357 

3D pore-scale modeling was used to explore the saturation dependency of the dispersivity 358 

using samples with different pore size distributions (Figure 9b, Raoof & Hassanizadeh, 2013). 359 

Consistent with that study, the experimental observations can be explained by the underlying 360 

pore scale processes. For unsaturated conditions, λ is affected by the amount of mixing at the 361 

level of individual pores, which becomes limited due to the presence of air in the larger pores. 362 

Furthermore, at the level of sample size, dispersivity is affected by pore connectivities and 363 

whether in an unsaturated soil a cluster of connected saturated pores exist to form a flow 364 

pathway that percolates though the entire sample. Sample S2 has larger pores and a wider 365 

distribution of pore sizes as reflected also by its capillary pressure-saturation curve and the 366 

higher saturated dispersivity values. In this sample, air during drainage enters larger pores and 367 

effectively disconnects them from the otherwise connected saturated pore system that forms 368 

fast flow pathways through the soil. Eliminating these pathways causes velocity variations to 369 

become less among different parts of the sample and, therefore, causes λ to decrease.  Raoof 370 

and Hassanizadeh (2013) showed that this dispersivity turning point (λc) occurs at higher 371 

saturation values for soils having larger pore sizes, consistent with our observations (Figure 9). 372 
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For a soil with smaller pore sizes (e.g., sand S1) the effect of pathways and their elimination 373 

by the invading air phase become less distinct which is also supported by pore scale studies. 374 

For such a sample, the turning point of the dispersivity occurs at lower saturations, while 375 

changes in λ are affected less by saturation compared with samples having larger pore sizes.  376 

To describe the relationship between the dispersivity and saturation explicitly, we propose an 377 

empirical formula with a Gaussian shape as follows 378 

 

2

( )

S b

cS ae

 
 
    (4) 379 

in which a, b, and c are fitting parameters. We applied Equation (4) to the three sets of λ-S 380 

data. The resulting curves are shown as solid lines in Figure 9a, while the parameter values 381 

are given in Table 2. The values of a and b were close to the maximum dispersivity and the 382 

critical saturation, respectively. Knowing the maximum dispersivity and the critical saturation, 383 

it is then possible to predict λ over the entire saturation range (especially saturation levels 384 

larger than residual saturation). Equation (4) could be used for field-scale modeling of solute 385 

transport in the unsaturated zone. 386 

Table 2. Values of the parameters in Equation (4) for sands S1 and S2 387 

Experiment a b c 

S1-sandbox 1.50 0.41 0.81 

S1-column 4.91 0.45 0.39 

S2-column 37.2 0.49 0.24 

 388 

4. Conclusions 389 

This study provides a comprehensive analysis of solute transport for different sandy soils 390 

under saturated and a wide range of unsaturated flow conditions. Results showed a well-391 

defined dependence of the solute dispersivity on soil water saturation, with the resulting 392 

relationship being non-monotonic, particularly for the coarser medium.  393 

The established relationship between solute dispersivity and water saturation may prove to be 394 

important for field-scale models of the unsaturated zone to provide a better basis for 395 

subsurface environmental management and risk analyses. Our study involved carefully 396 

packed homogeneous fine and coarse sands. Further studies are needed for different natural 397 
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soils, especially structured or macroporous field soils, to identify or improve possible 398 

relationships between the solute dispersivity and water content in the unsaturated zone.  399 
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