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Abstract14

In this study, we find significant sensitivity to the choice of time step for the Energy Ex-15

ascale Earth System Model’s atmospheric component, leading to large decreases in the16

magnitude of cloud forcing when the time step is reduced to 10 seconds. Reducing the17

time step size for the microphysics increases precipitation, leading to a drying of the at-18

mosphere and an increase in surface evaporation. This effect is amplified when the mi-19

crophysics is substepped together with other cloud physics processes. Coupling the model’s20

dynamics and physics more frequently reduces cloud fraction at lower altitudes, while21

producing more cloud liquid at higher altitudes. Reducing the deep convection time step22

also reduces low cloud mass and cloud fraction. Together, these results suggest that cloud23

physics in a global circulation model can depend strongly on time step, and in partic-24

ular on the frequency with which cloud-related processes are coupled with each other and25

with the model dynamics.26

Plain Language Summary27

Computer simulations of the Earth’s atmosphere take the state of the atmosphere28

at one point in time, then predict the state of the atmosphere a short interval of time29

into the future. The length of this time interval is known as the “time step”. By doing30

this repeatedly, models can produce a simulated history of the atmosphere for years or31

even centuries. A smaller time step size requires more computer time, but should ide-32

ally lead to more accurate results. In this study we reduce the time step for the atmo-33

sphere in the Energy Exascale Earth System Model from half an hour to ten seconds.34

The simulation with a smaller time step has more rain, which removes water from the35

atmosphere and reduces the fraction of the Earth’s surface that is covered by clouds. We36

also experiment with changing the time step for only some parts of the model and not37

others. We find that the effects of the time step size on the model are related mostly to38

the frequency of coupling between processes rather than the time step used for any in-39

dividual processes.40

1 Introduction41

1.1 Time Step Sensitivity in AGCMs42

Time integration strategies for atmospheric general circulation models (AGCMs)43

have grown more complex, both due to an increase in the number of separate processes44

within a model (allowing individual parameterizations to adopt different time integra-45

tion strategies from the “host” model), and due to changes in process coupling. The lat-46

ter include modifications that allow different processes to be run concurrently (Balaji47

et al., 2016; Donahue & Caldwell, 2020), as well as process coupling methods that ap-48

ply the effects of faster processes separately from the effects of slower processes (Beljaars49

et al., 2004, 2018; Dubal et al., 2005; Diamantakis et al., 2007; Walters et al., 2019). This50

increase in complexity means that there is often no single time step for the model, but51

rather a set of interrelated time steps controlling the rate at which various calculations52

are performed and allowed to interact. This increased complexity can be daunting, but53

it also provides the opportunity to conduct more detailed experiments regarding the ef-54

fect of temporal resolution on AGCMs. Past research has established that certain cloud55

processes can be disproportionately responsible for time integration error in AGCMs (Wan56

et al., 2015). When the time steps used for particular processes can easily be adjusted57

independently from one another, it becomes possible to study the time step sensitivity58

of these processes with minimal changes to the model code.59

This approach has already been used frequently in microphysics parameterization60

development. Posselt and Lohmann (2008) added substepping of rain production and61

sedimentation to ECHAM5 to better represent prognostic precipitation. Chosson et al.62
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(2014) used substepping to test the time step sensitivity of the Milbrandt and Yau two-63

moment scheme in the Canadian Global Environmental Multiscale (GEM) model. Gettelman64

et al. (2015) examined the time step sensitivities of version 2 of the Morrison-Gettelman65

scheme (MG2) in combination with different cloud macrophysics schemes in the Com-66

munity Atmosphere Model (CAM). The time step sensitivity of microphysics schemes67

has also been tested in 1D kinematic drivers (Chosson et al., 2014; Gettelman & Mor-68

rison, 2015) and other 0D and 1D frameworks (Riette, 2020; Santos et al., 2020).69

Regarding AGCMs as a whole, a number of studies have found that these models70

are sensitive to choice of model time step and integration strategy. Wan et al. (2013) dis-71

cusses the effect of changes to the time stepping scheme on sulfuric acid gas concentra-72

tions in ECHAM-HAM, and Gross et al. (2018) mentions that one version of the ECHAM573

atmosphere model exhibits a much larger response to a doubling of CO2 at a 40 minute74

time step than at a 5 minute time step. The merits of different dynamics-physics cou-75

pling strategies has also been examined for a number of models, including the ECMWF’s76

Integrated Forecasting System (IFS) (Beljaars et al., 2004) and the Met Office Unified77

Model (Diamantakis et al., 2007; Walters et al., 2019). Beljaars et al. (2004) also notes78

some specific effects of reducing the time step of IFS, including decreasing the mean 1079

meter wind speed, reducing the frequency of heavy precipitation events, and increasing80

the cloud base mass fluxes in the convection schemes. However, these kinds of experi-81

ments, which explore the time step sensitivity of a given AGCM by comparing simula-82

tions using the same model with different time steps, are relatively rare (Gross et al., 2018).83

To the best of our knowledge, most published experiments of this type have been per-84

formed on the CAM family of atmosphere models, which we will focus on for the remain-85

der of this section.86

Prior research using the Community Atmosphere Model, versions 3 and 4, (CAM3/4),87

as well as its predecessor, the Community Climate Model, version 3, suggests that time88

step size for a AGCM has significant effects on precipitation in an aquaplanet simula-89

tion, particularly in the intertropical convergence zone (ITCZ) (Williamson & Olson, 2003;90

Williamson, 2008; Mishra et al., 2008). Decreasing the time step increases total precip-91

itation in the ITCZ and the frequency of extreme precipitation events. The partition of92

precipitation between the large-scale and convective parameterizations is also affected,93

with an increase in the large-scale precipitation being responsible for the aforementioned94

effects. For CAM3, the increase in total precipitation was found to be dependent on an95

increase in evaporation at the surface, which in turn was due to an increase in wind speed96

and a decrease in specific humidity near the surface (Mishra et al., 2008). Further re-97

search using CAM3 for real-planet simulations confirmed these results, and showed that98

the increased evaporation, in addition to producing increased precipitable water (and99

precipitation), also produced a larger cloud fraction at low altitude and an increased mag-100

nitude of radiative cloud forcing (Mishra & Shanay, 2011). Williamson (2013), using CAM4,101

found that the time step of the convective schemes, and in particular their rate of cou-102

pling with other processes, controlled the repartitioning of precipitation between large-103

scale and convective processes. Wan et al. (2014) also found increases in cloud fraction104

and ice and liquid water path in CAM5, at least in December-January-February aver-105

ages, as well as increased large-scale precipitation.106

Yu and Pritchard (2015) experimented with changes in the global model time step107

for a superparameterized version of CAM3 (SPCAM3), without changing its cloud re-108

solving model’s time step. Decreasing the CAM time step increased overall precipita-109

tion in SPCAM3, as well as the frequency of heavy precipitation events, which also hap-110

pened for CAM3. However, reducing the time step size in SPCAM3 decreased precip-111

itable water, decreased both liquid and ice water path, and ultimately decreased the mag-112

nitude of radiative cloud forcings. This was hypothesized to be due to changes in con-113

vective organization, producing an increase in precipitation efficiency and effectively dry-114

ing out the atmosphere.115
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Although both CAM3 and SPCAM3 experience similar increases in surface evap-116

oration and precipitation (which must match in the long run, to balance the water bud-117

get), the proposed mechanisms driving these changes are different. In effect, the increased118

evaporation in CAM3 “pushes” more precipitable water into the atmosphere, eventually119

forcing an increase in condensation and precipitation to remove this water, while the in-120

creased precipitation efficiency in SPCAM3 “pulls” water out of the atmosphere, dry-121

ing it out and encouraging evaporation to replace the lost water.122

This paper analyzes time step sensitivity in the Energy Earth System Model, ver-123

sion 1 (E3SMv1), and specifically its atmospheric component, the E3SM Atmosphere Model,124

version 1 (EAMv1). EAMv1 shares very little of its physics with CAM3, and almost none125

with SPCAM3. Nevertheless, EAMv1 is descended from CAM3 and uses the same gen-126

eral strategies for coupling the physics parameterizations, dynamics, and surface com-127

ponents. We have recently examined the effect of time step size on a specific parame-128

terization used in EAMv1, the Morrison-Gettelman microphysics version 2 (MG2). We129

found that the total precipitation was not sensitive to changes to the MG2 time step alone,130

though we did see a mild increase in the ratio of stratiform to convective precipitation131

(Santos et al., 2020). While the details of the precipitation physics and the vertical dis-132

tribution of rain mass changed significantly at small time steps, the effect on total pre-133

cipitation reaching the surface was mild.134

1.2 Time Integration Error in a Simple Model135

In order to lay the groundwork for later discussions of time step sensitivity in E3SMv1,136

we should briefly discuss the difference between the error that arises from using a finite137

time step to integrate a particular physical process, and the error that arises from in-138

frequent coupling between processes. To illustrate the difference, let us consider the same139

simple saturation model described by Williamson (2013). The model can be described140

succinctly as141

dq

dt
= α− max(q − qs, 0)

τ
(1)

where q is specific humidity that changes over time t, qs is the saturation specific142

humidity, α is a constant source of humidity from a process labeled “D”, τ is a relax-143

ation timescale governing the removal of supersaturation by a process labeled “P”. For144

an initially saturated or supersaturated state q0, this model has the exact solution145

q = qeq + (q0 − qeq)e
−t/τ (2)

where qeq = qs+ατ is the equilibrium specific humidity that the model approaches146

asymptotically.147

Figure 1a shows different solution methods for this model for a saturated initial148

condition. The exact solution exponentially approaches a highly saturated state. Williamson149

discusses the impact of solving this equation using a sequentially split method with a150

finite coupling time step (which we will call ∆tcpl). At each time step, process D adds151

α∆tcpl to the specific humidity, which is then removed by process P at an exponentially152

decaying rate. If qn denotes the specific humidity at the end of the n-th time step, then153

this scheme can be summed up by154

qn+1 − qs = (qn − qs + α∆tcpl)e
−∆tcpl/τ (3)
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Figure 1. Solutions to the simple model used in Williamson (2013), with α = 0.5 and τ = 1,

starting at q = qsat. a) The exact solution for this model (black line) approaches a supersat-

urated equilibrium state (black dashes). Injecting water vapor using a finite coupling interval

produces less saturated end-of-time-step values (blue dots), and causes the humidity to vary

wildly depending on when it is measured within each time step (blue line). The end-of-time-step

values approach a equilibrium with less supersaturation (blue dashes). Using the forward Euler

method with the same coarse time step produces even less saturated outputs (orange dots, orange

line), reaching a less supersaturated equilibrium (orange dashes). b) Black and blue trajectories

as before, with blue shading covering the range of possible trajectories that could be obtained by

recording the output at different points in the time step. Using a time step that is only 1/4 as

large reduces the range of possible outputs proportionally (green line and shading).

which is equation (8) from Williamson (2013).155

This sequentially split scheme demonstrates the effect of coupling error in this toy156

model, but it assumes that process P is integrated exactly (hence the exponential mul-157

tiplicand). We can instead integrate P using the forward Euler method, using M sub-158

steps for each model coupling time step, i.e. the substeps are of size ∆tP = ∆tcpl/M .159

Using qn,m to denote the state after the m-th substep in the n-th coupling time step,160

this method can be summed up as161

qn,0 = qn + α∆tcpl

qn,m = qn,m−1 − (qn,m−1 − qs)∆tP /τ (4)

qn+1 = qn,M

If we say that M = 1, i.e. that P runs at the model time step with no substep-162

ping, then ∆tP = ∆tcpl, and our scheme simplifies to163

qn+1 − qs = [qn − qs + α∆tcpl] [1 − ∆tcpl/τ ] (5)

This scheme has the lowest equilibrium specific humidity of all.164

We can interpret these results as demonstrating the effects of two different forms165

of time discretization error on the model results. The exact solution to (1) shows that166

–5–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

process P is ineffective at removing supersaturation when water vapor is introduced at167

a steady rate by process D. Using a sequential split method with a large coupling time168

step causes the effect of D to be introduced to P as a series of large shocks, causing P169

to overreact to these large increases in saturation. Additionally, we can see that if the170

effect of P is solved using the forward Euler method at a coarse time step, P does not171

experience the negative feedback that would result from its own removal of water vapor172

during a single time step. These two sources of numerical error are comparable in size,173

and both act to strengthen the effect of process P .174

An AGCM such as EAMv1 obviously cannot be analyzed as easily as as this single-175

variable linear differential equation. Nonetheless, time integration error for any given pro-176

cess in the model can still be attributed to two distinct sources. First, we have the “cou-177

pling error”, resulting from each process responding to all other processes at the finite178

coupling time step. Since EAMv1 uses sequential updates to couple its physics suite, a179

coarse coupling time step introduces a form of spurious temporal variability, as each pro-180

cess “sees” the effect of all other parameterizations as a sudden shock that occurs ev-181

ery coupling time step. Second, we have a “self-feedback error”, resulting from each pro-182

cess responding to its own effect on the atmospheric state at finite intervals. Each pro-183

cess is solved using its own time integration method (most commonly the forward Eu-184

ler method), resulting in an error that depends on both the process’s time step and the185

particular integration method used.186

Figure 1b further shows that, for a model using a simple first-order sequential split-187

ting method, the coupling error is dominated by the effect of process ordering. While188

the output state after process P is less saturated than the exact solution, the state af-189

ter process D is more saturated, so the sign of the error depends on when the output is190

recorded. If the time step is reduced, the output state after P and the output state af-191

ter D both approach the exact solution, and the effect of process ordering becomes less192

important. There are also sequential splitting methods that use a symmetric combina-193

tion of different process orderings to produce results, such as Strang splitting or symmetrically-194

weighted sequential splitting, and these can produce second-order accuracy (Strang, 1968).195

Reducing all time steps present in a model allows us to measure the time step sen-196

sitivity of that model, but it does not directly tell us whether the effect of changing the197

time step is attributable to any particular process, nor whether the time step sensitiv-198

ity is related to coupling error or self-feedback error. By varying coupling step sizes in-199

dependently from the substeps for particular parameterizations, we are better situated200

to attribute time step sensitivity to particular parameterizations, and to determine the201

particular physical mechanisms by which changes to the model numerics can result in202

a different climate.203

2 Model Description and Simulation Strategy204

2.1 The E3SM Atmosphere Model205

E3SMv1 is an earth system model developed by the U.S. Department of Energy,206

focusing on three main research topics: (1) the water cycle, (2) the cryosphere, and (3)207

biogeochemistry (Golaz et al., 2019). Its atmospheric component, EAMv1, is run at a208

standard resolution of ∼100 km (1°) (Rasch et al., 2019; Xie et al., 2018). At this res-209

olution, the physics parameterizations, dynamical core, and surface components are cou-210

pled at a time step of 30 minutes (1800 seconds), with the various processes and dynam-211

ical core typically coupled using a “sequential split” method. This means that for each212

time step, each parameterization accepts a state that has already been updated by ap-213

plying the effects of previous parameterizations, and so at large time steps, the model214

physics depends on the order in which these updates are applied (Donahue & Caldwell,215

2018). (This should be irrelevant for sufficiently small time steps, assuming that the model216
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Scheme Name Processes Represented Default Time Step Size(s)
Zhang-McFarlane
scheme (ZM)

Deep Convection 1800s

Cloud Layers Uni-
fied By Binormals
(CLUBB)

Turbulence
Shallow Convection
Stratiform Clouds

300s (looped with MG2)

Morrison-Gettelman
scheme version 2
(MG2)

Stratiform Microphysics 300s (looped with CLUBB)

Four-mode Modal
Aerosol Module
(MAM4)

Aerosol-related processes 1800s (different processes evaluated
at different points in the time step)

Rapid Radiative
Transfer Model for
GCMs (RRTMG)

Radiative transfer Rates applied: 1800s
Rates recalculated: 3600s

Surface coupling Surface fluxes 1800s
Linearized ozone
chemistry (LINOZ2)

Ozone chemistry 1800s

Gravity wave scheme Gravity wave propagation
and breaking

1800s

Spectral element
dynamics (HOMME)

Dynamics
Tracer Advection

Vertical remapping: 900s
Dynamics/Advection: 300s
Hyperviscosity subcycle: 100s

Table 1. EAMv1 parameterizations and corresponding time steps for a ∆x ≈100 km run using

default settings

converges in this limit to the true solution of its spatially discretized motivating equa-217

tions.)218

Table 1 shows a summary of the main parameterizations of EAMv1 in the order219

that they run in an atmospheric time step, as well as the default time steps for these schemes220

at standard resolution. Variables that are only calculated once per time step (e.g. sur-221

face fluxes) are typically recorded at whatever point in the time step they are calculated.222

However, state variables and diagnostics that are affected by many parameterizations223

are recorded at the point in the time step just before the radiation model runs. (This224

includes temperature, humidity, and cloud-related properties such as liquid water con-225

tent and cloud fraction.) The outputs for EAMv1 thus reflect the model state after the226

effects of stratiform cloud and aerosol microphysics have been applied, but before the227

effects of radiative transfer are applied.228

The summary in Table 1 is by necessity a broad overview, since each of these pa-229

rameterizations is a complex piece of software in its own right. In general, we can say230

that (a) the dynamics-physics coupling time step is the maximum allowed time step for231

any physics parameterization, and (b) most physics parameterizations couple to one an-232

other at the same frequency as they couple to the dynamics. However, there are two ex-233

ceptions to these rules. Tendencies due to radiative transfer are only recalculated every234

hour by default, i.e. every other coupling time step. The CLUBB and MG2 parameter-235

izations, on the other hand, are coupled using a shorter time step, since they are sub-236

stepped within a single loop. Each “sees” the updates from the other during each of their237

smaller 300 second time steps.238

The climate of EAMv1 using default settings is extensively documented, for instance239

in Golaz et al. (2019), Rasch et al. (2019), and Xie et al. (2018). This work will focus240
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on the climatological differences between various modified runs using shorter time steps241

and a control EAMv1 run at default settings.242

This approach allows us to broadly discuss the magnitude and nature of time in-243

tegration error in EAMv1. We note that the model was developed and tuned for much244

longer time steps than we use here, and the tuning parameters are likely set so as to par-245

tially cancel this time integration error. While the ALL10 run described below should246

have a dramatically lower time integration error, we do not assert that it is “better” than247

the default configuration as a production model, and in fact it would require significant248

retuning to be usable at all.249

2.2 Simulation Details250

We ran E3SMv1 at a ∼100 km atmospheric resolution (ne30 ne30 grid) with stan-251

dard E3SMv1 tuning and prescribed sea surface temperature. These runs were performed252

using a maintenance version of E3SM 1.1 (the version corresponding to the git hash 25c94366)253

with pre-industrial forcings (E3SMv1 compset F1850C5AV1C-04P2) unless otherwise spec-254

ified, and all had prescribed sea surface temperature (SST) and sea ice extent.255

The control run (CTRL) is an out-of-the-box run using default settings. We com-256

pare this to a new run (ALL10) that changed the atmosphere’s dynamics-physics-surface257

coupling time step, known as “dtime” in the model settings, to 10 s. This time step is258

chosen to be as small as we could reasonably afford, within the constraints of the com-259

puting power we had available for this study. CTRL and ALL10 simulations are both260

3 years in length. Results based on years 1-2 were unchanged after adding year 3, which261

gives us confidence that 3 years is long enough to draw robust conclusions.262

Users typically consider the dtime setting to equivalent to the atmosphere model263

time step, but there are three ways in which this is not quite true. First, as noted ear-264

lier, the radiative transfer rates are updated only once per hour, regardless of dtime. While265

the ALL10 run does not change this update frequency, our tests with shorter runs show266

that the model is not especially sensitive to this time step. Second, the dynamics and267

cloud physics contain some substepping by default, though none run at a time step as268

small as 10 s. In the ALL10 run, we disable these forms of substepping, so that all ma-269

jor dynamics and physics processes run at the same small time step. Third, because the270

dtime setting also governs the rate at which EAMv1 exchanges information with the sur-271

face components, changing it forces a change in the land and sea ice components, which272

must run at a 10 s time step as well.273

To investigate which processes within EAMv1 were most responsible for its over-274

all time step sensitivity, we configured a series of runs using built-in options to substep275

individual parameterizations at a 10 s time step. These runs include DYN10, which sub-276

stepped EAMv1’s spectral element dynamical core, CLUBB10, which substepped the CLUBB277

cloud physics parameterization, and MICRO10, which substepped the MG2 stratiform278

microphysics. Typically CLUBB and MG2 are substepped together within a single loop,279

so we also produced a CLUBBMICRO10 run that used this capability to run both schemes280

at 10 s. Because this run showed clear differences from the control, we produced a CLUBB-281

MICRO60 run where CLUBB and MG2 were substepped together at 60 s. Separately,282

we also produced a CLUBB10MICRO10 run, where the individual time steps for CLUBB283

and MG2 were reduced, but the two schemes were only coupled at the default rate of284

once per 300 s. To verify our prior belief that the model is less sensitive to the radiation285

time step size than to other physics time steps, we produced the ALLRAD10 run, which286

is identical to the ALL10 run except that the radiation is also run at a 10 second time287

step. Finally, we produced the ALL300 and ALL60 runs, which change dtime to 300 s288

and 60 s, respectively. ALL300 is useful as an additional control, because it decreases the289

dynamics-physics coupling time step, but does not decrease the CLUBB or MG2 time290

steps, nor does it decrease the dynamics time steps (except the remapping for the ver-291
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Name Modified time steps Step size Run length
CTRL None N/A 38 mo
ALL10
ALL60
ALL300

Dynamics-physics coupling, dy-
namics time steps, land and sea ice
model time steps, and all physics
calculations except for updates to
radiative transfer rates

10 s
60 s
300 s

38 mo
30 d
30 d

DYN10 All time steps in spectral element
dynamical core

10 s 30 d

MICRO10 MG2 microphysics 10 s 30 d
CLUBB10 CLUBB unified cloud parameteri-

zation
10 s 30 d

CLUBB10MICRO10 CLUBB and MG2 (CLUBB+MG2
coupled using the 300 s default
time step)

10 s 30 d

CLUBBMICRO10
CLUBBMICRO60

CLUBB+MG2 combined time step
(CLUBB+MG2 coupled to each
other every 10 s)

10 s
60 s

30 d
30 d

ALLRAD10 All time steps modified as in
ALL10, except that radiative
transfer rates are also updated
every physics time step

10 s 30 d

Table 2. Runs performed using the default aerosol scheme.

tically Lagrangian advection scheme, which normally runs every 900 seconds). A sum-292

mary of all these runs can be found in Table 2.293

In EAMv1, the most important parameterization that does not have this built-in294

substepping capability is the ZM deep convection, which always runs at the time step295

given by dtime. In order to work around this limitation, we needed to modify the code296

and run simulations with a different model configuration. We describe these changes in297

section 3.3.298

3 Results299

3.1 Effects of Decreasing the Physics Time Step300

Consistent with the literature on CAM, we find a 0.08 mm/d increase in global-301

mean total precipitation with 10 s time steps, mostly occurring at low latitudes. While302

convective precipitation decreases, large-scale precipitation increases by ∼60% in the trop-303

ics (defined here as latitudes from 30S to 30N), especially over land (Figure 2a). The over-304

all effect is an increase in tropical precipitation over the Pacific warm pool, and a near-305

doubling of precipitation in parts of Borneo, New Guinea, and Colombia (Figure 2b).306

We also note an increase in heavy precipitation, seen in Figure 3 as a shift towards more307

precipitation falling in extreme precipitation events. This shift is again due primarily to308

an increase in heavy large-scale precipitation and a decrease in convective precipitation309

(not shown).310

Evaporation must increase to fuel the precipitation increases. Over the oceans, this311

is due to slightly higher wind speed and lower near-surface relative humidity. The av-312

erage 10 m wind speed in the tropics increases from 5.56 m/s to 5.70 m/s, and occurs mainly313

in the northern Indian ocean and central Pacific, while latent heat flux increases in the314

same areas, by about 4 W/m2 (not shown). This is consistent with the CAM3 literature,315
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Figure 2. Changes in a) large-scale precipitation and b) total precipitation for the ALL10 run

(ALL10 minus CTRL).

Figure 3. Global mean of the average amount of rain produced by precipitation falling at a

given rate, produced from hourly data from CTRL (black) and ALL10 (red). Amount is normal-

ized so that an integral over the natural logarithm of precipitation intensity yields total global

mean precipitation amount. This plot only uses data from the final year of these simulation, as

hourly data from previous years was not retained.
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Figure 4. Changes in a) near-surface relative humidity and b) zonal mean relative humidity

for the ALL10 run (ALL10 minus CTRL).

suggesting that an increase in wind speed contributes to an increase in evaporation for316

short time steps.317

Unlike in CAM3, the relative humidity decreases throughout the troposphere in the318

ALL10 run, as shown in Figure 4. Since global mean precipitable water decreases while319

precipitation increases, the mean residence time of water in the atmosphere is reduced320

from about 7.3 days for CTRL, to 6.9 days for ALL10. Given that precipitation from321

the deep convection scheme is also reduced on average, this change can be most easily322

explained by dynamical changes that produce more large-scale condensation due to va-323

por convergence, or increased microphysical precipitation efficiency for a given conden-324

sation rate, or both.325

The decreases in relative humidity in the 800-850 mb layer correspond to a signif-326

icant reduction in low cloud mass (Figure 5). At the same time, we see an increase in327

cloud liquid above the boundary layer, particularly at high latitudes. In the ALL10 run,328

the cloud fraction also either decreases or remains unchanged nearly everywhere, except329

that the high cloud fraction (above 400 mb) increases over deep convective areas.330

Consistent with the decrease in overall cloud mass and fraction, the ALL10 run shows331

substantially reduced radiative cloud forcing compared with CTRL, as can be seen in332

Figure 6. The effect on shortwave cloud forcing is especially large, the global mean be-333

ing reduced from -43.0 W/m2 to -37.5 W/m2.334

Spatial-pattern differences between CTRL and ALL10 are summarized by a Tay-335

lor diagram shown in Figure 7. We find that the effect of reducing the model time step336

to 10 seconds (black symbols) is comparable to the effect of doubling the model’s hor-337

izontal grid spacing (red symbols), and much larger than differences due to interal vari-338

ability of the model (green symbols). Historically, spatial resolution changes have been339

perceived as a major model change while accompanying time step changes have been taken340

for granted; Figure 7 illustrates that this viewpoint is incorrect. The variables most af-341

fected by the time step are related to precipitation, with the large-scale precipitation show-342

ing the most difference.343

3.2 Effects of Changing the Physics Substepping344

We did not have the computational resources to run all of our substepped config-345

urations for multiple years, but many of the effects of substepping are quite large and346

can easily be distinguished with only a few days of data. In particular, all simulations347
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Figure 5. Changes in mass of cloud ice and liquid water for the ALL10 run (ALL10 minus

CTRL), measured by a) ice water path, b) liquid water path, c) zonal mean cloud ice mixing

ratio, and d) zonal mean cloud liquid mixing ratio.

Figure 6. Changes in a) longwave cloud forcing and b) shortwave cloud forcing for the ALL10

run (ALL10 minus CTRL).
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Figure 7. Taylor diagram comparing results from the CTRL and ALL10 runs (black), and

comparing results from CTRL to a run with default settings using the ne16 grid (red), which has

a grid spacing of ∼1.9°. From these runs, we use values averaged over a three year time period,

starting March of the first simulated year. To show the typical variability of EAMv1, we also

extend CTRL by an additional three years, and plot a comparison of those three years to the

original three (green). Only spatial variability is accounted for in this diagram.
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were initialized identically so differences between runs in the first ∼15 days is dominated348

by timestep differences rather than weather noise. Growth of weather noise over time349

is apparent in Figure 12, which provides the timeseries of global-average cloud-related350

radiative fluxes for all 30 days of simulation. The efficacy of using these first 15 days as351

a proxy for climatological mean differences is demonstrated in Table 3, which provides352

in parentheses in its 3rd and 5th column the difference between ALL10 and CTRL runs353

from 3 year and 15 day averages. Except for liquid water path and (to a lesser extent)354

latent heat flux, the 15 day average difference is an excellent estimate of the longer-term355

average. In the case of liquid water path, this is because the global mean is the sum of356

a decrease in the tropics and an increase over the rest of the globe; the decrease is slightly357

stronger in the 15 day run, while the increase is stronger in the 3 year run.358

We first examine the changes in precipitation across these runs, shown in Figure359

8. We can categorize our runs into five main categories based on large-scale precipita-360

tion:361

1. The lowest average large-scale precipitation rates are found in CTRL, CLUBB10,362

and DYN10, suggesting that the cloud physics is not sensitive to the CLUBB or363

dynamics time steps.364

2. A slightly higher large-scale precipitation rate is found in the ALL300 run, which365

has a reduced time step for the ZM deep convection and an increased dynamics-366

physics coupling frequency, but does not change the CLUBB or MG2 time steps.367

This run shows a mild repartitioning of precipitation from the convective to large-368

scale category.369

3. The MICRO10 and CLUBB10MICRO10 runs show signs of increased precipita-370

tion efficiency overall, increasing both large-scale and total precipitation.371

4. One of the largest large-scale precipitation rates comes from CLUBBMICRO10,372

which couples CLUBB to MG2 every 10 seconds, suggesting that an increase in373

CLUBB-MG2 coupling frequency has an additional effect beyond that from sim-374

ply substepping MG2 more frequently. CLUBBMICRO60 may see a similar ef-375

fect, though it is not as clearly distinguished from the MICRO10 run.376

5. The ALL10, ALLRAD10, and ALL60 runs decrease both the dynamics-physics377

coupling time step and the time step used for all physics parameterizations, and378

these show the largest changes in precipitation.379

While the increase in large-scale precipitation seen in the MICRO10 run is substan-380

tial, the spatial pattern is quite different from the ALL10 case. In particular, in the ALL10381

case precipitation increases the most over tropical land. Table 4 shows that this large382

increase does not occur when CLUBB and/or MG2 are substepped by themselves, but383

only when both CLUBB and MG2 are substepped together, as in the CLUBBMICRO10384

case.385

We can also look at extreme precipitation, which we will categorize here as any pre-386

cipitation falling at an hourly rate above 97.7 mm/d. Such high rates of precipitation387

are nearly absent from CTRL, but account for about 5% of the total precipitation in ALL10.388

Tables 3 and 4 show that this increase occurs mainly when the dynamics-physics cou-389

pling time step is changed, though some increase also occurs in CLUBBMICRO10.390

Together, these results suggest that the main time steps affecting the precipitation391

are the MG2 microphysics time step and the coupling time step between the CLUBB392

and MG2 schemes. The change in the CLUBB and MG2 combined time step therefore393

explains most of the precipitation change noted earlier between the CTRL and ALL10394

runs. Either the dynamics-physics coupling time step or the ZM deep convection time395

step could also be affecting the partitioning of precipitation between the convective and396

large-scale processes, since both of these time steps are changed in the ALL10 and ALL300397

runs. We will investigate this further in section 3.3. The changes in total precipitation398
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Figure 8. Daily global means of a) large-scale precipitation only and b) total precipitation for

substepped runs.

are mostly apparent for the first week of the run, after which the runs with default MG2399

time step see a significant increase in convective precipitation (not shown), leading to400

no systematic difference between simulations after this point.401

The ”drying” of the atmosphere that occurs in the ALL10 run also appears in the402

CLUBBMICRO10 run, but is relatively weak in the MICRO10 run, as can be seen in403

the precipitable water in Table 4. As shown in Figure 9, the cloud liquid in the CLUBB-404

MICRO10 run only matches the ALL10 run at low altitudes, while the ALL300 run is405

much more effective at matching ALL10 at higher altitudes, suggesting that the dynamics-406

physics coupling time step is responsible for these increases in cloud liquid. (In the next407

section we will see that the ZM time step is not likely to be the cause, since this increase408

in cloud liquid is not seen in the CLD10PA run shown in Figure 13.) CLUBBMICRO10409

and CLUBBMICRO60 also consistently produce clouds in the lowest level of the atmo-410

sphere over land, particularly in South America and Southeast Asia, which are not seen411

in any other run.412

Wan, Zhang, Rasch, et al. (2020) also saw a reduction in cloud fraction when the413

dynamics-physics coupling time step was reduced. In one of the simulations in that study414

(labeled “v1 Dribble”), the coupling of the rest of the model to CLUBB+MG2 was ad-415

justed by “dribbling” the effects of all other processes into the CLUBB+MG2 loop, rather416

than applying those effects to the initial CLUBB+MG2 input state. This simulation em-417

ulates the effect of decreasing the dynamics-physics coupling time step on the CLUBB418

and MG2 parameterizations, without changing the time steps themselves. In this test,419

the effects of the dynamics and radiation are applied more gently to the state seen by420

CLUBB, and in particular, CLUBB’s input state is influenced more mildly by radiative421

cooling (Wan, Zhang, Yan, et al., 2020). In some regions this results in a more convec-422

tive boundary layer, and to a reduction in mean cloud fraction and liquid water path.423

This mechanism may partially explain why increasing the dynamics-physics coupling fre-424

quency (and hence the CLUBB-radiation coupling frequency) leads to a lower cloud frac-425

tion in our simulations as well.426

The overall differences in ice and liquid water path are shown in Figure 10. We see427

that, in the tropics, the runs with reduced MG2 time step reduce the liquid water path428

in a way that is similar to the ALL10 run, while the ALL300 run increases the ice and429

liquid water path everywhere. We also note that if MG2 is substepped independently430
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Figure 9. Differences in zonal mean cloud liquid mixing ratio versus CTRL for a) ALL300, b)

CLUBBMICRO10, and c) ALL10.
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Figure 10. Daily means for a,c) ice water path and b,d) liquid water path for substepped

runs. Plots a-b) show global means, while c-d) show means over low latitude grid points (30S–

30N).

from CLUBB, the ice water path (and high cloud fraction, as seen in Table 4) increase431

significantly, but this does not occur when MG2 and CLUBB are substepped together.432

We saw earlier that the ALL10 run caused a reduction in cloud fraction through-433

out most of the atmosphere, especially in the low cloud fraction. As shown in Figure 11,434

this effect seems to have different causes, depending on which level of the atmosphere435

is examined. Reductions in low cloud are primarily due to the reduction in the dynamics-436

physics coupling substep, but the CLUBB and MG2 combined time step has a greater437

effect on the cloud fraction above 700 mb.438

Finally, we turn to the changes in radiative cloud forcing between runs. The mag-439

nitudes of both shortwave and longwave cloud forcing are reduced in the ALL10, ALL-440

RAD10, CLUBBMICRO10, and CLUBBMICRO60 runs, likely due to the significant de-441

creases in cloud fraction and liquid water path found in the tropics. The MICRO10 and442

CLUBB10MICRO10 runs, on the other hand, have a much larger ice water path, lead-443

ing to an increase in longwave cloud forcing. The ALL300 run has both a reduced low444

cloud fraction and an increase in liquid and ice water path, leading to a decrease in short-445

wave cloud forcing and no net change in longwave cloud forcing.446

We notice that most variables take a few days for the differences between runs to447

fully develop, but the effect of a change in the MG2 time step strongly affects large-scale448
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Figure 11. Daily global means of a) low cloud fraction (> 700 mb), and b) mid-level cloud

fraction (400-700 mb) for substepped runs.

Figure 12. Daily global means of a) longwave cloud forcing and b) shortwave cloud forcing

for substepped runs.
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Name Substepped processes Substep size Run length
CTRLPA None N/A 30 d
ALL10PA All time steps modified as

in ALL10.
10 s 30 d

CLUBBMICRO10PA CLUBB+MG2 combined
loop

10 s 30 d

ZM10PA ZM deep convection 10 s 30 d
CLUBBMICRO10ZM10PA CLUBB+MG2 combined

time step and ZM deep
convection (CLUBB+MG2
coupled to each other ev-
ery 10 s, and to ZM using
the 1800 s default)

10 s 30 d

CLD10PA CLUBB+MG2+ZM com-
bined time step (all three
parameterizations coupled
every 10 s)

10 s 30 d

Table 5. Runs performed using prescribed aerosols

precipitation and ice water path within the first day. We suspect that most effects of a449

decreased time step require a certain degree of “spin up” in order for runs starting with450

the same initial condition to become more distinct. We hypothesize that the more in-451

stantaneous changes are primarily due to the direct effects of a decreased time step on452

microphysical process rates, which can respond directly and dramatically to changes in453

time step (Santos et al., 2020).454

3.3 Substepping the ZM Deep Convection Scheme455

So far, we have been unable to distinguish between the effect of substepping the456

ZM deep convection scheme and the effect of reducing the dynamics-physics coupling time457

step. In order to explore the effect of ZM substepping on results, we produced a set of458

code modifications to EAMv1 to allow this scheme to be substepped on its own. Most459

of these changes were simple, but we never managed to get coupling between ZM and460

the MAM4 modal aerosol scheme to work properly. Ultimately, we resorted to using EAM’s461

prescribed aerosol capability (Lebassi-Habtezion & Caldwell, 2015) for substepped-ZM462

runs. This required switching to a configuration where prescribed aerosol data was avail-463

able, so we used a present-day configuration (E3SMv1 compset FC5AV1C-04P2). As a464

result, these results cannot be directly compared to our previous runs, though we used465

the same spatial grid, and the physics of this compset is similar to our previous runs, aside466

from initial/boundary conditions. We first reproduced the CTRL, ALL10, and CLUBB-467

MICRO10 runs using prescribed aerosols, and added a run that substeps ZM by itself.468

We then produced a run that substeps both ZM and CLUBB+MG2 at 10 seconds, while469

only coupling ZM to CLUBB+MG2 at the default 1800 second time step. Finally we pro-470

duced a run that substeps and couples ZM, CLUBB, and MG2 together using a 10 sec-471

ond time step. These simulations are summarized in Table 5. We append “PA” to run472

names to indicate that they use prescribed aerosols. Aside from the choice of compset473

and use of prescribed aerosols, CTRLPA is configured identically to CTRL, ALL10PA474

to ALL10, and CLUBBMICRO10PA to CLUBBMICRO. Global means of selected vari-475

ables for all -PA runs are shown in Table 6.476

First, by looking at the large-scale precipitation in Table 6, we can see that the CLD10PA477

run, which substeps the ZM deep convection along with CLUBB and MG2 in a single478

loop, has almost the same partitioning of precipitation as seen in the ALL10PA run. This479
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Figure 13. Left: Differences in zonal mean cloud liquid mixing ratio versus CTRLPA for a)

CLD10PA and c) ALL10PA. Right: Daily means over low latitudes (30S–30N) for prescribed

aerosol substepped runs of b) liquid water path, and d) ice water path.

suggests that the partitioning of precipitation between convective and stratiform param-480

eterizations is mostly affected by the time steps of the physics parameterizations and the481

coupling between them. It is much less influenced by the dynamics-physics coupling time482

step. We also see that substepping ZM by itself has almost no impact on convective pre-483

cipitation, while tightening the CLUBB+MG2+ZM coupling has a large effect.484

Next, we note that deep convection substepping, like substepping of the other pa-485

rameterizations, causes a decrease in low cloud liquid mass, and contributes to the over-486

all pattern seen in the ALL10PA run. This is seen in Figure 13, where the distribution487

of liquid water below 750 mb is quite similar between the CLD10PA run and the ALL10PA488

run. However, the increase in cloud liquid above this level is still absent from the CLD10PA489

run, implying that that increase requires more frequent dynamics-physics coupling to oc-490

cur. This means that the CLD10PA “overshoots” the ALL10PA run in the tropics, hav-491

ing an even lower liquid water path. Unlike the effect of ZM substepping on precipita-492

tion, the effect on cloud liquid does not rely on coupling with CLUBB and MG2, since493

the CLUBBMICRO10ZM10PA run and the CLD10PA run have fairly similar liquid wa-494

ter path. Similarly, substepping ZM causes a reduction in ice water path regardless of495

its coupling with CLUBB and MG2, but the ice water path recovers if the dynamics-physics496

coupling time step is also reduced.497
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Other than this, ZM substepping accounts for very little of the differences between498

the CTRLPA and ALL10PA runs, as can be seen in the lower portions of Table 6. ZM499

substepping does not substantially affect cloud fraction, and its effects on both longwave500

and shortwave cloud forcing are relatively small compared with the effect of changing501

the CLUBB and MG2 combined time step or the dynamics-physics coupling time step.502

4 Physical Insights503

We have found that reducing EAMv1’s time step has a number of effects on model504

climate, and by adjusting the model substepping, we have attributed those effects to the505

time step sensitivity of particular processes or coupling intervals. In this section, we of-506

fer a number of potential explanations for these effects, which may be the basis for fur-507

ther research on the model’s time step sensitivity.508

4.1 Time Discretization in a Sequential-Split System509

Liquid water path in EAMv1 is written out directly after the microphysics has run510

(Donahue & Caldwell, 2018). During the first CLUBB+MG2 substep after the dynam-511

ics has run, CLUBB is often reacting to a highly supersaturated state, and it produces512

a large amount of condensate, much of which is then removed by MG2 (Wan, Zhang, Yan,513

et al., 2020). In subsequent CLUBB+MG2 substeps, CLUBB produces relatively little514

condensate, and MG2 continues to remove more cloud liquid. Thus the model contains515

far more cloud liquid immediately after the first CLUBB substep than after all CLUBB+MG2516

substeps have run. Reducing the CLUBB+MG2 combined time step does not change517

this situation, because the burst of additional cloud liquid is always produced by CLUBB518

during the first substep after the dynamics runs, and is not a response to the microphysics.519

When the dynamics-physics coupling time step is reduced, however, the effect of the dy-520

namics is introduced to CLUBB+MG2 more gradually, rather than producing one large521

burst of condensate at 1800 second intervals. As a result, MG2 removes a smaller frac-522

tion of this new cloud liquid, and more is observed at the point in the time step where523

the liquid water path is output.524

This situation is analogous what we saw in the simple model (Figure 1b), but ap-525

plied to cloud liquid rather than supersaturation. The liquid water path varies signif-526

icantly within each physics time step, but since we record the liquid water content af-527

ter MG2 runs, we are systematically measuring values near the low end of this range.528

If the time step is reduced, the liquid water content varies within a narrower range for529

each time step, and so the values we record from that range must increase. We believe530

that this accounts for the increase in liquid water content that occurs in much of the at-531

mosphere when the dynamics-physics coupling time step is reduced, as seen in Figures532

5(d) and 9(b-c). However, this does not explain the reduction in cloud liquid seen at lower533

altitudes, which must be the result of different mechanisms (e.g. the microphysical pro-534

cess rate changes discussed below).535

To test this explanation for the effect of dynamics-physics coupling on cloud liq-536

uid, the liquid water content could be recorded at several points during each time step,537

to see how the full range of possible output values depends on the time step. Alternately,538

the coupling between the dynamics, CLUBB, and MG2 could be modified to avoid pro-539

ducing large bursts of liquid at 1800 second intervals, to see if this reduces the time step540

sensitivity of liquid water content. In fact, the authors of Wan, Zhang, Rasch, et al. (2020)541

appear to have performed both of these types of experiment (Wan, Zhang, Yan, et al.,542

2020), though they have not yet published details of their findings on liquid water con-543

tent specifically.544

We believe that sequential coupling errors are also partly responsible for the de-545

crease in convective precipitation at shorter time steps, due to an effect described by Williamson546
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(2013). When dynamics produces supersaturation in an atmospheric column, the ZM547

scheme competes with CLUBB+MG2 to remove that supersaturation. Since ZM runs548

first each time step, it is able to produce precipitation before CLUBB+MG2 remove su-549

persaturation from the atmosphere, giving the deep convection an advantage. However,550

if the model time step is reduced, or if ZM is substepped with CLUBB+MG2 (as in our551

CLD10PA run), ZM will operate on an input state that is on average more similar to552

the state of the atmosphere immediately after MG2 runs, i.e. a state with much less su-553

persaturation and less precipitable water generally. It then produces less convective pre-554

cipitation in response, leaving stratiform precipitation to pick up the slack.555

This mechanism could be tested by swapping the order of ZM and the CLUBB+MG2556

loop in the model. If the convective precipitation is easily affected by competition for557

supersaturation with CLUBB, running CLUBB first during every time step should cause558

a significant repartitioning of precipitation from the convective to large-scale categories.559

4.2 Changes to Microphysical Process Rates560

Our past research on the MG2 microphysics identified rain evaporation and self-561

collection as processes that were poorly resolved by MG2’s default time step of 300 sec-562

onds (Santos et al., 2020). Zheng et al. (2020) evaluated EAMv1’s performance for pre-563

cipitating marine stratocumulus clouds using data from the ARM MAGIC campaign,564

and found that the vertical profile of rain evaporation depended strongly on the time step565

used for MG2. At a 300 second time step, the evaporation rate had a large peak near566

the surface, while at a 30 second time step, the peak evaporation rate occurred near the567

cloud base and was only half as large.568

With this in mind, we can consider the effect of a dramatic reduction in large-scale569

rain evaporation rate, especially near the model’s surface. This would produce a drier,570

warmer boundary layer, along with an increase in the amount of rain that reaches the571

surface. Latent heat flux from the surface would then increase, while sensible heat flux572

would decrease, partially compensating for the effect of the reduced rain evaporation rate.573

This matches the pattern seen in the global means in Tables 3, 4, and 6, since in every574

case where the MG2 time step is reduced (columns highlighted in purple or red), the large-575

scale precipitation and latent heat flux increase, while the relative humidity in the low-576

est level of the atmosphere and the sensible heat flux decrease.577

Since the decrease in rain evaporation is stronger than the increased surface mois-578

ture flux, the precipitable water also decreases. This could partially explain both the re-579

duction in liquid water path and the reduction in convective precipitation in runs where580

MG2 is substepped. (Less large-scale precipitation would be produced as well, but more581

of it would reach the surface due to the reduced evaporation rate.)582

We have performed some tests using a modified precipitation fraction method as583

in Zheng et al. (2020), which has the primary effect of increasing the fraction of precip-584

itation that evaporates before reaching the surface. Preliminary results appear to sup-585

port our hypothesis, since in many ways increasing the evaporation rate has the oppo-586

site effect from reducing the MG2 time step. In particular, we see a significant decrease587

in total precipitation, a shift of precipitation from the large-scale to convective schemes,588

and increases in precipitable water and liquid water path (not shown).589

4.3 Grid-Point Storms and Resolved Convection590

In order to gain a better understanding the extreme precipitation events that oc-591

cur in the ALL10 run, we looked for such a case study that occurs early in our simula-592

tions, and thus can be compared across all runs. One such event occurs in South Amer-593

ica in the Guiana Highlands (6°N 67°W) on the first simulated day, with the ALL10 run594

sustaining a precipitation of over 215 mm/d between 0900 and 0430 local time, peaking595
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Figure 14. First day time series of a) 500 mb vertical velocity and b) CAPE for an atmo-

spheric column producing heavy precipitation. Horizontal axis shows local time (UTC-4:00).

at about 323 mm/d (compared to a range of 104–152 mm/d in CLUBBMICRO10, and596

a range of 17–65 mm/d in CTRL). In the ALL10 run, this storm resembles the grid-point597

storms described by Williamson (2013), with explosive growth in vertical velocity, mois-598

ture convergence, and condensation. Figure 14a) shows vertical velocity at 500 mb (ω500)599

over time for a particular column in this storm. We show only a small number of sim-600

ulations to demonstrate the effects of CLUBB+MG2 coupling time step and the dynamics-601

physics coupling time step have large effects on vertical velocity on this case. However,602

our results from other simulations show any pair of cases with the same CLUBB+MG2603

coupling time step and dynamics-physics coupling time step have the same total precip-604

itation to within a few percent over this time period, with essentially no role played by605

any of the other changes made in our study (including the ZM substepping).606

We have no diagnostics designed to identify and count these grid-point storms in607

longer runs, but there is circumstantial evidence that they are more common when us-608

ing small time steps. We can see that there is much more extreme precipitation in cases609

with a reduced CLUBB+MG2 time step and/or reduced dynamics-physics coupling time610

step (Figure 3 and Tables 3, 4 and 6), and for the first few days of simulations, the largest611

precipitation events in ALL10 are consistently associated with values of ω500 that are612

much larger than any occurring in CTRL, with heavy precipitation occurring over only613

a few grid cells wide.614

While the role of CLUBB+MG2 coupling is still unclear, we are aware of two ex-615

planations for why such grid point storms may grow more easily when the dynamics-physics616

coupling time step is smaller. According to Williamson (2013), using a shorter time step617

weakens the parameterized convection schemes, particularly when the time step is much618

shorter than the scheme’s relaxation timescale. The ZM scheme is therefore relatively619

incapable of removing CAPE, which is persistently high in grid-point storms. The large-620

scale condensation scheme is exposed to an unrealistic level of supersaturation, and the621

model responds to the absence of parameterized convection by entering a “vicious cy-622

cle” where the condensation releases excessive heat, producing stronger ascent, which623

causes increased horizontal convergence to draw in even more moisture to condense. The624

lack of parameterized convection thus results in more vertical motion at the resolved scale.625
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Herrington and Reed (2017) also suggests that the release of latent heat produced626

by the condensation scheme directly forces resolved-scale convection, and further notes627

that the consumption of CAPE through resolved-scale vertical motion in the dynamics628

can inhibit the deep convection scheme, at least when using CAM4 at a high horizon-629

tal resolution. Enhanced resolved-scale convection can therefore cause the parameter-630

ized convection to become weaker, as well as being caused by weak parameterized con-631

vection. Herrington and Reed (2018) examines the dynamics-physics coupling time step632

as well as horizontal resolution for an idealized test case, and finds that coarse time steps633

are unable to properly resolve the rapid growth in vertical velocity that arises from the634

positive feedback loop between the dynamics and condensation scheme, especially (but635

not exclusively) at higher resolutions. This form of time step sensitivity occurs even when636

using a very simple moist physics model with no parameterized convection at all.637

Intense grid-scale storms in EAMv1 can therefore become more common at short638

time steps either due to a weakening of the ZM parameterized convection, or due to bet-639

ter resolution of the dynamics-CLUBB feedback loop that drives resolved-scale convec-640

tion. Both of these mechanisms probably occur to some extent, but the increase in resolved-641

scale convection seems to be more relevant for the grid-point storm in our case study.642

Consider Figure 14b), which shows CAPE calculated from the atmospheric state passed643

to ZM. If ZM was simply failing to remove available CAPE, we would expect to see per-644

sistently elevated CAPE during the growth of the storm, as reported by Williamson (2013)645

for CAM4. However, CAPE is fairly low in ALL10, especially between 0400 and 0900,646

the period when the vertical velocity decreases the most. Additionally, we have conducted647

as experiment where we halved the value of the deep convection relaxation timescale in648

the ALL10PA run (from 3600 s to 1800 s), and this has a negligible effect on ω500 and649

precipitation in our case study. This change also increased global mean extreme precip-650

itation to 0.19 mm/d (as opposed to 0.16 mm/d for ALL10PA as seen in Table 6), which651

is the opposite of the effect we would expect based on results from CAM4 (Williamson,652

2013). Taken together, these findings suggest that any increase in grid-point storms at653

short time steps is not purely the result of weakened deep convection.654

4.4 The Role of CLUBB+MG2 Coupling655

We close by noting that there are several effects related to the CLUBB+MG2 cou-656

pling where further study is needed. For example, the ice water content and high cloud657

fraction increase significantly when substepping MG2 by itself, but decreases when ad-658

justing the CLUBB+MG2 coupling time step (Table 4). The increase in ice mass from659

MG2 substepping likely comes from improved resolution of in microphysical process rates,660

particularly those involving the transfer of mass between ice and vapor phases (Santos661

et al., 2020). When the CLUBB+MG2 coupling time step is also reduced, the ice cloud662

fraction is recalculated more frequently. The ice cloud fraction is diagnosed by CLUBB663

from an effective relative humidity (using total water in the grid box rather than just664

water vapor). If MG2 causes ice particles to grow and sediment out of the box, this re-665

duces the relative humidity, causing CLUBB to diagnose a smaller cloud fraction. This666

would explain why substepping CLUBB+MG2 reduces the high cloud fraction. How-667

ever, confirming this hypothesis, as well as understanding how the reduced cloud frac-668

tion interacts with the ice microphysics, would require diagnostics that provide more de-669

tailed information about the process rates for CLUBB+MG2 when using different time670

steps.671

We also noticed that substepping CLUBB+MG2 together seems to result in dif-672

ferent spatial patterns of precipitation from CTRL, and similar to those seen in the ALL10673

case. For instance, compare low-latitude land precipitation across the different simula-674

tions in Table 4. As shown in Figure 14a), grid-point storms over land can be stimulated675

by adjusting the CLUBB+MG2 time step alone, though these storms are much weaker676

than those that occur in the ALL10 run, and this may account for these changes in pre-677
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cipitation. This seems to imply that more frequent coupling with MG2 causes an increase678

in condensation, but the mechanism by which this happens is still unclear.679

Truly understanding these phenomena will require a more focused study on behav-680

ior of the CLUBB+MG2 system at small time steps. This might be easier to study by681

using CLUBB in a simpler model than EAM, or a single-column case study in EAM, rather682

than global results. In particular, we hope that this time step sensitivity could be re-683

produced by coupling CLUBB to a much simpler microphysics scheme than MG2, which684

would help to narrow down potential causes.685

5 Conclusions686

EAMv1 at its default 1800 second time step produces very different results from687

the same model at a 10 second time step, indicating that the release implementation should688

not be viewed as calculating the “time-resolved” solution to the system of equations that689

defines the model physics. The amount and regional distribution of precipitation, and690

especially the radiatively-important partitioning between large-scale and convective pre-691

cipitation, shows particularly strong sensitivity to the time step size. The cloud radia-692

tive forcings also differ by several watts per square meter, indicating that a reduction693

in the time step would require, at a minimum, significant retuning of the model to pro-694

duce reasonable results. By experimenting with substepping of model components, we695

have been able to distinguish three main model time steps that account for most of the696

changes seen between the 1800s and 10s versions of the model.697

First, a reduction of the combined CLUBB and MG2 time step causes the follow-698

ing changes (mostly seen in Table 4):699

1. An increase in total precipitation (Figure 8), leading to a reduction in humidity700

and a reduction in cloud liquid mass below 750 mb (Figures 9 and 10).701

2. A reduction in the ratio of convective to large-scale precipitation (Figure 8).702

3. Regional changes in precipitation, most notably including a large increase in av-703

erage precipitation on the maritime continent and in South America, and an in-704

crease in extreme precipitation events.705

4. A reduction in cloud fraction above 700 mb (Figure 11), causing a large reduction706

in the magnitudes of both shortwave and longwave radiative cloud forcing (Fig-707

ure 12).708

A much smaller increase in large-scale precipitation can be produced by changing709

the time step for MG2 alone, and may be caused by a decrease in the rain evaporation710

rate at short time steps. Otherwise these effects are only seen when CLUBB and MG2711

are substepped together, and the ultimate mechanism behind these changes is unclear.712

We do note that reducing this time step seems to stimulate more condensation from CLUBB713

in some circumstances, and this may result in more intense grid-scale storms forming over714

land, driving the changes in precipitation patterns.715

Second, a reduction of the dynamics-physics coupling time step (a.k.a. dtime) causes716

the following changes (mostly seen in Tables 3 and 4):717

1. An increase in cloud mass in the upper troposphere, especially in the midlatitudes718

(Figure 9).719

2. An intensification of the changes in precipitation caused by changing the CLUBB+MG2720

time step, including an even larger increase in precipitation over tropical land (Fig-721

ure 2) and extreme precipitation (3).722

3. A substantial decrease in cloud fraction below 700 mb, causing further large de-723

creases in radiative cloud forcing, especially for shortwave radiation (Figure 6).724
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The first of these changes is typical for time discretization error in a sequential-split725

system. We output diagnostics related to liquid water content after the MG2 scheme runs,726

i.e. right after it has removed much of the water condensed earlier in the time step. At727

smaller time steps, this output more accurately reflects the amount of cloud water present728

when processes are more tightly coupled and the model state varies less between differ-729

ent parts time step.730

The other changes related to dynamics-physics coupling seem to reflect a shift to-731

wards more convective clouds, despite the fact that the parameterized deep convection732

is less active. Wan, Zhang, Yan, et al. (2020) has suggested that this is due to changes733

in coupling between CLUBB and the radiation scheme, since applying radiative cooling734

more uniformly over CLUBB substeps results in more convective clouds. We have also735

noticed an increase in the intensity of grid-point storms when the dynamics-physics cou-736

pling time step is reduced. We argue that this is because using a shorter time step leads737

to strengthened resolved convection, which in turn prevents the parameterized deep con-738

vection from triggering and reduces non-convective cloud cover.739

Third, a reduction of the ZM time step causes the following changes (mostly seen740

in Table 6):741

1. A further reduction in cloud liquid mass below 750 mb (Figure 13), though this742

corresponds to a reduction in net condensation minus evaporation, not an increase743

in precipitation.744

2. A small decrease in cloud fraction everywhere, causing further small decreases in745

radiative forcings.746

3. A further reduction in the ratio of convective to large-scale precipitation. (How-747

ever, this only occurs when ZM is coupled more frequently with CLUBB and MG2,748

which in the original code can only be done by reducing dtime.)749

These observations indicate that most time step sensitivity in EAMv1 arises from750

the coupling frequency between parameterizations, which can have a significant influ-751

ence on climate even when most of the individual parameterizations seem to be well re-752

solved in time. This may be an underappreciated issue, since developers of new param-753

eterizations tend to focus on the time step of their own particular parameterization rather754

than the frequency with which it is coupled to other parts of a model.755

Given this situation, what can be done to reduce the effect of time integration er-756

ror on model results? In EAMv1, most calculations in the dynamics and many physics757

parameterizations are already running at a five minute time step or less, even for lower758

resolution runs. Donahue and Caldwell (2020) found that for a 1° simulation, halving759

the dynamics-physics coupling frequency only increased model cost by 20%. Our ALL300760

run had one-sixth the dtime of the CTRL run, but only required 66% more core-hours761

per simulated year. Thus our first suggestion is to simply use a smaller dynamics-physics762

coupling time step.763

However, past a certain point, reducing the dynamics-coupling time step will lead764

to an increase in resolved-scale convection due to tighter coupling between large-scale765

condensation and the dynamics. This may be difficult or impossible to suppress with the766

current deep convection parameterization strategy, and will be more severe at higher res-767

olutions. It may be possible to address this by running the deep convection at multiple768

stages during a given time step, in order to allow the deep convection to process insta-769

bility that would otherwise be released as large-scale vertical motion by the dynamics.770

Alternatively, it may be possible to make further changes to the dynamics-physics771

coupling to simulate more frequent interaction without requiring direct dynamics-physics772

interaction. In Wan, Zhang, Rasch, et al. (2020), time step sensitivity in EAMv1 is stud-773

ied using similar methods to this work. As mentioned previously, that study includes an774
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experiment (“v1 Dribble”) where a dribbling method is used to couple all other processes775

(including the dynamics) to the CLUBB and MG2 loop. In some regions the effect of776

using the dribbling method is similar to the effect of decreasing the dynamics-physics777

coupling time step.778

The sensitivity of EAMv1 to the CLUBB+MG2 coupling time step is more diffi-779

cult to address. CLUBB and MG2 together account for a large share of the model cost,780

so reducing their time steps by a factor of 30 could be around an order of magnitude slower781

than the default configuration. Since most modelers will not be able to accept such a782

large increase in computational cost, we can suggest a few other ways of working around783

this cost in future model development:784

1. Reduce the cost of simulating the most expensive physical processes, e.g. by switch-785

ing to simpler implementations of these processes, or using machine learning to786

produce cheap approximations to these parameterizations. A parameterization that787

uses a less accurate approximation for some process, but is able to run at a higher788

temporal or spatial resolution, may end up being more accurate than a param-789

eterization that uses a more accurate set of equations.790

2. Use alternative time integration schemes (e.g. changing the operator splitting method,791

using higher-order methods) to lower the time integration error at moderate time792

step sizes.793

3. Redesign the physics to separate out processes that have a shorter or longer time794

scale. In the case of EAMv1, this would mean refactoring CLUBB and MG2 (or795

any future set of schemes that cause similar issues), in order to isolate the parts796

of those parameterizations that are most responsible for the time step sensitiv-797

ity of the overall model. If this subset of physical processes can be calculated much798

more cheaply than the total cost of CLUBB and MG2, it could then be handled799

with a more accurate time integration scheme without incurring an excessive cost.800

The appropriate strategy to use in this particular case depends on why EAM is so801

sensitive to the CLUBB+MG2 coupling time step, which is still under investigation. How-802

ever, it is likely that future versions of EAM would benefit from separating the micro-803

physical processes into “fast” and “slow” subsystems with different characteristic timescales,804

which would also allow the fast processes to be solved together with CLUBB if neces-805

sary.806

In practice, errors coming from a coarse temporal resolution are often handled by807

simply tuning AGCMs so that they match observations when run with longer time step808

sizes, just as models are tuned for a particular horizontal and vertical resolution. While809

this is an effective approach for many studies to match current climate observations, if810

a model relies heavily on tuning to cancel large numerical errors, it is unlikely to have811

the correct sensitivity to forcing changes. This is especially a concern for studies that812

use a model to simulate conditions very different from those originally used to tune that813

model (e.g. for paleoclimate).814

We recommend that AGCM developers continue to study time step sensitivity by815

running experiments with full model physics. Even when the effect of time step on each816

individual parameterization is well known, the effect of process coupling can affect model817

behavior in unpredictable ways. Most users cannot afford to use sub-minute time steps818

for the entire model, and therefore are likely using a model that is not achieving its own819

converged small-time-step behavior. Therefore it is important to understand the limi-820

tations and biases present in workhorse models that have been tuned for coarse time step821

sizes.822
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