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Supplementary Text S1: Time Series Processing 35 

For a more in-depth data analysis, a module developed by Huang and Evans (2019) was 36 

used to (i) re-model the time-series for the ascending and descending LOS InSAR velocities using 37 
a polynomial and (ii) re-estimate the ascending and descending LOS InSAR mean velocities to 38 

include a GNSS correction. 39 

To exclude low-quality pixels from the ascending track and descending track LOS InSAR 40 

data, the temporal and spatial coherence thresholds of the mean ascending and descending LOS 41 

InSAR velocities were determined through a trial-and-error method of pixel visibility. Temporal 42 

coherence refers to the stability of a pixel throughout time – how similar the pixel phase is between 43 
acquisitions. The more stable a pixel, the higher the temporal coherence. Deformation reduces 44 

the temporal coherence within reason. Spatial coherence refers to the consistency of a pixel’s 45 
phase to surrounding pixels. Sharp phase changes between neighboring pixels may indicate an 46 
error. We used a temporal coherence threshold of 0.3 for west and east Taiwan, and a spatial 47 

coherence threshold of 0.4 for west Taiwan and east Taiwan. The average of the temporal and 48 
spatial coherence values above the defined thresholds was determined to be the final coherence 49 

value. This final value must be above the final predefined mask value of 0.35. Applying this mask 50 
excluded all pixels with values lower than the final coherence value. 51 

After the ascending and descending LOS InSAR velocities were masked, (i) the elevation 52 

of each pixel for each interferogram was defined using the DEM, (ii) the look angles and heading 53 
directions for each interferogram were defined, (iii) the reference image was set to the first 54 
acquisition date for both the ascending and descending track interferograms, and (iv) the latitude 55 

and longitude data for the bounding box were linked to the module to geolocate each pixel in each 56 
interferogram. 57 

The west Taiwan ascending and descending LOS InSAR velocities were assigned a local 58 

reference region in the west, and the east Taiwan ascending and descending LOS InSAR 59 
velocities were assigned a local reference region in the east. The designated reference regions 60 

were at an area without known faults and minimal seasonal surface movement due to hydrologic 61 

cycles and human induced land subsidence. Subsequently, the reference regions were 62 
considered as stable regions with zero movement. Once the reference region was defined, the 63 

mean velocity of each pixel location throughout time was determined. 64 

To fit the time-series of each pixel for ascending and descending LOS InSAR velocities 65 
for both west and east Taiwan, we generated a mathematical model with a linear velocity term, 66 

annual periodic terms, and semi-annual periodic terms (Equation S1). The terms utilized match 67 

the general pattern of interseismic deformation anticipated in Taiwan. For example, the linear 68 



 3 

velocity term accounted for the overall mean velocity of the pixel, the annual periodic terms took 69 

into consideration the wet and dry seasons’ influence on motion, and the semi-annual periodic 70 
terms considered sub-tropical precipitation events (e.g., monsoon vs. typhoon events). These 71 

terms for a pixel at location (x,y) were represented as: 72 

 73 

𝐿𝑂𝑆(𝑥, 𝑦, 𝑡!) = 𝑚"(𝑥, 𝑦) + 𝑚#(𝑥, 𝑦)𝑡! +𝑚$(𝑥, 𝑦)sin(2𝜋𝑡!) + 𝑚%(𝑥, 𝑦) cos(2𝜋𝑡!) +74 

𝑚&(𝑥, 𝑦) sin(4𝜋𝑡!) + 𝑚'(𝑥, 𝑦) cos(4𝜋𝑡!) + 𝑚((𝑥, 𝑦)𝐻(𝑡)*)	+	𝑚+(𝑥, 𝑦)	𝐻(𝑡)*)	ln 71+ 9
,!-,"#

.
:;  [S1] 75 

 76 
where m1 is a constant representing a constant adjustment for the time-series, m2 is the linear 77 

trend of the pixel throughout time, m3 and m4 are the annual seasonality of the pixel throughout 78 

time, m5 and m6 are the semiannual seasonality of the pixel throughout time, m7 is the Hualien 79 
earthquake (i.e., a notable earthquake within the timeframe of interest) displacement coefficient, 80 

H(tEQ) is the step function to remove the 2018 MW 6.4 Hualien Earthquake coseismic event, m8 81 

represents the postseismic period with a relaxation time of t = 121 days (See Text S2.1 for 82 

determining this value). 83 

 84 
Now, assuming G matrix represents the mathematical model described in Equation S1, 85 

 86 

𝑑 = 𝑮𝑚??⃗      [S2] 87 

 88 

where 𝑑 is the data vector (LOS (x, y, t)), G is the mathematical model that relates the model 89 

parameters to the data (right hand side of Equation S1), and 𝑚??⃗  is the model vector (m1, m2, m3, 90 
m4, m5, m6, m7, m8). This mathematical model enables the fitting of a time-series at each pixel 91 

location throughout time for both the ascending and descending track data for both west and east 92 
Taiwan. 93 

We used a least squares inversion to solve for the mathematical model and estimate the 94 

coefficient of each term. This solving approach minimizes the sum of squares of the residuals 95 
(Equation S3). 96 

 97 

𝑚??⃗ = (𝑮𝑻𝑮)-𝟏𝑮𝑻𝑑      [S3] 98 

 99 

where 𝑚??⃗  is the model vector, G is the mathematical model, GT is the transpose of the 100 

mathematical model, and 𝑑 is the data vector. 101 
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 102 

Then, using the pre-processed time-series of each GNSS station, we applied a GNSS-103 
correction to the mean velocities of each pixel derived from the calculated time-series. This 104 

correction applied the accuracy of GNSS to the high spatial resolution of InSAR. The GNSS-105 

correction only considered the same time period as the InSAR data and was comparable to the 106 
LOS InSAR data as the displacements were projected onto the satellite look angle and heading 107 

direction.  108 

 109 
To apply the GNSS correction to the ascending and descending LOS InSAR velocities, a 110 

ramp model that best fit the InSAR and GNSS data velocity differences was constructed. The 111 

coefficients of the ramp model were solved for by inversion (Equation S3) with the velocity 112 
residuals as data. Removing the ramp from the uncorrected ascending and descending LOS 113 
InSAR velocities produced the GNSS-corrected ascending and descending LOS InSAR 114 
velocities. Additionally, the ascending and descending ramps for west and east Taiwan could be 115 
applied to the time-series for GNSS correction inclusion. 116 

S1.1 Merge Ascending and Descending from East and West Taiwan 117 

To begin merging the ascending and descending LOS InSAR velocities from west and 118 
east Taiwan, the low coherence (or low quality) pixels (e.g., pixels capturing water) from each 119 

dataset were masked out and set to 0. High coherence pixels were set to 1, and pixels that were 120 
high coherence in both datasets were set to 2. During the GNSS correction, west and east Taiwan 121 
were assigned the same reference location; therefore, here, they were merged without searching 122 
for a common reference region. For accuracy purposes, if there were overlapping real valued 123 

pixels from both datasets, the pixels from the east Taiwan dataset were kept while the pixels from 124 
the west Taiwan dataset were set to 0. This merged masking process was done for both the 125 
ascending and descending LOS InSAR velocities. Once the masks were created, the values of 126 

the real-valued pixels were utilized and datasets with ascending LOS InSAR velocities and 127 
descending LOS InSAR velocities for all of Taiwan were created.  128 

S1.2 Convert GNSS-Corrected LOS InSAR & GNSS Velocities 129 

GNSS-corrected LOS InSAR velocities and GNSS velocities were utilized to estimate 3-130 

D deformation: east-west, north-south, and vertical components. First, the GNSS velocities were 131 
interpolated to InSAR pixels using 2-D cubic interpolation in Matlab. The mesh size matched the 132 

pixel location and size of that from InSAR geocoded to the DEM. The inclusion of these velocities 133 
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enabled a more accurate 3-D velocity field of Taiwan to be constructed as, for example, InSAR 134 

has poor sensitivity to north-south velocities and GNSS velocities are less sensitive to 135 
atmospheric phase delays. 136 

 137 

The GNSS-corrected LOS InSAR velocities and interpolated GNSS velocities were 138 
converted to 3-D deformation by relating the heading direction and look angle of the satellites to 139 

the velocity data through an inverse problem in the form of Equation S2. The final velocity product 140 

was as follows (Equation S4): 141 
 142 

⎣
⎢
⎢
⎢
⎡
𝐿𝑂𝑆1
𝐿𝑂𝑆2
𝐺𝑁𝑆𝑆3
𝐺𝑁𝑆𝑆4
𝐺𝑁𝑆𝑆5 ⎦

⎥
⎥
⎥
⎤

= 	

⎣
⎢
⎢
⎢
⎡
cos𝜙1sin𝜃1 sin𝜙1sin𝜃1 −cos𝜃1
cos𝜙2sin𝜃2 sin𝜙2sin𝜃2 −cos𝜃2

1 0 0
0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎤
L
𝑈3
𝑈4
𝑈5
		N                   [S4] 143 

 144 

where data vector 𝑑 contains: LOSA,D the LOS velocity for the ascending and descending tracks 145 

and GNSSE,N,Z  the interpolated GNSS velocities in east, north, and vertical, respectively. Matrix 146 

G contains: fA and fD the satellite heading direction for the ascending and descending tracks and 147 

qA and qD the satellite look-angle of the ascending and descending tracks, respectively. This 148 

matrix relates the InSAR and GNSS velocities to their 3-D components. Model vector 𝑚??⃗  contains 149 

the 3-D velocity outputs UE,N,Z. 150 
 151 

The linear inverse problem was solved for using a least squares inversion to minimize the 152 

sum of squares of residuals and to determine the best fit model (Equation S3). Additionally, in 153 
order to weigh each component of the output 3-D velocity dataset based on misfit, we incorporated 154 
a weighting matrix W into the least squares inversion (Equation S5). 155 

 156 

𝑚??⃗ = (𝑮𝑻𝑾𝑮)-𝟏𝑮𝑻𝑾𝑻𝑑      [S5] 157 

 158 

where matrix W (Equation S6) is used to weigh the data and is solved for during Text S2.1. 159 

 160 
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𝑾 =	

⎣
⎢
⎢
⎢
⎢
⎡𝜀1

-# 0 0 0 0
0 𝜀2-# 0 0 0
0 0 𝜀6477$

-# 0 0
0 0 0 𝜀6477%

-# 0
0 0 0 0 𝜀6477&

-#⎦
⎥
⎥
⎥
⎥
⎤

                [S6] 161 

 162 

where matrix W is the weighting matrix and e  for ascending, descending, and GNSS represents 163 

the misfit values produced from the inversion of Equation S1. 164 

 165 
Using the resulting 3-D velocity outputs, the Final InSAR and GNSS (FIG) dataset was 166 

created. This dataset includes: the weighted mean GNSS-corrected InSAR / interpolated GNSS 167 
velocity values with the associated uncertainties and the GNSS velocity values with the 168 
associated uncertainties. The GNSS velocity values were appended to the dataset for additional 169 

data point inclusion. Uncertainties are solved during Text S2.2. Additionally, a Reduced FIG 170 
dataset was created, which contained the values within the FIG dataset downsampled to every 171 
10 pixels in both the x- and y-direction. The FIG and Reduced FIG datasets contain pixels that 172 

are 50 m x 50 m and 500 m x 500 m, respectively. 173 
  174 
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Supplementary Text S2: Error Analysis 175 

We incorporated an error analysis into the InSAR and GNSS velocity solutions by 176 

determining root mean square (RMS) misfit. As previously mentioned, the calculated misfit was 177 
used to define the weighting matrix, W (Equation S6), to properly weigh between the GNSS-178 

corrected InSAR and the interpolated GNSS velocities. The uncertainties, inferred from misfit, 179 

produced by taking the LOS and GNSS velocities to east-west, north-south, and vertical were 180 

utilized to confirm consistent transformation and were appended to the FIG dataset for later usage. 181 

Furthermore, to distinguish tectonic signal from noise in the deformation rate analysis, we 182 

quantified distance-correlated noise structure using a semi-variogram and covariogram model for 183 
a region without known surface deformation. 184 

 185 

S2.1 Solving for RMS Misfit and t  186 

When constructing the mathematical model (Equation S1) that best fits the velocity data, 187 
we calculated the RMS misfit to detail the misfit between the model and the observed velocity 188 
values (Equation S8). Specifically, the RMS misfit was calculated for the ascending and 189 

descending LOS InSAR data (every pixel in every scene) and the east-west, north-south, and 190 
vertical GNSS data (every station in every epoch). Since west and east Taiwan were processed 191 
separately, the west and east Taiwan InSAR misfits were calculated separately and then merged. 192 

 193 

𝐸(𝑥, 𝑦) = 	R"
4
∑ T𝑑!(𝑥, 𝑦) − 𝑚??⃗ !(𝑥, 𝑦)U

#4
!8" 	𝑓𝑜𝑟	𝑖 = 1,…𝑁;                        [S8] 194 

 195 

where 𝐸(x,y) is the RMS misfit of pixel (x,y), 𝑑i is observed velocity data, and 𝑚??⃗ ! is best fit model 196 

velocity data, i is the index of an acquisition, and N is the total number of acquisitions. 197 

 198 

Additionally, to determine the relaxation time (t) for removing the postseismic contribution 199 

from the 2018 MW 6.4 Hualien Earthquake in the mathematical model (Equation S1), we calculated 200 

the RMS misfit of all the pixels with a given t value between 1 and 600 days in a 20-day step size:  201 

 202 

𝐸(t9) = 	R
"
4
∑ (𝑑!(t9) − 𝑚??⃗ !(t9))#4
!8" 	𝑓𝑜𝑟	𝑖 = 1,…𝑁; 𝑗 = 1,…600	(days);       [S9] 203 

 204 

where 𝐸(t9)is the RMS misfit of relaxation time (t) in j days, 𝑑i is observed velocity data, and 𝑚??⃗ ! 205 

is best fit model velocity data, i is the index of an acquisition, and N is the total number of 206 
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acquisitions. The relaxation time that produced the least amount of misfit was used in Equation 207 

S1. 208 
 209 

S2.2 Uncertainty Assessment 210 

The uncertainty of every pixel was solved by evaluating the misfit of the inversion that 211 
transformed the LOS InSAR and GNSS velocities to 3-D velocities. The uncertainty values at 212 

each time were inferred from the velocity misfit values using a linear inverse problem in the 𝑑 =213 

𝑮𝑚??⃗  form (Equation S10): 214 

 215 

⎣
⎢
⎢
⎢
⎡

𝜀!(𝑥, 𝑦)
𝜀"(𝑥, 𝑦)

𝜀	𝐺𝑁𝑆𝑆#(𝑥, 𝑦)
	𝜀	𝐺𝑁𝑆𝑆$(𝑥, 𝑦)
𝜀	𝐺𝑁𝑆𝑆%(𝑥, 𝑦) ⎦

⎥
⎥
⎥
⎤

= 	

⎣
⎢
⎢
⎢
⎡
cos𝜙!(𝑥, 𝑦)sin𝜃!(𝑥, 𝑦) sin𝜙!(𝑥, 𝑦)sin𝜃!(𝑥, 𝑦) −cos𝜃!(𝑥, 𝑦)
cos𝜙"(𝑥, 𝑦)sin𝜃"(𝑥, 𝑦) sin𝜙"(𝑥, 𝑦)sin𝜃"(𝑥, 𝑦) −cos𝜃"(𝑥, 𝑦)

1 0 0
0 1 0
0 0 1 ⎦

⎥
⎥
⎥
⎤
<
𝑈𝑛𝑐#(𝑥, 𝑦)
𝑈𝑛𝑐$(𝑥, 𝑦)
𝑈𝑛𝑐%(𝑥, 𝑦)

@      [S10] 216 

 217 

where data vector 𝑑 contains: eA,D (x,y) the misfit for the ascending and descending track pixels 218 

and e GNSSE,N,Z (x,y) the interpolated GNSS misfit for east, north, and vertical, respectively. Matrix 219 

G contains: fA and fD the satellite heading direction for the ascending and descending tracks and 220 

qA and qD the satellite look-angle of the ascending and descending tracks, respectively. This 221 

matrix relates the GNSS-corrected InSAR / interpolated GNSS velocities to their 3-D components. 222 

Model vector 𝑚??⃗  contains the 3-D velocity uncertainty estimates, UncE,N,Z, for east, north, and 223 
vertical components, respectively. The identity matrix is used to bring the GNSS misfit values 224 

through the inverse problem with no transformation as they are already in 3-D form. 225 
 226 
S2.3 Noise Structure Contributions in the Deformation Rate Analysis 227 

To determine which level of smoothing best eliminated the noise structure contribution, I 228 

calculated a semi-variogram model and covariogram model of a non-deforming region for error 229 
estimation (Sudhaus and Jonsson, 2009). The semi-variogram was modeled from pixel variance 230 

with distance in the x- and y-direction (Equation S11) and suggested the use of an exponential 231 
equation to model the covariogram (Equation S12). The covariogram estimated pixel spatial 232 
correlation with distance (i.e., covariance) (Sudhaus and Jonsson, 2009). 233 

 234 

The semi-variogram was defined as (Equation S11): 235 
 236 

𝑆(𝑟) = 	𝜎#(1 − 𝑒-
'
()                      [S11] 237 
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 238 

where S(r) is the modeled semi-variogram between two pixels, 𝜎# is the variance, r is the distance 239 

between the two pixels, and l is the characteristic wavelength of the transect. 240 

 241 

The modeled covariogram, produced from an exponential mathematical model, was 242 

defined as (Equation S12): 243 
 244 

𝐶(𝑟) = 	𝜎#𝑒-
'
(                                 [S12] 245 

 246 

where C(r) is the covariance between two pixels, 𝜎# is the variance, r is the distance between the 247 

two pixels, and l is the characteristic wavelength of the transect. 248 

 249 

The modeled semi-variogram was solved for with an exponential, spherical, and gaussian 250 
mathematical model. The exponential model fit best and was subsequently utilized to model the 251 

covariogram. The unknown 𝜎# and l in the covariogram model (Equation S12) were solved using 252 

an inverse problem with the FIG dataset velocities for a non-deforming region as data constraints. 253 
The covariogram model acted to estimate the characteristic wavelength of correlation to quantify 254 

the assumption that variables closer in distance tend to be more similar (Watson et al., 2022; 255 
Hussain et al., 2016). Therefore, a smoothing window size that is smaller than the characteristic 256 

distance l  at which pixels were spatially correlated may display noise signals and not accurately 257 

capture the tectonic deformation influencing the region. Given that the deformation tensor was 258 
calculated every 1 km and each pixel is 500 m x 500 m in the Reduced FIG dataset, utilizing the 259 

nearest 30, 144, and 420 pixels resulted in a 1.5, 3.4, and 5.8 km radius of values being 260 

incorporated into the tensor, respectively (Figure S7). 261 
  262 
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Supplementary Text S3: Deformation rate analysis 263 

S3.1 Dilatation, Maximum Shear, and 2nd Invariant 264 

The deformation tensor defines position change within a body due to external forces 265 

(Figure S8). Using the Reduced FIG dataset, I determined the deformation rate tensor every 1 266 

km where the InSAR samples were located every 500 m. The calculated deformation rate tensors 267 
considered the nearest 30, 144, and 420 pixels. From this, we calculated dilatation (unit: yr-1), 268 

maximum shear (unit: yr-1), and 2nd invariant (unit: yr-1). Note: Dilatation, maximum shear, and 2nd 269 

invariant refer to their rate per year. The purpose of the deformation rate analysis was to quantify 270 
2-D deformation fields across Taiwan. This analysis assumed that deformation fields were subject 271 

to variations in stress rather than strength (Fagereng and Biggs, 2019).  272 
 273 
The deformation rate tensor is defined as: 274 

 275 

𝑫̇ 	= 	 f
𝐷̇:: 𝐷̇:;
𝐷̇;: 𝐷̇;;

h	 276 

= i
𝐷̇::

1
2
	(	𝐷̇:; 	+ 	 𝐷̇;:	)	

1
2	(	𝐷̇:; 	+ 	 𝐷̇;:) 𝐷̇;;

j 	+	i
0

1
2
	(	𝐷̇:; 	− 	 𝐷̇;:	)	

−
1
2	(	𝐷̇:; 	− 	 𝐷̇;:) 0

j 277 

=	 k

<=$
<:

"
#
	(	<=$

<;
	+ 	<=%

<:
	)	

"
#
	(	<=$

<;
	+ 	<=%

<:
	) <=%

<;

l + k
0 "

#
	(	<=$

<;
−	<=%

<:
	)

− "
#
	(	<=$

<;
−	<=%

<:
	) 0

l	          [S13] 278 

 279 

where the deformation rate tensor, 𝑫̇, is the sum of the strain rate (irrotational) matrix and 280 

rotational rate matrix. <=$
<:

 = 𝐷̇:: , 
<=%
<;

 = 𝐷̇;;	,	 and "
#
	(	<=$

<;
	+ 	<=%

<:
	)  = "

#
	(	𝐷̇:; 	+ 	 𝐷̇;:	).	 The off-281 

diagonal terms in the rotational matrix are equal in quantity but change in sign. 282 

 283 
Using components of the deformation rate tensor, I solved for dilatation, the overall change 284 

in volume due to deformation. Dilatation is the sum of principal strains, which are the eigenvalues 285 

of a strain rate tensor (Equations S14 & S15). 286 
 287 

| A - λ ∙ I | = 0                                                         [S14] 288 

 289 
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where A is the strain tensor, l are the eigenvalues, and I is the identity matrix. The | | sign 290 

represents the determinant operation. 291 
 292 

𝛿 = 	 𝜀" +	𝜀#                                                          [S16] 293 

 294 

where 𝛿  is dilatation and 𝜀"  and 𝜀#  are the maximum and minimum principal strains (i.e., 295 

eigenvalues). 296 

 297 

Then, maximum shear was solved to determine the factor in which deformation occurred 298 
in a specific direction (Equation S16). In this case, maximum shear (i.e., change in shape/angle) 299 

corresponds to the greatest shear at 45° to the principal strains. 300 

 301 

𝛾>?: =	
@)-	@*
#

                                                          [S16] 302 

 303 

where 𝛾>?:  is maximum shear and e1 and e2 represent the maximum and minimum principal 304 

strains (i.e., eigenvalues). 305 

 306 
Invariants of the deformation rate tensor are properties that do not change under 307 

coordinate rotation. The 2nd invariant of strain rate determines the total strain rate accumulation 308 

of the area of interest, which highlights localities with increased seismic risk (Equation S17) 309 
(Pagani et al., 2021). It acts as a combination of both the dilatation (contraction and extension) 310 
and maximum shear stress. 311 
 312 

𝐼# =	R𝐷::# +	𝐷;;# + 2 7"
#
(𝐷:; + 𝐷;:);

#
               [S17] 313 

 314 

where 𝐼# is 2nd invariant of strain rate and Dxx, Dyy, Dxy, Dyx are components of the symmetric strain 315 

rate tensor. 𝐷:; and 𝐷;: cannot be assumed to be of the same value as rotation, which does not 316 

address shape change and is not taken into consideration. 317 
  318 
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Supplementary Figures 319 

 320 
Figure S1. Example of GNSS time-series manual adjustment showing the original time-series of 321 
GNSS station C001 in Taiwan (lat/lon: 23.418/120.612) and the adjusted time-series of GNSS station 322 
C001. The adjustment is located at 2018.4 in the east-west motion time-series. 323 
 324 

  325 
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 326 
Figure S1 (cont.). Example InSAR time series for west Taiwan. The two maps show mean velocity in 327 
ascending and descending tracks. The time series are motions relative to the reference point (lat/lon 328 
shown in the title of the time series plot). The back curve is the modeled time series using Equation 329 
S1.   330 
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Figure S2. RMS misfits produced from the transformation of observed (A) ascending and (B) descending LOS InSAR velocities and 
interpolated (C) east-west, (D) north-south, and (E) vertical GNSS velocities to modeled velocity values. 
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Figure S3. Uncertainty values produced from transforming GNSS-corrected ascending and descending LOS InSAR velocities and 
interpolated GNSS velocities to the FIG dataset with (A) east-west, (B) north-south, and (C) vertical velocities. 
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Figure S4. RMS misfits produced from utilizing various 𝜏 values (0 to 600 days in 20-day step sizes) 
in the transformation of observed velocities to modeled velocities. The yellow star indicates 𝜏 = 121, 
which is associated with the lowest RMS misfit estimation. 
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Figure S5. Semi-variogram displaying variance as a function of separation distance for each and all 
pixels. The open red circles represent the relative locations along the x-axis used for binning the data. 
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Figure S6. Downsampled semi-variogram displaying variance between each and all pixels as a 
function of distance. Overlain is the best fit exponential model. Inverted from the semi-variogram is the 
exponential covariogram model. 
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Figure S7. Deformation rate analysis with (A, B, C) dilatation rate, (D, E, F) maximum shear rate, and 
(G, H, I) 2nd invariant rate in (A, D, G) 30-pixel resolution, (B, E, H)144-pixel resolution, and (C, F, I) 
420-pixel resolution. Positive dilatation values indicate contraction and negative values indicate 
expansion. High maximum shear values indicate increased shearing. 2nd invariant values describe 
both dilatation and maximum shear as total strain rate accumulation. Gray indicates regions of no data. 
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Figure S8. Schematic of maximum (e1) and minimum (e2) principal strains and the corresponding strain 
tensor components (Dxx, Dyy, Dxy) influencing a square. This schematic does not consider rotation. 
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Figure S9. Overview of principal strain rates of Taiwan. 
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Figure S10. Overview of dilatation rate of Taiwan. 
 
 
  

120.5 121 121.5
Longitude

22

22.5

23

23.5

24

24.5

25
La
tit
ud
e

Dilatation (positive = contraction)

-3

-2

-1

0

1

2

3
10-6



 23 

 
Figure S11. Overview of maximum shear rate of Taiwan. 
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Figure S12. Overview of second invariant of the strain rate tensor of Taiwan. 
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Figure S13. Overview of rotation rate of Taiwan. 
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