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Abstract 7 

Ocean waves at any particular location are the result of the superposition of locally generated waves 8 

by wind, plus swells advected from somewhere else. Swells in particular can travel very long 9 

distances with marginal energy loss such that their signal, albeit reduced by dispersion, can be 10 

detected all across the oceans. Although our current approach for wave modeling and description 11 

has the wave spectrum as standard variable, most wave characterization methods are based on 12 

simplified integral parameters (e.g., Hs, Tm, θm). These are indicative of the overall magnitude, but 13 

loose all the information stored in the spectral structure. Therefore, total wave fields derived from 14 

integral parameters are smooth and continuous while in reality wave fields have well defined spatial 15 

domains, they overlap one another, and they vary significantly along the seasons in response to the 16 

ever changing meteorological forcing. Using spectral partitioning techniques and the global spectral 17 

wave climate atlas GLOSWAC, the main wave fields active in the different ocean basins can be 18 

elucidated and separated from the integrated one. As the memory of the sea surface (waves) is 19 

longer than that of the atmosphere, these individual wave fields constitute a valuable new source of 20 

environmental information, and its characterization opens the way to more advanced wave analysis 21 

methods. 22 

 23 

Plain Language Summary 24 

 25 

The present development constitutes a further processing level of global wave spectra, initiated (and 26 

based on) the point spectral characterization presented in GLOSWAC. This results in the 27 

disaggregation of the world ocean wave fields and its consequent characterization. To this end, a 28 

new clustering technique has been developed, based on spectral correlations among long-term wave 29 

systems, which prove strong for the purpose. Important advantages of these wave fields, are the 30 

specificity, compared to overall wave parameters, and the longer memory compared to wind. This 31 

constitutes a new source of environmental information and opens the door for several specific 32 

analysis and applications. 33 

 34 

 35 



INTRODUCTION 36 

 37 

Waves are the product of surface winds transferring energy to the ocean in the form of momentum. 38 

However, differently than winds which change rapidly over spans of hours, or occasionally days, 39 

waves carry on that signal easily for days and even weeks (e.g., Barber and Ursell, 1948; Munk et 40 

al, 1963). This automatically means that the memory of the sea surface is much longer than that of 41 

the atmosphere. In turn, such a better memory implies also a wider spatial coverage as swells 42 

propagate and disperse across the oceans with marginal energy dissipation (Snodgrass et al., 1966). 43 

For instance swells generated by the northern and southern extra tropical storms can be detected 44 

(and impact regions) half a globe away (e.g., MacAyeal et al., 2006). In this regard, another 45 

disadvantage of wind fields, as information source, compared to waves, is that they cannot overlap 46 

in space, a stronger wind simply takes over the place of a decaying one (mass transport). In contrast, 47 

water as a transport medium allows for the occurrence of superimposing waves (energy transport) 48 

with different frequencies and traveling in multiple directions. In that context, the current state of 49 

the art for wave description constitutes another major advantage (e.g., Pierson and Marks, 1952). At 50 

the core of such description is the 2D wave spectrum, which at every single location represents the 51 

wave energy distribution in frequency and direction (e.g., Kuik et al., 1988; Donelan et al., 1996). 52 

Thanks to this representation, a sea surface perturbation propagating along a given direction can be 53 

traced from origin to destination, since waves travel rather independently from one another, 54 

particularly when they classify as swells. 55 

 56 

Therefore, having spectral information at global scale, with records spanning over decades, is just 57 

too valuable a source of environmental information to be overlooked. This is the main motivation 58 

for the present study. Fairly recently the ECMWF made public the spectral data of the ERAI archive 59 

(Dee et al., 2011), which constitutes the first massive and consistent data set of this kind. During the 60 

last decades we have experienced the conception, implementation, development, and consolidation 61 

(through extensive verification) of wave models to reach their current state, the so called third 62 

generation models (e.g., Komen et al, 1994), which among other characteristics, implies the 63 

evolution and propagation of the spectral components, free from parametric empirical relationships 64 

(e.g., Hasselmann and Hasselmann, 1985; Cavaleri et al., 2007). This advance is crucial, as we now 65 

have access to the details of the energy distribution, instead of its resulting integral parameters (e.g., 66 

Hs, Tm, θm), which may be easier to grasp and measure, but are much less rich in information 67 

(Holthuijsen, 2007). Indeed, global Hs wave fields exist from models and even from satellite 68 

observations since long ago (e.g., Young and Holland, 1996), but elucidating the specific details of 69 

the many overlapping wave fields from that information alone is very hard, if not impossible. As it 70 



will soon be illustrated, the magnitude of some wave fields is sometimes too feeble to be 71 

appreciated under the shadow of other stronger fields. To discern that information we can only rely 72 

on the wave spectrum. 73 

 74 

The present work is a sequel of previous developments. Particularly the wave spectral 75 

characterization of the ERAI data set allowed the creation of a global atlas (GLOSWAC), which is 76 

the basis for this development (Portilla-Yandun, 2018). The available information in GLOSWAC is 77 

point specific, but from the several indicators in there, the spatial coherence of the different wave 78 

systems (or families) is pretty evident. The spatial concatenation of the local information results in 79 

the identification and consequently allows the extraction of the different wave fields. Such 80 

operation requires a dedicated methodology, which is the main subject of this paper, and is reported 81 

in detail in Section 2. From there on, as individual wave fields start to emerge from the grand total, 82 

the possibilities for environmental analysis (among others applications) arise accordingly. This is 83 

illustrated in Section 3 through compact examples, conveniently focusing on a secondary wave field 84 

(secondary in magnitude), belonging to the trade winds. This field is typically shadowed under 85 

other stronger fields, so by its extraction we expose it for any specific and individual analysis. The 86 

full characterization of each wave field is evidently beyond the scope of the present work, but the 87 

analysis of this field is deepened to certain extent to illustrate the potential of this technique and this 88 

new source of information. 89 

It is probably worth mentioning that several approaches have been tried within this work to reach 90 

the objective, some were either unsuccessful or only partially successful, so they are not reported 91 

here. This emphasize the skills of the spectral correlations between wave systems, which is the path 92 

finally taken. Most relevant patters reveal themselves at once in global maps of this parameter, but 93 

some post-processing is needed to remove inconsistencies. This is discussed in some detail in 94 

Section 4, where results of the Self Organizing Maps technique are reported, showing that other 95 

processing possibilities may exist for wave spectra, which is the variable playing the central role. 96 

Finally, some immediate applications, that cannot be developed within the extent of the present 97 

paper, are hinted for further development. 98 

 99 

2. METHODOLOGY 100 

 101 

2.1.- Wave spectra from ERA-Interim  102 

 103 

The ERA-Interim (ERAI) from the European Centre for Medium-Range Weather Forecasts 104 

(ECMWF) is a re-analysis project that contains a wealth amount of atmospheric and oceanic 105 



parameters (Dee et al., 2011), among them the ocean wave spectra computed from the WAM model 106 

(Hasselmann et al., 1988; Bidlot, 2012), which is the central variable for this study. The data set 107 

used here covers the period from 1979 to 2015 at 6 h interval output, making a total of 54,056 108 

spectra per grid point. ERAI uses a spatial Gaussian grid with variable resolution whose lowest 109 

range, at the equator, is of about 110 km (Berrisford et al., 2011). This makes a total of 27,948 110 

ocean grid points. The spectral grid is discretized in 30 frequencies from 0.035 to 0.55 Hz (1.1 111 

geometric progression) and 24 directions. ERAI is the first archive to store long series of global 112 

wave spectra, superseded at present by ERA5 from the same center (Hersbach et al., 2020). The 113 

reason for using ERAI here instead of ERA5 is that the present work builds up on previous 114 

developments based on ERAI, not yet available for ERA5. Nevertheless, at global scale the 115 

resolution of ERAI is sufficiently good to elucidate the most important ocean patterns, and the 116 

upgrade of the present results to ERA5 data is not discarded for future developments. 117 

 118 

2.2.- Wave spectral partitioning 119 

 120 

The spectral energy bins, although independently computed by the model, cluster themselves 121 

naturally conforming 3D surfaces that resemble topographic features. Physically each of these 122 

features is associated to a wave event generated by a particular and individual meteorological 123 

forcing (e.g., Ardhuin et al., 2019). Spectral partitioning consists in identifying those 3D features of 124 

the energy distribution. The scheme used here is that described in Portilla et al. (2009), which has 125 

been extensively applied to all types of data. 126 

 127 

2.3.- Long-term spectral wave systems 128 

 129 

Long series of spectral data need to be characterized statistically, ideally preserving their spectral 130 

structure instead of reducing them to integral parameters (e.g., Hs, Tm, θm). To this end, an ad hoc 131 

clustering method was developed by Portilla-Yandun et al., (2015). This method consists of 132 

collecting specific parameters of the spectral partitions (e.g., Tp, θp) to obtain their empirical 133 

occurrence distribution in the native spectral grid. This distribution allows elucidating the wave 134 

families (or so called long-term wave systems) present at the reference location. Based on this 135 

method, the ERAI data set has been processed to develop a global spectral wave climate atlas 136 

(GLOSWAC). Those developments are reported in Portilla-Yandun, (2018), and publicly available 137 

at https://modemat.epn.edu.ec/nereo/. 138 

 139 

 140 

https://modemat.epn.edu.ec/nereo/


2.4.- Wave spectral correlations 141 

 142 

By exploring point by point the wave families and their attributes (e.g., via GLOSWAC), their 143 

differential variations in space become evident. In this way, the spatial domain of a given wave 144 

system can be determined from multiple point source data in order to obtain coherent and separated 145 

spatial wave fields. A skillful parameter to distinguish the nuances of such connections is the 146 

coefficient of determination, computed as specified in equation 1. This scheme has been introduced 147 

for similar purposes in Portilla-Yandun and Cavaleri, (2016). 148 

 149 
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 151 

In equation 1, i indicates the reference geographical point, while j refers to any remote point on the 152 

spatial grid. In turn, m,n represent any wave family at those locations respectively, and E is the time 153 

series of the partial (partition) spectra for the whole period (37 years). Note that this is a standard R
2 

154 

parameter adapted to the wave spectrum, so it can also take negative values. 155 

 156 

 157 

Figure 1. Spectral wave correlations among wave systems a) central panel, long-term wave systems 158 

at 0ºN-105ºW, colors indicate recurrence, b) extratropical southerly waves (Antarctic), c) 159 

extratropical northerly waves, d) southern trade-wind systems, e) northern trade-wind systems.  160 

 161 



Figure 1, shows the R
2
 structures of some of the dominant wave systems on earth. The central panel 162 

shows the spectral statistics matrix (wave families), of a point over the equator (0º latitude, 105ºW) 163 

that conveniently depicts only the four exemplified systems. This constitutes the departing 164 

information to compute correlations. The m, n nomenclatures in equation 1, refer to each of these 165 

families. In each of the map panels the reference point (i) corresponds to the highest correlation 166 

value. Panel 1b shows the dominant wave field in the oceans, the southern swells. As storms transit 167 

freely around Antarctica they constantly generate swells that are then radiated over almost the entire 168 

globe (e.g., Derkani et al., 2021). The Caribbean and the Philippine seas, apart from enclosed seas, 169 

appear to be the only shadow areas. However, skillful as they prove, it is clear that correlations are 170 

not filtering out certain details, as conspicuously some regions of the Caribbean, and the east coast 171 

of the U.S., for instance, display positive correlation values, while there is no possibility for the 172 

southern swells to reach those areas. The reason is that for some points and wave systems the 173 

correlations as such may be to some extent spurious, at least at lower values and for the purpose 174 

intended here. Some wave systems (e.g., U.S. east coast) may be active with similar seasonality and 175 

similar spectral characteristics (e.g, Tm, θm) as the southern swells, hence they appear correlated, 176 

although they do not belong together as wave systems. Tackling this issue is the subject of the next 177 

section. Apart from that, note that those “spurious” correlations open the door for other type of 178 

analyses as they may point out to climate correlations, the so called tele-connections (e.g., Nigam, 179 

2003). This is discussed further in section 3.3. 180 

 181 

In turn, panels 1c, 1d, and 1e show the structures of the northerly swells, and the southern and 182 

northern trade-wind fields respectively, from which some interesting features are worth mentioning. 183 

For instance, it is striking to see that differently from the southern storms, the northern ones do not 184 

have an associated component in the Indian Ocean. Nevertheless, its large extent encompasses the 185 

Pacific and Atlantic Oceans. Turning to the southern trade-winds, note that although the reference 186 

point, in this example, is located in the eastern Pacific, strong correlations appear also in the 187 

Atlantic, Indian, and western Pacific Oceans, showing that related features exist in those basins as 188 

well, as we know from the wind fields (e.g., Hadley, 1735; Maury, 1855; Ferrel, 1856; Persson, 189 

2006). The structure of the northern trade-winds field is also very complex, with a clear pattern in 190 

the Atlantic, but developing several jet regions all over the Pacific. Its correlations in the Indian 191 

Ocean appear again feeble, but conversely it also appears to be correlated with the southern trades 192 

both in the Atlantic and the Pacific Oceans. As mentioned earlier, elucidating all these complexities 193 

requires complementary processing, which is the subject of the following sections. 194 

 195 

 196 



2.5 Spatial consistency of the wave systems 197 

 198 

The use of correlations proves skillful but not sufficient on its own as a mechanism to neatly discern 199 

the spatial-spectral structures, so we have to either resort to the use of another clustering technique, 200 

or introduce a complementary post-processing routine (or both). For the former, the Self Organizing 201 

Maps technique (SOM, Kohonen, 2001; Vesanto et al., 2000) has been tested, showing interesting 202 

skills but similar shortcomings. These results and its perspectives are reported in Section 4.1, while 203 

it becomes clear that either post-processing or the use of complementary steps is the way to go. 204 

Keeping correlations at the core of the process we observe that at higher or intermediate values, 205 

these structures are not spurious but indeed identify the target wave field. In addition, a particular 206 

wave field can be “observed” from different reference points, so if the same wave field is discerned 207 

at relatively high correlation thresholds but from a sufficient number of locations, it is then possible 208 

to generate the necessary redundancies to consolidate its actual extent. In this way, the resulting 209 

field is obtained as the union of the several local sub-fields, as: 210 

 (2) 211 

where S is the consolidated wave field, while Sk,t represents the sub-fields corresponding to the 212 

reference point k, trimmed at threshold t, being K the total number of reference points. Under this 213 

setup, thresholding is aimed to remove spurious correlations, while a large number of reference 214 

points (K) helps to consolidate the entire field, these two parameters are therefore related. For a 215 

specific field, the higher the threshold, the higher the number of sub-fields required. Ideally, these 216 

mutual correlations should be computed for every grid point against each other, but this operation is 217 

computationally expensive so it has to be kept within limits. In the present development, a range of 218 

K between 20 and 50 has been used, with thresholds ranging from 10 to 40%. These settings are 219 

readily verified from the consistency of the wave field’s parameters (e.g., Hs, Tm, θm), which are not 220 

part of the computation. Those results are presented later on in section 3. 221 

 222 

Using the southern trade-winds field as illustrative example, Figure 2 shows four of its sub-fields. 223 

Note that although the reference points are in different ocean basins, the global features displayed 224 

are always similar. Particularly those from the eastern Pacific, the Atlantic, and the Indian Oceans 225 

are very smooth and regular, with similar characteristics. They all start narrowly localized at the 226 

west side of the continental borders, at about 35ºS, to then fan out north-westwards over their 227 

oceans (e.g., Wyrtki and Meyers, 1976). In turn, the corresponding trades in the central Pacific 228 

show more complexity, with a less defined starting point arguably because there is no land mass for 229 



a fixed reference. Moreover, its fanning out over the Polynesian and Melanesian islands is severely 230 

hindered and therefore more irregular. 231 

 232 

Figure 2. The southern trade winds “observed” from different oceans basins, corresponding to the 233 

points with the highest correlation in each panel. Rainbow colors indicate correlations above 0.3 (as 234 

possible trimming threshold), whereas lower values are shown in gray scale. 235 

 236 

2.6 Sequential extraction 237 

 238 

The present processing scheme, and also the concepts of spectral partitioning and spectral statistics, 239 

are not purely numerical, but a combination of numeric and physically assisted algorithms. By 240 

interventions like the steps introduced in the previous and in this section, the system is constrained 241 

(or helped) to follow a specific course based on the underling physics, otherwise the computational 242 

burden would be overwhelming even for modern computers. In addition, an unconstrained scheme 243 

will hardly converge to the desired output, as several clustering solutions are possible from the 244 

available data. In this regard, the strategy of sequential extraction of the wave fields constitutes 245 

another intervention. The generating wind fields cannot overlap with each other, but their 246 

corresponding wave fields do have this possibility, superimposing one another like onion layers. 247 

Some fields, specially those with larger coverage and magnitudes, are easier to detect and extract, 248 

while the weaker and more local fields are more challenging. The extraction therefore is not 249 



random, but organized according to the facility to identify a certain field, which basically means its 250 

relative magnitude. 251 

 252 

 253 

Figure 3. Average Hs wave fields illustrating the sequential extraction. a) total, b) after extracting 254 

the southern storm swells, c) after further extracting the northern storm swells. 255 

 256 

This idea is illustrated in Figure 3, where panel 3a shows the total average Hs over the study period, 257 

a rather familiar picture of the global wave field, often available in text books (e.g., Cruz, 2010). As 258 

observed before (in Figure 1), the southern storms and its associated swells constitute a dominant 259 

and clearly discernible feature, hence they are easy to detect and extract, as shown in panel 3b, 260 

where clearly a significant fraction of the total energy is now missing. The next dominant feature 261 

corresponds to the northern storms and its associated swells. It is worth mentioning that this field is 262 

by far more complex and fragmentary than the previous one, likely due to the continental land 263 

configuration of the north hemisphere (e.g., Marshall and Plumb, 2007). In any case, once extracted 264 

another less familiar but interesting picture emerges (panel 3c). Particularly the trade-wind fields 265 

(from both hemispheres) start to reveal, apart from other conspicuous local features and jets. Note 266 

that the magnitude of the underlying layer (in Hs terms) is less than half that of the extra-tropical 267 

storms. Finally, following this process, it is possible to extract, one at the time, all the existing wave 268 

fields, which accounting for the individual components in the different basins, they are in the order 269 

of a hundred. The potential of the individual fields for environmental analysis is developed in the 270 

next section. 271 

 272 

3. RESULTS 273 

 274 

3.1 Wave fields characterization and verification of self-consistency 275 

 276 

No matter how much we complain about integral parameters losing spectral information, these 277 

remain the best as wave descriptors, as they provide useful practical magnitudes, particularly when 278 

they refer to individual wave systems. Therefore, the obtained wave fields are presented and 279 



analyzed here in the light of these magnitudes (e.g., Hs, Tm, θm). For the specific case examined in 280 

section 2.5 (the southern trades), once extracted, Figure 4 shows their corresponding average 281 

characteristics. 282 

 283 

 284 

Figure 4. Average characteristics of the wave field corresponding to the southern trade winds. a) 285 

Wave height, b) mean period, c) and mean direction. 286 

 287 

Similarly as for the correlation structures, in Figure 4 we observe coherent shapes of the main 288 

parameters, and also related patterns in the different ocean basins. This statement might seem trivial 289 

at first glance but is not quite so because all these parameters (i.e., R
2
, Hs, Tm, and θm) are highly 290 

independent from each other, so the main reason for their smoothness and continuity is that indeed 291 

they belong to the same wave field. Nevertheless, we do observe irregularities, but these are mainly 292 

associated to the presence of obstructions. This is particularly the case of the central Pacific 293 

component, which apart from not having a continental land mass reference at the origin (as the 294 

other three do), it is hindered by many islands, as mentioned earlier. The Indian Ocean component 295 

is remarkable for its higher Hs magnitude, which accordingly derives in higher Tm values. The 296 

directional patterns are interesting in their similar behavior in the three basins, the core band (in 297 

dark blue) encompasses the more oblique directions (NW) and its extent seems to bend at lower 298 

latitudes. As waves are not significantly affected by the Coriolis effect (e.g., Backus, 1962), this 299 

bending must come from the wind field itself. In turn, the bands closer to the continents, as well as 300 

the south boundaries, exhibit more marked northward directions. Although there is much more to 301 

analyze from Figure 4, the objective here is not to describe any particular wave field in detail (a task 302 

worth in itself a dedicated study), but to illustrate the methodology and its applicability, for which 303 

the southern trades constitute an interesting example. 304 

 305 

3.2 Time variability of the wave fields 306 

 307 

Having the wave field extracted from the rest of layers, many of its characteristics can be readily 308 

established. Among them, the time variability is particularly interesting in the climate context. 309 



Figure 5 shows the seasonal variability of the southern trades wave field. As expected, we observe 310 

the larger magnitudes associated to the JJA period, and the lower to DJF (e.g., Wyrtki and Meyers, 311 

1976). Other features are also interesting, as the shape and extent of the field domains. We observe 312 

for instance the field’s core in the Atlantic extending further north-westwards during the JJA and 313 

SOM season, covering the north of Brazil. Note that these atmospheric features are responsible for 314 

the transport of humidity from higher to lower wind magnitude areas, hence affecting directly the 315 

weather on different regions, and eventually been altered by other global anomalies (e.g., Caviedes, 316 

1973; Chung, 1982). Apart from the natural differences among the seasons we observe that the 317 

range of variation is not particularly large. On the contrary, note that this system is prevalent in the 318 

southern oceans all along the year. In terms of the overall mean and global Hs (a very bulky 319 

parameter) the range of variation is from 1.85 m in SON to 1.92 m in MAM. However, the time 320 

evolution of the wave field involves not only the total amount of energy delivered by the 321 

atmosphere, but mainly other parameters as the spatial distribution of that energy (e.g., Barnett, 322 

1977). 323 

 324 

Figure 5. Seasonal variability of the southern trades wave field a) DJF, b) MAM, c) JJA, d) SON 325 

 326 

It has been argued for instance that the position of the ITCZ advances abnormally into the south 327 

hemisphere during ENSO years (e.g., Pazan and Meyers, 1982; Donguy and Henin, 1980), while in 328 

turn the trades in the central Pacific intensifies (e.g., Reiter, 1978). These apparently contradictory 329 

effects suggests a significant zonal variation of the southern trades (e.g., Philander, 1983). 330 

 331 



 332 

Figure 6. Inter annual variability of the eastern Pacific component of the southern trades. a) monthly 333 

mean Hs at 4°N, 81°W. b) monthly mean Hs at Eastern island. c) monthly Hs 99th percentile of the 334 

whole field. d) average latitude of the points with Hs > 1.0 m. e) same as (d) for longitude. f) 335 

Number of points with Hs > 1.0 m. The red series correspond to the moving median. 336 



Similar maps as those in Figure 5, but on month-yearly basis (not shown) depict indeed a large 337 

space-time variability. However, to make sense of the overwhelming amount of maps, we need to 338 

resort to time series as presented in Figure 6. To simplify the analysis in this section we refer only to 339 

the eastern Pacific (EP) component of this field. In panel 6a, a point on the north east border (4°N, 340 

81°W) shows a nicely modulated Hs signal, that unequivocally follows the seasons. In addition, we 341 

observe two conspicuous lows in 1982-83, and 1997-98, which correspond namely the two 342 

notorious ENSO events (NEE) within the period. These characteristics led to Portilla-Yandun et al., 343 

(2016), to identify that region as indicative for ENSO. This particular behavior however, is not 344 

reproduced at other locations. At Eastern island for instance (Rapa Nui, 27°S, 109.5°W), the 345 

seasonality is not at all obvious, nor are the lows during the NEE. On the contrary, there is a slight 346 

Hs increase in those years with otherwise an erratic signal, albeit rather uniform on the median. 347 

Panel 6c shows the 99th percentile (a more stable parameter for the maximum) computed over the 348 

entire EP component. This too shows a slight increase during the NEE years, instead of the 349 

opposite, in agreement with the premise of its intensification, and revealing the complex structure of 350 

the field and its variations. To gain insight of the spatial displacement of this wave field, panels d, 351 

and e, show respectively the average latitude and longitude of the points above a given threshold 352 

(Hs > 1.0 m). The seasonal modulation is more evident in the latitude displacement, while longitude 353 

seems to be modulated in yearly spans. During the NEE years, the core moves slightly southwards, 354 

and more prominently eastwards. However, this occurs in other years as well, and therefore it is not 355 

a strong attribute of ENSO. 356 

 357 

Finally, and from another perspective, panel 6f shows the number of points above the selected 358 

threshold (out of 4600 for the total EP component). This parameter is related to the total area 359 

affected by intense winds, indicating hence eventual weakening or intensification. Apart from the 360 

good seasonal modulation, and a relative high in 1981, we observe an apparent steady increase of 361 

this parameter from 1991 onward, which in fact is also apparent in the 99th percentile. From the 362 

climate change perspective, this suggests a trend of enhanced EP southern trades, but a 25 years 363 

period is probably to short to draw firm conclusions in this regard, and not a direct objective of the 364 

present work. All these aspects are hinted here to illustrate the potential of this new source of 365 

information, and it is clear that there is a lot more to scrutinize. For instance, the parameters 366 

presented in Figure 6 correspond only to the EP component of the southern trades, while there is 367 

evidence that its southwards displacement causes a northward displacement of the Atlantic Ocean 368 

component to balance the global atmospheric pressure differences (Caviedes, 1973). Other 369 

conspicuous anomalies, as those visible in the years 1993, 2007, and 2012, beg for further analysis. 370 

However, these compelling details are beyond the scope of the present study and will be reserved 371 



for further and specific studies. For the time being and the present purposes it is necessary to move 372 

on to other examples, which are developed in the next section. 373 

 374 

3.3 Spatial relationships among wave fields (teleconnections) 375 

 376 

The earth is a whole and complex dynamic system in which the driving solar radiation varies daily 377 

and seasonally. The atmosphere buffers this signal, helped by the oceans which granted the large 378 

heat capacity of water buffers the signal even further, allowing life on earth, but making the physics 379 

of the whole system just too complex. Its responses are not linear and direct, but may take time to 380 

manifest, or emerge at remote locations. Indeed, systematic variations at one location have prove 381 

strongly correlated with variations in completely different places. These are the so called 382 

teleconnections, from which a good reference is that of the atmospheric pressure differences 383 

between Darwing (Australia) and Tahiti in the central Pacific, used in the Southern Oscillation 384 

Index (e.g., Trenberth, 1984). These connections are statistically born, and they are otherwise 385 

difficult to explain physically. 386 

 387 

 388 

Figure 7. Spectral correlations of the Indian Ocean monsoons, a) winter, b) summer. 389 

 390 

As seen from the beginning (in the southern swells), global correlations are ubiquitous in the wave 391 

fields. Among the many that can be elucidated from from these data, some interesting features 392 

include those of the Indian Ocean monsoons (Figure 7), by definition an inter-seasonal reversal of 393 

the local prevailing winds (e.g., Ramage, 1971; Hartmann, 2016). As seen in Figure 1, the Indian 394 

winter monsoon is uncorrelated to the northern storms, and only weekly correlated to the northern 395 

trades. It is therefore a more localized phenomenon. Indeed, a correlation map of this system shows 396 

low values in the global context (panel 7a), except for the surrounding regions in the Arabian sea, 397 

the Bengal bay, and some areas around Indonesia. Apart from these regions, interestingly enough, 398 



we observe good correlation plumes in regions located almost half a globe away, namely the wind 399 

jets of Central America, plus other features in the region south west of Baja California, Salvador in 400 

Brazil, and Senegal in Africa (panel 7a), without further emphasizing the small regions around some 401 

Pacific islands. 402 

 403 

The summer monsoon is also peculiar in the global context (panel 7b), as it looks uncorrelated to 404 

the large and dominating patterns, and therefore very distinct locally. Its correlation covers also the 405 

Arabian sea and Bengal bay, extending over the Philippine sea, albeit at lower magnitudes. Then 406 

again, its correlation to the westerlies in the EEP (near Panama) becomes noticeable, including also 407 

the similar feature in tropical Africa, covering the Gulf of Guinea. Do these correlations point out to 408 

physical whether relationships or are they spurious? Similar questions arise for the relationship 409 

between the summer monsoon and the southern extratropical areas, where also low but uniform 410 

correlations are depicted. Individual isolated wave fields are presented here as a new source of 411 

information, from which this sort of questions can potentially be answered, and although such 412 

information is somehow already contained in the driving wind signal, the persistence of its footprint 413 

on the water surface offers new and promising opportunities for environmental data analysis. 414 

 415 

 416 

4. DISCUSSION AND PERSPECTIVES 417 

 418 

Discerning and understanding the components of the wave fields of the different ocean basins is an 419 

exciting and fundamental task from the environmental point of view. Particularly because this signal 420 

is very clear, and provides new insights into some earth physical processes, otherwise difficult to 421 

distinguish from other data. The motivation and intention is not at all new, in fact all global wave 422 

characterization efforts point in this direction. However, the total wave height as working variable is 423 

already exhausted in this regard. A compelling approach is that of Alves, (2006) in which localized 424 

wave fields are used to synthetically generate its corresponding wave fields and analyze its 425 

characteristics (magnitude, persistence, among others). In the present work, historical records are 426 

used instead. In modern times where models already compute the wave spectrum, and several 427 

satellites observe it on a global and daily basis using state of the art technology, we should not set 428 

for less. 429 

The several clustering schemes used here are numerically born, but they are physically and 430 

statistically assisted, this is necessary due to the volume and complexity of the data. The 431 

computations of section 2.4 are very demanding, even with these aids. For the grid resolution of the 432 

ERAI, a total of about 800 correlation points has been used, but higher resolution data (e.g. ERA5) 433 



involves more details and hence requires more reference points. Therefore the computational 434 

capacity is a technicality that cannot be overlooked. 435 

In the present study, the whole implementation is based on spectral partitioning, but pursuing the 436 

use of this technique it is not an aim. What is indeed pursued is the use the available spectral 437 

information. In previous studies (e.g., Portilla-Yandun et al., 2019) other techniques have been 438 

explored, i.e., SOM, for related purposes and with promising results. Section 4.1 reports the output 439 

of this technique in post-processing mode. When the main purpose is to elucidate the data patterns, 440 

any skillful method should be discarded. 441 

The applicability of the obtained information is significant. This study has been oriented mainly to 442 

the most obvious, which is climate analysis, but other areas such as data assimilation, wave model 443 

evaluation at spectral level, renewable energy resources, among others, have a lot to benefit from 444 

the present results. 445 

Finally, it is clear that the release of ERA5 has the potential to render ERAI obsolete. So the 446 

corresponding upgrade of the present results must be considered. In addition, similar results from 447 

observations would be just too desirable. Well equipped satellites have been measuring wave 448 

spectra for decades by now. Hopefully those data will make it to the global data mainstream soon. 449 

 450 

4.1 Further processing with Self Organizing Maps (SOM) 451 

 452 

Dealing with complex and massive data proves often challenging. In this regard, all tools at hand 453 

should be put at work together, as some may have interesting skills to reach the objective. In this 454 

work, as complementary tool, the SOM technique has been used to post-process the wave fields. 455 

Figure 8 shows an example corresponding to the wind jets in Central America. The isthmus is 456 

mountainous but possesses three narrow passages at Tehuantepec, Papagayo, and Panama, where 457 

winds are funneled from the Caribbean to the Pacific (Chelton et al., 2000). These winds are very 458 

local but the consequent wave field extends over a relatively vast region in the Pacific Ocean. As 459 

can be seen in Figure 8a, the jets structure is complex, with directions all over the third quadrant 460 

(different flavors). There are components with marked north-south directions, but others occur 461 

perpendicularly, with also oblique directions from NW and NE. Moreover, as each of the passages 462 

generates its own wave field, these overlap over certain areas. With the use of SOM, many of these 463 

details can be further recognized. For the example in Figure 8, a number of 56 prototypes has been 464 

used, with otherwise default software parameters. Note however that the variable in use for SOM in 465 

this case are not directly the spectral time series, but the wave families matrices, obtained from the 466 

spectral characterization. 467 

 468 



 469 

Figure 8. Wave field of the wind jets in Central America. a) average Hs, b, c, d, various sets of 470 

overlying prototypes obtained with SOM. 471 

 472 

That is a post-processing role, as the amount of spectra, grid points, and wave families, makes an 473 

overwhelming amount of inputs for SOM, even for the small field of the Central America jets. In 474 

any case, it is interesting to see that different techniques provide consistent results, suggesting that 475 

these wave fields are characterized by strong attributes. Further on, the SOM clusters provide a 476 

good assessing tool for the specific analysis of the many components detected. 477 

 478 

On a final note, the resolution of the data must also be commented. Indeed the spatial ERAI 479 

resolution is rather course, but in this example we observe that even for a localized wave field 480 

specific details are well captured. The reason again is the wave spectrum, since each grid point is 481 

further discretized in the spectral domain, acting thus as a local refinement, hence capturing the 482 

variations of the wind field. 483 

 484 

SUMMARY AND CONCLUSIONS 485 

 486 

The present development constitutes a further processing level of global wave spectra, initiated (and 487 

based on) the point spectral characterization presented in GLOSWAC. This results in the 488 

disaggregation of the world ocean wave fields and its consequent characterization. To this end, a 489 

new clustering technique has been developed, based on spectral correlations among long-term wave 490 



systems, which prove strong for the purpose. Important advantages of these wave fields, are the 491 

specificity, compared to overall wave parameters, and the longer memory compared to wind. This 492 

constitutes a new source of environmental information and opens the door for several specific 493 

analysis and applications. 494 

 495 
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