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Introduction 
This supporting information provides additional technical details of the measurements presented in the manuscript. S1 details the calculation of a flux detection limit following the approach of Blomquist et al. (2014). S2 describes the calculation of measurement time lag for the closed-path IRGA, and the correction of the closed-path IRGA measurements for high-frequency attenuation.

Text S1.
The flux direction limits for the two IRGAs was determined following the method of Blomquist et al., (2014). For consistency with Blomquist et al., in this section we use units of ppm m s-1 for Fc and ppm for ΔpCO2. This approach requires estimation of εn, an ‘other noise’ term which is representative of instrument sensitivity, with a lower value indicating higher sensitivity. The εn term can be determined empirically from flux measurements during periods with low CO2 flux. Here, these periods are selected as those with a flux footprint over ice (owf < 0.01) between September 4 00:00 and September 7 12:00 (# 167 for the closed-path and # 59 for the open-path IRGA). For the closed-path IRGA, εn,72 = 0.0026 ppm2 s, and for the open-path IRGA, εn,75 = 0.0395 ppm2 s. 
The sensitivity for the closed-path IRGA determined here is lower than that determined by Blomquist et al., (2014) for similar instruments onboard a research vessel during an experiment in the equatorial Indian Ocean. The sensitivity for our measurements is greater than they report for an instrument sampling a dried air-steam, and nearly an order of magnitude greater than for a sensor sampling a non-dried air stream. In addition to the much smaller humidity flux and resulting water-vapor cross sensitivity in the measurements reported here (section 2.4.2), the lower εn values observed is likely due to the lack of platform motion and the significant corrections that motion would necessitate.
The sensitivity for the open-path sensor is slightly greater than that determined by Blomquist et al. (2014) for a similar instrument, but note that unlike that instrument and the closed-path measurements made here, it was not possible to determine a humidity cross-talk correction for the open-path measurements reported here. As well as the lack of cross-talk correction, the lower sensitivity for the open-path relative to the closed-path instrument is likely due to the lower precision in the dilution correction and the larger apparent humidity flux measured by the open-path sensor.
The flux uncertainty is represented as a detection limit, defined as uncertainty equal to 100% of an individual flux measurement (Figure S1). The detection limit is dependent on both ΔpCO2 and U10. The detection limit scales inversely with uncertainty, i.e. 50% uncertainty in an individual flux measurement equates to twice the ΔpCO2 criteria for 100% uncertainty. For the empirically determined closed-path sensitivity, the flux detection ΔpCO2 criteria for 100% error in an individual 30-minute flux measurement at a wind speed of 8 m s-1 is 11 ppm. For the open-path sensor, the ΔpCO2 criteria is 43 ppm.
There is a stability dependence in the flux sensitivity (Blomquist et al., 2014). In the measurements reported here, winds are often moderate or high, and surface and atmospheric temperatures differences small. Atmospheric stability, defined here as zu / L where L is the Obukhov length parameter, was close to neutral for the majority of the measurements reported here (median zu / L = -0.01 ± 0.52) and hence we assume neutral stability in our determination of detection limits. 

Text S2.
The closed-path IRGA was installed with a 0.5 m length inlet of 9 mm inner-diameter insulated steel tubing. A LI-COR 7200-101 flow module pump was used to draw air through the tubing to the measurement volume at a rate of 15 lpm. The sample tube Reynolds number was determined as 2667, in the transition zone between laminar and turbulent flow. Any signal smoothing that may occur from non-turbulent flow is minimized by the short inlet length.
Draw-through time, or measurement lag relative to the wind measurement was determined using a maximum-correlation analysis (e.g. Blomquist et al., 2014). Here, for each flux period, the correlation is determined between the fluctuations in w and c for varying imposed time lags between -5 s and +5 s, and the time lag with the absolute maximum correlation determined (Figure S2). Using this method, the median measurement time lag of the closed-path IRGA for measurements with large flux (U10 > 6 m s-1 and owf > 0.5) was 0.15 s, similar to that calculated from the flow rate and inlet dimensions (0.13 s). The variability in the determined lag (σ = 0.19 s) may result from measurement uncertainty, particularly when the flux is small and the correlation less distinct (such as the over-ice fluxes), as well as physical causes such as varying restrictions of the intake from snow and ice at the inlet. Experimental setups utilizing solenoid controlled inlet tests typically show much lower variation in lag times than is determined by maximum correlation analysis (e.g. Bariteau et al., 2010; Butterworth & Else, 2018). As such, we utilize the median time lag determined for large fluxes and adjust all closed-path IRGA measurements with this value prior to flux calculation.
Attenuation of high frequency flux signal affects all EC measurements from closed-path systems (Blomquist et al., 2014). In addition, all EC measurements are subject to signal loss due to instrument response time. There are a number of well-established methods for correcting for this signal loss (Massman & Clement, 2004). Here we use techniques in which spectral similarity is assumed between the normalized cospectra of CO2 and the cospectra of another scalar quantity measured without significant high-frequency attenuation, in this case sonic temperature. Measurements are selected with moderate CO2 (> 1 mmol m-2 day-1) and sonic temperature (> 5 W m-2) fluxes. The cospectra are averaged (Figure S3) and compared to a normalized parameterization of spectral shape developed from flux measurements obtained over flat, uniform landscape (Kaimal et al., 1972; Moncrieff et al., 1997). Following Bariteau et al. (2010), we determine the CO2 instrument response time τc, from the frequency at which the cospectral ratio of CO2 to sonic temperature falls below 1/√2 (Figure S3). The determined response time varied with wind speed between 0.09 and 0.18 s, with the longest response time at the highest winds. The response time is then used to make two different estimates of the wind speed-dependent fractional flux loss for each flux measurement. Firstly using the normalized Kaimal model following Bariteau et al., (2010). Secondly using the model of Horst et al., (1997). The mean flux loss determined from these methods for this experiment was 10 % and 14 %  respectively (Figure S4). Attenuation in each flux measurement is corrected using the average of the two wind-speed dependent models, with the greatest correction, 25%, applied to fluxes at the highest wind speeds. An alternative method that takes the ratio of CO2 and sonic temperature ogives (cumulative-over-frequency cospectra) for a frequency range (here, 0.01 to 0.1 Hz) outside of that affected by spectral loss (Spirig et al., 2005) gave similar results to the two spectral similarity-based methods.
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Figure S1. Flux detection limit dependence on wind speed determined for the closed-path (CP) and open-path (OP) IRGA sensors used here. The flux detection limit is expressed as the |ΔpCO2| necessary for 100% error in observed Fc over a 30-minute sampling time in neutral conditions. The limit is determined following the approach of Blomquist et al., (2014; B14) and also shown are the values determined by B14 for the same types of sensor as used here, during a ship-based experiment in the equatorial Indian Ocean. ΔpCO2 is expressed in units of ppm for consistency with earlier results. The dashed colored lines show 2×|ΔpCO2| limit, representing the flux detection limit for owf = 0.5. The black dashed line shows the mean ΔpCO2 measured during this experiment (-86 μatm ≈ -88 ppm).
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Figure S2. a) Cross correlation of w’ with c’ with varying c time lags. Blue indicates open lead measurement (owf > 0.5), red indicates over ice measurement (owf < 0.01) and black is for values inbetween. b) time series of c time lags determined as the lag of maximum absolute correlation. Colors indicate flux surface as before.
	
[image: Macintosh HD:Users:earjpr:Dropbox:ao2018_openlead_co2_paper:FIGURES:v2:fig5_openlead_li72_spectral_loss.eps]
Figure S3. Spectral similarity-based correction of high frequency signal attenuation. Upper panels: averaged 30-minute cospectra of sonic temperature (blue) and CO2 (black), normalized by the flux and frequency, and the normalized model fit of Kaimal et al. (1972) and Moncrieff et al. (1997) for neutral stability. Lower panels: Ratio of the normalized cospectra. The horizontal red dashed line shows a ratio of 1/√2, and the vertical red dashed lines shows the normalized cutoff frequency used to determine τc. Data are selected with owf > 0.5, |Fc| > 1 mmol m-2 day-1 and |Fts| > 5 W m-2, and divided into three wind speed categories. Frequency in all panels is represented as a dimensionless wavenumber.	
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Figure S4. Wind speed-dependent smoothing corrections for the closed path CO2 measurements in this experiment (zu = 2.55), shown as the ratio of the measured flux Fxm to the true flux, Fx, determined from the empirically derived τc using the models of Horst, (1997; red) and Bariteau et al., (2010; blue). The measurements are corrected for the wind speed determined at zu using the average of the two models (black dotted).	
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