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exist and may be due to instrumental effects14

Corresponding author: S. G. Claudepierre, sethclaudepierre@gmail.com

–1–



manuscript submitted to Geophysical Research Letters

Abstract15

We use measurements from NASA’s Van Allen Probes to calculate the decay time con-16

stants for electrons over a wide range of energies (30 keV - 4 MeV) and L values (L =17

1.3 - 6.0) in the Earth’s radiation belts. Using an automated routine to identify flux de-18

cay events, we construct a large database of lifetimes for near-equatorially-mirroring elec-19

trons over a 5-year interval. We find long lifetimes (∼100 days) in the inner zone that20

are largely independent of energy, contrasted with shorter, energy-dependent lifetimes21

(∼1-20 days) in the slot region and outer zone. We compare our lifetime calculations with22

prior empirical estimates and find good quantitative agreement. The comparisons sug-23

gest that some prior estimates may overestimate electron lifetimes between L ≈ 2.5-4.524

due to instrumental effects and/or background contamination. Previously reported two-25

stage decays are explicitly demonstrated to be a consequence of using integral fluxes.26

Plain Language Summary27

The Earth is surrounded by two invisible, donut-shaped belts of charged particle28

radiation (think electrons and protons) called the Van Allen belts. The particles in these29

belts orbit rapidly around the Earth in the same region where spacecraft fly, like GPS30

and weather satellites. Since the particles in the belts can damage satellites, we need to31

understand what specific processes make the intensity of the belts go up and down. Know-32

ing which processes are important for changing the belt intensity helps us build better33

computer models that can be used to predict the future state of the belts (much like weather34

prediction models). This letter, along with a companion letter, examines the processes35

that make the belt intensity go down. We use both spacecraft observations and theo-36

retical calculations to determine which of these “loss” processes are the most important.37

One particularly interesting result is that we show that high-powered radio wave trans-38

mitters that are used to communicate with submarines can enhance the loss of particles39

from the inner belt.40

1 Introduction41

The Earth’s electron radiation belts rarely, if ever, reach a state of equilibrium and42

exist in a constant state of flux, the result of competition between various source and43

loss processes. During highly dynamic intervals, such as geomagnetic storms, both the44

source and loss processes generally operate on fast timescales (∼1 day or less). Outside45

of storm times, the balance of longer-timescale processes (e.g., pitch angle and radial dif-46

fusion) determines the overall configuration of the belts, which are often observed to de-47

cay exponentially following enhancements. Many authors have calculated these electron48

decay time constants, or “lifetimes,” from observations at various energies and locations49

throughout the belts to help elucidate the relevant physics (e.g., Roberts, 1969; Vam-50

pola, 1971; West et al., 1981; Albert, 2000; Seki et al., 2005; Meredith et al., 2006; Baker51

et al., 2007; Meredith et al., 2009; Benck et al., 2010; Su et al., 2012; Fennell et al., 2012;52

Ripoll et al., 2015). Such lifetime estimates are useful for radiation belt modeling, whereby53

the complexity of the problem can be reduced by incorporating all of the loss processes54

and loss physics into a single model parameter. Accurate calculations of electron life-55

times are also important for quantitative assessments of the radiation hazards posed to56

spacecraft, particularly in the inner zone where relativistic electrons appear sporadically57

and exhibit long lifetimes. This manuscript seeks to obtain accurate estimates of these58

lifetimes from observations and compare them with prior estimates. A companion pa-59

per uses the lifetime estimates to constrain and inform our understanding of the rele-60

vant physical processes that contribute to the loss of electrons from the radiation belts.61
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2 Data and Methods62

The primary data used in this work are measurements from the Magnetic Electron63

Ion Spectrometer (MagEIS; Blake et al. (2013)) sensors aboard NASA’s Van Allen Probes64

(Mauk et al., 2013). The twin Van Allen Probes, launched in August 2012, make high-65

resolution particle, field, and wave measurements throughout the radiation belt region,66

nominally L = 1 - 6. The MagEIS electron spectrometers measure the angular distri-67

bution over the spacecraft spin period (∼11 s) for electrons in the energy range ∼30 keV68

to ∼4 MeV. The electron fluxes are presented here as daily averages in fixed L bins (0.1L-69

width) with McIlwain L obtained from the Olson and Pfitzer (1977) quiet model. The70

measurements are extracted near the magnetic equator when B/Beq ≤ 1.1, where B/Beq71

is the ratio of the magnetic field strength at the spacecraft to that at the magnetic equa-72

tor (both obtained from the model). The fluxes are averaged between 80◦ and 100◦ lo-73

cal pitch angle which, for this B/Beq range, corresponds to equatorial pitch angles be-74

tween 70◦ and 110◦. Background corrected data (Claudepierre et al., 2015) are used ex-75

clusively, where the modified technique of Claudepierre et al. (2019) is employed. We present76

data from Probe B over the 5 year interval from 2013 April 01 through 2018 March 3177

and note that the specific data used are the same as in Claudepierre et al. (2019), which78

were provided as Supporting Information in that manuscript.79

An automated algorithm has been developed to identify exponential decays and80

calculate the e-folding times of the decays from the MagEIS electron measurements. This81

algorithm, which is described in greater detail in the Supporting Information, is based82

on the technique of Benck et al. (2010), which was in turn adapted from that of Meredith83

et al. (2006). The algorithm is designed to estimate decay times over time intervals where84

the fluxes are decreasing for at least 5 days. The flux time series are fit with an expo-85

nential function, J(t) = J0 exp(−t/τ), using two goodness-of-fit parameters to ensure86

high-quality fits, the linear correlation coefficient and the percent error between the fit87

and the flux. The fits are obtained at all L = 1−6 and we do not sort the decay timescales88

with respect to the plasmapause location, primarily because none of the prior works with89

which we compare have done so. In addition, since we obtain fits in fixed L bins, it is90

difficult to assign an “inside” or “outside” of the plasmasphere designation to an indi-91

vidual decay event, since the plasmapause could move across the fixed L bin during the92

decay interval. Figure 1a provides an example of the application of the automated pro-93

cedure at L = 4.65 and 467 keV energy.94

3 Results95

Figure 1 presents statistical results from the decay timescale database obtained.96

Panel (b) shows the mean decay timescale, or “lifetime,” in each L and energy bin. Through-97

out this work, we use the terms decay timescale and lifetime interchangeably, noting that98

a more appropriate terminology is “effective” or “apparent” lifetime (e.g., Cunningham99

et al., 2018). The particle lifetime is an aggregate quantity that may include effects due100

to a number of different loss mechanisms, such as de-energization due to nonlinear ef-101

fects, and also tries to capture the lifetimes of a number of modes of the distribution si-102

multaneously. Moreover, the calculated lifetimes could potentially be influenced by a source103

(e.g., inward radial transport from higher L) and thus may not always be representative104

of the true, underlying decay timescale. Thus, our calculated decay times represent up-105

per bounds; the true decay times could be lower than those calculated if there are also106

source processes acting during the decay interval. It is a difficult task to exclude any in-107

ward transport or other source processes that may occur simultaneously with the decay,108

and we have not attempted to do so here. We emphasize that magnetopause shadow-109

ing events are effectively excluded from our database by the criteria above that the de-110

cay interval must be 5 days or longer. We have not attempted to remove very rapid lo-111

cal loss processes (e.g., microbursts) from the database, which will be smoothed out through112

the use of daily-averaged fluxes.113

–3–



manuscript submitted to Geophysical Research Letters

Figure 1. Summary of the decay timescales obtained from the automated algorithm. (a)

Daily-averaged, differential flux at L = 4.65 for 467 keV electrons. Exponential decays identified

by the automated algorithm are highlighted in red with the calculated decay (e-folding) times in-

dicated, in days. (b) Mean lifetimes calculated in each energy and L bin (0.1L-width). (c) Same

as panel (b) but here displayed in a line plot format. (d) The number of decay intervals iden-

tified in each energy and L bin, with the total number in all bins indicated (N). (e) The mean

relative error (standard deviation divided by the mean) in each energy and L bin (note that grey

color in this panel indicates a value above the maximum of the color scale). (f)-(g) Goodness-of-

fit metrics in each energy and L bin, displaying the mean linear correlation coefficient (r) and the

mean percent error between the exponential fit and the flux. In all of the color panels, a black

color indicates a value below the indicated color scale.

Returning to Figure 1, we note that the fits are not constructed at L < 1.3 due114

the fact that the fluxes are noisy and subject to considerable orbital effects in this re-115

gion, from which generally poor results are obtained. In addition, fits are not performed116

at L > 6 due the large variability in the fluxes and the spatial coverage of the Van Allen117

Probes, which do not sample this region uniformly in time. The region of no data at high118

energy and low L in panel (b) is due to the fact that there have not been injections of119

>1.5 MeV electrons into the inner zone at detectable levels during the Van Allen Probes120

era (Fennell et al., 2015; Claudepierre et al., 2019). Panel (c) shows the same data as121

panel (b), but presented in line plot format with each energy channel represented by a122

different color.123

The profiles in panels (b) and (c) show that long electron lifetimes (τ > 100 d)124

are generally observed in the inner zone (L < 2.5) above 100 keV and below 1 MeV.125

In this energy range, the lifetimes peak near L = 1.7, are largely independent of en-126
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ergy, and exhibit steep gradients on either side of the peak where the lifetime changes127

by ∼100 d in approximately one L shell (dτ/dL not shown here). Moving outward in L,128

the lifetimes in this energy range then decrease rapidly toward the slot region, which can129

be identified in panel (b) as the deep blue and black region between L = 3 − 5. Here,130

the lifetimes are on the order of 1-2 d, beyond which they increase slightly towards the131

outer region near L = 6. At energies greater than 1 MeV, the lifetime profiles show a132

somewhat different character, with less radial dependence and values in the 5-10 d range133

throughout the outer zone. As we detail in the companion paper, the general structure134

of the lifetime profiles as a function of energy and L is consistent with quasilinear pitch135

angle diffusion by various scattering mechanisms (e.g., Coulomb, hiss, EMIC, VLF trans-136

mitter).137

Panels (d)-(g) in Figure 1 display several parameters related to the statistical database138

and the automated algorithm. Panel (d) shows the total number of decay intervals iden-139

tified in each (L,E)-bin, where the color scale saturates at 50 events. We see that the140

statistics are generally good at L > 3.5 and for energies between 100 keV and 1 MeV,141

with fewer events in the inner zone and in the outer zone at higher energy. Panel (e) shows142

the mean relative error, which is defined as the standard deviation divided by the mean143

lifetime, expressed as a percentage. For example, in a given (L,E)-bin, if the mean life-144

time is 10 d and the standard deviation is 1 d, then the mean relative error is 10%. We145

see that the mean relative error is generally less than 50%, i.e., that the lifetimes inferred146

from the measurements vary by a factor of ∼2 around the mean, which is consistent with147

similar prior calculations (e.g., Benck et al., 2010; Baker et al., 2007). Panels (f) and (g)148

show the two goodness-of-fit criteria used in the automated search (see Supporting In-149

formation), displaying high correlations and low errors between the fits and the fluxes150

throughout most of the region. As noted above and in the Supporting Information, the151

criteria on the quality of the fits must be relaxed in the inner zone and at the highest152

energies to boost statistics. The largest percent errors are observed in the slot region,153

due to the low flux levels often found there, which leads to enhanced Poisson (counting154

statistics) noise relative to other regions where higher flux levels are typically observed.155

4 Discussion156

Figure 2 compares the mean lifetimes from MagEIS with those obtained in previ-157

ous works using similar techniques. In each panel, the MagEIS mean lifetime is shown158

in grey as a function of L at a fixed energy. Previously published lifetime estimates are159

displayed using different colors when those estimates are available in a comparable en-160

ergy channel to the MagEIS channel. For example, panel (c) shows an L profile of the161

mean lifetime estimate from MagEIS, along with 4 additional L profiles where the ref-162

erence and energy channel are provided in the figure legend. The Supporting Informa-163

tion gives further details for each of the previously published estimates (spacecraft, in-164

strument, orbit, etc.). Overall, we find good quantitative agreement between the MagEIS165

lifetime estimates obtained here and those from past works, namely the long lifetimes166

in the inner zone and the steep negative gradients into the slot region. Some discrepan-167

cies are noted, in particular that the MagEIS estimates tend to be slightly lower than168

the others. These are discussed in greater detail in the next sections.169

4.1 Comparisons with Prior Estimates at Low Energy (50 - 250 keV)170

At energies between 50 and 250 keV, the comparisons with the prior empirical es-171

timates shown in Figure 2(a)-(c) exhibit some quantitative disagreement with the MagEIS172

estimates. For example, the estimates from Su et al. (2012) are typically a factor of ∼2173

of greater than the MagEIS calculations, and exceed the 1σ error bar on the MagEIS es-174

timates. We note, however, that these differences are at the highest Ls and lowest en-175

ergies, where the MagEIS uncertainties are the largest (e.g., Figure 1, panels (d), (e) and176
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Figure 2. (a)-(h) Comparison of the mean lifetimes obtained from MagEIS (grey) with sev-

eral previously published estimates (color) at 8 fixed energies spanning ∼50 keV to ∼2.5 MeV.

The error bars on the MagEIS lifetimes are one standard deviation on the mean.

(g)). More noteworthy are the differences between the Benck et al. (2010) estimates and177

the others available for comparison. At 250 keV (panel (c)) above L ≈ 3, the Benck et178

al. (2010) estimates are noticeably out of family with the other estimates presented. The179

Benck et al. (2010) estimates are also higher than MagEIS at all other energies available180

for comparison, 160-1360 keV (not shown here). Some of these discrepancies between the181

Benck et al. (2010) estimates and the others may be due to instrumental effects in the182

DEMETER/IDP measurements that were used (note that SAC-C/ICARE measurements183

were also used in Benck et al. (2010)). In particular, Selesnick et al. (2019) show that184

lower energy electrons reported by DEMETER/IDP may actually be measurements of185

higher energy electrons, due to the instrumental effects of pileup and deadtime. If higher186

energy electrons (e.g., 1 MeV) are influencing the DEMETER/IDP measurements at lower187

energy, this could possibly explain the high lifetime estimates, since higher energy elec-188

trons have longer lifetimes in general (e.g., Figure 1). Contamination from penetrating189

high-energy electrons and/or bremsstrahlung may also contribute, as described below.190

4.2 Comparisons with Prior Estimates at High Energy (0.5 - 4 MeV)191

The comparisons with previous estimates shown in Figure 2 at energies >500 keV192

(panels (d)-(h)) generally show good quantitative agreement. The steep negative gra-193

dients in the lifetimes from the inner zone into the slot region are quantitatively consis-194

tent across all energies for all of the estimates, with respect to both the slope and the195

overall magnitude. However, between L ≈ 2.5−4.5 some differences are noted between196

the MagEIS estimates and some of the prior works. For example, at 750 keV (panel (e))197

we see that both the Benck et al. (2010) and the Meredith et al. (2006) estimates are198

higher than the MagEIS lifetimes, exceeding the 1σ error bars on MagEIS. In addition,199

the shape of the L profiles are different, with the Benck et al. (2010) and Meredith et200

al. (2006) lifetimes displaying a local maximum near L ∼ 3.5, whereas the MagEIS life-201

times are increasing with L through this region. We now consider the possibility that202
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some of these earlier estimates may be influenced by high-energy electron contamina-203

tion in this region.204

Bremsstrahlung x-rays are produced when high energy (e.g., multi-MeV) electrons205

interact with the spacecraft and instrument materials. These x-rays can register as counts206

in space-based detectors that are designed to measure energetic particles (e.g., silicon207

solid state detectors). The MagEIS instrument was designed so that background con-208

tamination from bremsstrahlung x-rays (and other sources) could be quantified and re-209

moved from the measurements, providing a highly robust measure of foreground elec-210

trons. We exploit this capability to examine how high-energy electron contamination may211

influence lifetime calculations like those presented here.212

Figure 3a shows time series of MagEIS electron flux measurements at L = 3.25 over213

the 100 keV to 4 MeV energy range. Both background-corrected and uncorrected pro-214

files are shown. During this time interval, we note that there are two strong enhance-215

ments of multi-MeV (2.5 - 4.0 MeV) electrons, one in March 2015 and another in June216

2015. Following these enhancements, the electrons at these energies decay slowly with217

a decay timescale on the order of 10 d. Note the influence that contamination from these218

multi-MeV electrons has on the uncorrected flux profiles at lower energy. For example219

at 467 keV, during the time intervals highlighted with grey shading, the background-corrected220

data reveal that the true dynamics are not that of steady, exponential decays, as is sug-221

gested by the uncorrected data. The bremsstrahlung contamination in the uncorrected222

data produces flux profiles that appear to decay exponentially, but this is simply a man-223

ifestation of the decay timescales of the multi-MeV electrons that produce the bremsstrahlung.224

A similar effect is seen in the other energy channels between 350 keV and 743 keV.225

We have preformed an identical statistical analysis of electron lifetimes as described226

above (e.g., Section 2), but now using the uncorrected MagEIS data. Figure 3b shows227

the results, where four of the same panels from Figure 2 are shown, but which now also228

include the calculations for the uncorrected MagEIS data. The effect that the bremsstrahlung229

contamination described above has on the lifetime calculations is clear. For example, be-230

tween L ∼ 3-5, bremsstrahlung contamination artificially increases the lifetime estimates231

obtained from the uncorrected MagEIS data, relative to the corrected data. This sug-232

gests that some prior lifetime estimates may be influenced by high-energy electron con-233

tamination in this region. Specifically, note that the lifetimes obtained from the uncor-234

rected MagEIS data are closer to the values obtained in prior works shown, in terms of235

both shape and magnitude. We note that this bremsstrahlung contamination interpre-236

tation is consistent with our knowledge of the MEA sensor on CRRES, which was used237

in the Meredith et al. (2006) study. CRRES/MEA shares a design heritage with MagEIS,238

employing a similar measurement technique, albeit with thicker detectors that are more239

susceptible to bremsstrahlung contamination than those used in MagEIS. Unfortunately,240

the telemetry requirements on the CRRES mission precluded downlinking the necessary241

data to perform background corrections on the MEA measurements. The results pre-242

sented suggest that the (Benck et al., 2010) estimates may similarly be contaminated243

by high-energy electrons, including the pileup and deadtime effects noted above.244

There are a number of other factors that could lead to the discrepancies found be-245

tween the MagEIS estimates and those obtained in prior works, such as differences in246

the techniques used to identify decay intervals and calculate lifetimes, orbital differences,247

solar cycle differences, and/or differences in the portions of the pitch angle distributions248

from which the lifetime estimates are made. Such differences have been noted by pre-249

vious authors conducting similar analyses (e.g., Ripoll et al., 2015). These are not ex-250

plored further in any detail here however, as we find the overall agreement between the251

prior estimates and those obtained from MagEIS to be quite good and argue that the252

remaining differences are likely instrumental in nature. The fact that the majority of the253

discrepancies lie in a fixed L region (L = 3 - 5) also hints that high-energy electron con-254
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Figure 3. (a) A comparison of uncorrected (UNCORR) and background-corrected (CORR)

MagEIS electron flux at L = 3.25 for the indicated energy channels. Four time intervals are high-

lighted (grey shaded regions) as times during which bremsstrahlung from multi-MeV electrons

contaminates the uncorrected fluxes (most notably between 350 and 743 keV). (b) A compari-

son of lifetimes obtained from both the uncorrected and background-corrected MagEIS electron

fluxes, along with several previous empirical estimates.

tamination may be responsible, as one would expect the other potential factors to be sys-255

tematic across all L.256

4.3 Integral Flux Measurements and Two-Stage Decays257

As a final application of the capabilities and techniques presented here, we demon-258

strate the importance of carefully distinguishing between decay rates obtained from dif-259

ferential vs integral fluxes. Several past empirical lifetime estimates have been made us-260

ing measurements from integral sensors (e.g., those that measure the flux above some261

threshold energy), rather than the differential fluxes used here, most notably those made262

following high-altitude nuclear detonations in the late 1950s and early 1960s (e.g., Roberts,263
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1969, and references therein). As noted by Fennell et al. (2012), electron flux decays ob-264

served by integral sensors often exhibit a two-timescale or “two-stage” decay, where a265

rapid initial decay (τ ∼ 1 d) is followed by a more gradual, slower decay (τ ∼ 20 d).266

Ripoll et al. (2015) argued that such observations are the consequence of the wide en-267

ergy response of integral sensors combined with the wide range of decay timescales as268

a function of energy at a given L (e.g., Figure 1). We explicitly corroborate this asser-269

tion by exploiting the high energy resolution afforded by the MagEIS sensor, in conjunc-270

tion with the techniques presented above.271

Figure 4 compares MagEIS integral fluxes (>0.5 MeV) in panel (a) with differen-272

tial fluxes in panel (b) from the same energy range (0.5 - 4 MeV), at L = 2.85. Note that273

in Figure 1, the decay timescales at this L vary widely in this energy range, from ∼1 d274

at the lower energies to ∼10-20 d at the higher energies. In Figure 4a, we see that the275

integral fluxes are characterized by a two-stage decay: a rapid, initial decay, followed by276

a slower decay as time progresses. The differential fluxes in panel (b) reveal that the rapid277

initial decay in the integral flux is strongly influenced by the fluxes at the lower energy278

end of the integral channel (∼0.5 MeV) while the second, slower stage of the decay is279

dominated by the higher energy fluxes, which decay much more slowly than the lower280

energy fluxes. Thus, we urge caution when interpreting decay timescales obtained from281

integral channels, or even wide differential channels, since they can mix energy-dependent282

decay rates, which we have demonstrated are a strong function of energy at a given L.283

In the companion paper, we show that the energy-dependent decay rates at a given L284

can be the result of multiple scattering mechanisms operating simultaneously (e.g., hiss285

wave scattering at low energy and EMIC wave scattering at high energy).286

Figure 4. (a) MagEIS integral flux (>0.5 MeV) at L = 2.85 over a 1 year interval. Note the

three instances of two-stage decays (green), where an initial rapid decay (τ ≈ 1.7 - 3.1 days) is

followed by a more gradual decay (τ ≈ 13 - 21 days). (b) MagEIS differential flux demonstrating

that the two-stage decays in the integral flux are due to energy-dependent decay timescales.

5 Summary287

We provide a comprehensive, long-term (5 year) database of energetic and relativis-288

tic electron decay timescales observed throughout the radiation belt region. This is the289
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first such database obtained in a near-equatorial orbit from a single sensor with high-290

angular and energy resolution and quantifiable background rejection. We find that the291

decay timescales obtained from MagEIS are largely consistent with previously-obtained292

empirical estimates, namely long lifetimes in the inner zone, short lifetimes in the slot293

region, and energy dependent lifetimes in the outer zone indicative of different loss mech-294

anisms. We use the techniques presented to demonstrate that some prior estimates may295

be influenced by background contamination and that previously reported two-stage de-296

cays are likely due to the use of wide energy (integral) flux measurements. A compan-297

ion paper utilizes this database further to explore the physical mechanisms responsible298

for the observed decay timescales, which ultimately produce the quiet time structure of299

the radiation belts.300
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