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Abstract

The anelastic theory of effective buoyancy has been generalized to include the effects of momentum flux convergence. Mediated

by the nonlocal perturbation pressure, the dynamics tends to average over details of the forcing, yielding acceleration robust to

small-scale variations of the flow. Here we demonstrate in a large-eddy simulation (LES) with a 100-m horizontal grid spacing

that including the anelastic nonlocal dynamics can help capture the mean evolution of convection without fully resolving the

fine-scale coherent turbulent structures embedded in the flow. Instances of convection in the LES are identified. For these, the

buoyancy and dynamic contributions to the vertical momentum tendency are separately diagnosed. The diagnoses show that

buoyancy is the leading effect in the vertical acceleration while strongly interacting with the vertical momentum flux convergence.

In comparison, the influence of the horizontal momentum flux convergence on the vertical motion are substantially weaker. The

sensitivity resulting from averaging over fine-scale features are quantified. For deep-convective cases, these contributions at

the cloud scale ($\sim8$ km) exhibit a robustness—as measured in a root-mean-square sense—to horizontally smoothing out

turbulent features of scales $\lesssim3$ km. As expected, such scales depend on the size of the convective element of interest,

while dynamic contributions tend to be more susceptible to horizontal smoothing than does the buoyancy contribution. By

verifying a key attribute of the pressure-mediated dynamics in an LES, results here lend support to simplifying the representation

of moist convection under the anelastic nonlocal framework for global climate models and storm-resolving simulations.
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Abstract13

The anelastic theory of effective buoyancy has been generalized to include the effects of14

momentum flux convergence. Mediated by the nonlocal perturbation pressure, the dy-15

namics tends to average over details of the forcing, yielding acceleration robust to small-16

scale variations of the flow. Here we demonstrate in a large-eddy simulation (LES) with17

a 100-m horizontal grid spacing that including the anelastic nonlocal dynamics can help18

capture the mean evolution of convection without fully resolving the fine-scale coherent19

turbulent structures embedded in the flow. Instances of convection in the LES are iden-20

tified. For these, the buoyancy and dynamic contributions to the vertical momentum ten-21

dency are separately diagnosed. The diagnoses show that buoyancy is the leading effect22

in the vertical acceleration while strongly interacting with the vertical momentum flux23

convergence. In comparison, the influence of the horizontal momentum flux convergence24

on the vertical motion are substantially weaker. The sensitivity resulting from averag-25

ing over fine-scale features are quantified. For deep-convective cases, these contributions26

at the cloud scale (∼ 8 km) exhibit a robustness—as measured in a root-mean-square27

sense—to horizontally smoothing out turbulent features of scales ≲ 3 km. As expected,28

such scales depend on the size of the convective element of interest, while dynamic con-29

tributions tend to be more susceptible to horizontal smoothing than does the buoyancy30

contribution. By verifying a key attribute of the pressure-mediated dynamics in an LES,31

results here lend support to simplifying the representation of moist convection under the32

anelastic nonlocal framework for global climate models and storm-resolving simulations.33

Plain Language Summary34

Moist convection is a leading effect in climate dynamics and gives rise to extreme35

weather events under global warming. Climate adaption and mitigation rely on accu-36

rately simulating convection which remains challenging even for state-of-the-art climate37

models. Recent advances in computing power have permitted high-resolution global mod-38

els that can partially resolve convective storms. But empirical evidence based on exploratory39

numerical experiments suggests that the resolution needed for practical climate appli-40

cations will not become available soon. Latest theoretical studies, on the other hand, point41

to a possibility that, by properly including the effect of pressure in models, the evolu-42

tion of convective flows can be reasonably captured without fully resolving the small-43

scale turbulence. In this work, the theoretically motivated assertion is put to the test44

against and is substantiated by a realistic simulation of convection. This implies poten-45

tial for improving the model representation of convection with more feasible resolution46

options for climate applications.47

1 Introduction48

Moist convection is essential for the redistribution of heat, moisture, momentum49

(Houze, 2018), and can greatly impact human society through producing extreme pre-50

cipitation or inducing heatwaves (Neelin et al., 2022; Y. Zhang & Boos, 2023). The rep-51

resentation of moist convection in global climate models (GCMs) is key to accurately cap-52

turing the diurnal variability of precipitation (Covey et al., 2016; Rio et al., 2019; Christopou-53

los & Schneider, 2021), the onset of convection (Xu et al., 2002; Petch, 2004; Y.-H. Kuo54

et al., 2020), and mesoscale convective system (MCS) precipitation patterns (Dong et55

al., 2023). Representing convection in GCMs, however, remains challenging due to in-56

sufficient model grid spacings to resolve convective processes (Arakawa, 2004), result-57

ing in biases in simulations and casting uncertainty in climate projections (Randall et58

al., 2003; Flato et al., 2014; Sinha et al., 2015; Leung et al., 2022).59

There have been two common approaches devised for the GCM representation of60

convection. The first approach couples a GCM with a cloud model with which the ef-61

fects of subgrid-scale convection are parameterized (Arakawa & Schubert, 1974). For con-62
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ventional parameterizations, variants of steady plumes have been adapted for cloud mod-63

els (Yanai et al., 1973; G. J. Zhang & McFarlane, 1995; Bretherton et al., 2004; Siebesma64

et al., 2007). Alternatively, superparameterization embeds a limited-domain cloud-resolving65

model (CRM) within each GCM grid cell (Grabowski, 2001; Khairoutdinov et al., 2008;66

K.-T. Kuo et al., 2020) which produces better variability of convective processes such67

as the Madden-Julian oscillation (MJO; Benedict & Randall, 2009). The second approach68

simply uses finer grid spacings to resolve convection (Tomita & Satoh, 2004; Stevens et69

al., 2024). Recent advances in computing power have enabled cloud-permitting resolu-70

tions of a few kilometers for global storm-resolving models (GSRMs; Satoh et al., 2014;71

Stevens et al., 2019; Wing et al., 2020; Hohenegger et al., 2023) in which improvements72

are noted in, e.g., the spatial-temporal distribution of precipitation (Hohenegger et al.,73

2008); the occurrence of extreme rainfall (Chan et al., 2013; Prein et al., 2013; Ban et74

al., 2014); orographic enhancement of convection (Prein et al., 2016); and the simula-75

tion of convective storm organization and propagation in a dynamically consistent man-76

ner (Marsham et al., 2013; Weisman et al., 2023). Still, these efforts are more of an ex-77

ploratory nature and have not yielded satisfactory outcomes for climate applications (Ma78

et al., 2022; Miura et al., 2023).79

While it is straightforward to try to resolve smaller features of interest by refining80

grid spacing for CRMs (in superparameterization; Grabowski, 2016) and GSRMs—subject81

to available computing power—the optimal choices of resolution for aspects of convec-82

tion are yet to be demonstrated (Hohenegger et al., 2020). Prior studies suggested that83

a horizontal grid spacing ∆h ≈ 4 km could be sufficient for idealized simulations of squall84

line systems (Weisman et al., 1997) or bulk convergence behavior (Panosetti et al., 2020);85

capturing the precipitation diurnal cycle would require ∆h ≲ 2 km (Yashiro et al., 2016);86

and accurately reproducing the structural evolution and precipitation of convective storms87

may need 1-km or sub-kilometers (Miyamoto et al., 2013; Ito et al., 2021). Empirically,88

the evidence points to even finer grid spacings in both vertical and horizontal that will89

not soon become feasible for practical climate applications (Jeevanjee & Zhou, 2022; Jen-90

ney et al., 2023). As such, traditional parameterizations—preferably with a novel treat-91

ment of moist convection—are very much relevant in the foreseeable future for climate92

projections as well as for a process-level understanding of convection (Schneider et al.,93

2024).94

This raises the question of whether it is possible to capture important aspects of95

convection without fully resolving the small-scale turbulent features. And, if so, what96

would be the minimal resolution required for, e.g., simulating deep-convective entities?97

This manuscript aims to address these questions via a theoretical approach. In doing so,98

we are motivated by recent studies of effective buoyancy (Tarshish et al., 2018; Y.-H. Kuo99

& Neelin, 2022; Davies-Jones, 2022) that sought representations of nonhydrostatic pres-100

sure effects in convective flows, while leveraging solutions developed in Y.-H. Kuo and101

Neelin (2024a) and a coordinated large-eddy simulation (LES). Specifically, the analytic102

expression derived under the anelastic framework indicate that the nonlocal pressure re-103

sponse driven by the buoyancy and momentum flux convergence tends to average over104

details of the forcing, thus yielding acceleration robust to fine-scale variations of the flow105

[see Figure 5 in Tarshish et al. (2018), Figure 4 in Y.-H. Kuo and Neelin (2022), and the106

text therein]. Given the importance of convection as a leading effect in climate change,107

this theoretical assertion warrants further elaboration aided by realistic simulations of108

convection, particularly since the robustness of the flow tendency suggests potential for109

simplifying the representation of the dynamics especially at scales relevant for both large110

cumulonimbus and MCSs.111

Following the groundwork laid in Y.-H. Kuo and Neelin (2024a), here, we diagnose112

the vertical acceleration within convective regions in an LES and examine the sensitiv-113

ity of the acceleration to small-scale turbulent features of the flow. As prelude, Section 2114

recaps the anelastic nonlocal dynamics, focusing on diagnosing the buoyancy and dynamic115
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contributions to the vertical acceleration. We then briefly overview in Section 3 the setup116

of the LES experiment in which the acceleration contributions are diagnosed. Section 4117

presents the diagnosed vertical mass flux tendency contributions for a selected deep-convective118

case. The robustness of these contributions to horizontal smoothing for convective fea-119

tures of different sizes are examined in Section 5. Finally, we summarize in Section 6 and120

discuss potential implications.121

2 Anelastic Nonlocal Dynamics: An Overview122

To prepare for the analyses presented in subsequent sections, here we follow Y.-H. Kuo123

and Neelin (2022, 2024a) to recap the diagnostic equation for the nonlocal vertical ac-124

celeration. For orientation, note that no approximations are made beyond the anelas-125

tic framework in this manuscript.126

Assuming the anelastic continuity equation ∇·(ρ0u) = 0, where ρ0(z) is the ref-127

erence atmospheric density, and u ≡ (u, v, w) the 3-D velocity field. One can start with128

the Navier-Stokes equations for u, e.g., Equations 2-4 of Jung and Arakawa (2008)—omitting129

the eddy (′′) terms for simplicity—and apply ∇× twice to the system; after rearrange-130

ment and simplification, the z-component yields131

L(a) = ∇2
h

[
B − 1

ρ0
∇ · (ρ0uw)

]
+DH , (1)

where a ≡ ∂tw is the Eulerian vertical acceleration, B the buoyancy,132

L(a) ≡ ∇2
ha+

∂

∂z

[
1

ρ0

∂

∂z
(ρ0a)

]
, (2)

and the higher derivatives of the divergence of horizontal momentum fluxes133

DH ≡ ∂

∂z

{
1

ρ0

[
∂x∇ · (ρ0uu) + ∂y∇ · (ρ0uv)

]}
. (3)

The buoyancy and dynamic contributions to vertical acceleration can then be diagnosed134

via Equation 1 as135

∂w

∂t
= L−1∇2

h

[
B

DV︷ ︸︸ ︷
− 1

ρ0
∇ · (ρ0uw)

]
︸ ︷︷ ︸

a(B) + a(DV )

+L−1DH︸ ︷︷ ︸
a(DH)

, (4)

in which L−1 denotes solving Equation 1 with boundary conditions imposed on ∂tw. For136

simplicity, we use a(B), a(DV ), and a(DH) to refer to the respective contributions to137

vertical acceleration by B, DV , and DH in subsequent discussion; since ρ0 is time-independent,138

we also call ρ0a ≡ ∂t(ρ0w) the acceleration and DV the convergence of vertical momen-139

tum, where the meanings are clear from the context.140

By comparing Equation 4 here with, e.g., Equation 4 of Jung and Arakawa (2008)—141

where pressure is expressed in terms of the virtual potential temperature θv and Exner142

function π—rearranged as (with cp the specific heat for air at constant pressure; sub-143

script 0 for a reference state; and prime the respective perturbation)144

∂w

∂t
= B − 1

ρ0
∇ · (ρ0uw)︸ ︷︷ ︸

Local non-PGF acceleration

− ∂

∂z
(cpθv0π

′)︸ ︷︷ ︸
PGF

, (5)

we note the following. The elliptic operator L(·) defined by Equation 2 arises from solv-145

ing the nonhydrostatic perturbation pressure, and its solution tends to have a vertically146

and horizontally nonlocal influence even if the forcing is localized. This behavior is sim-147

ilar to that seen in, e.g., electrostatics where a point charge can establish an electric field148
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in the surroundings (see also Tarshish et al., 2018). The usage of the term “nonlocal”149

here, therefore, is different from that in the parameterized up-gradient transport liter-150

ature (Deardorff, 1966; Holtslag & Moeng, 1991; Siebesma et al., 2007; Zhou et al., 2018;151

Chor et al., 2021).152

On the right-hand side of Equation 4, the first term consists of contributions a(B)153

and a(DV ) by the buoyancy B and convergence of vertical momentum flux DV —both154

of which appear in Equation 5 as the local non-pressure-gradient-force (non-PGF ) acceleration—155

that are mediated by the nonlocal perturbation pressure; the second term a(DH) like-156

wise represents the pressure-driven acceleration resulting from the effect of divergence157

of horizontal momentum fluxes DH (recall Equation 3). Thus while Equation 4 appears158

to be an equation for vertical velocity, it includes the horizontal velocity and continu-159

ity equations, and nonlocal effects beyond those represented in effective buoyancy [i.e.,160

a(B); see Davies-Jones, 2003; Jeevanjee & Romps, 2016; Peters, 2016].161

A key attribute of the nonlocal dynamics is its dependence on dimensions of the162

convective element (Y.-H. Kuo & Neelin, 2022; Davies-Jones, 2022). Consequently, the163

solution tends to average over details of the flow, and thus yielding acceleration robust164

to fine-scale forcing variations. This suggests potential for capturing the evolution of con-165

vection without fully resolving the coherent turbulent structures embedded in the flow—166

the underlying assumption for the simplified representation of the dynamics in the Y.-167

H. Kuo and Neelin (2024a, 2024b) anelastic convective entity (ACE) model that is yet168

to be verified quantitatively. To complement and support the theoretical work, this manuscript169

aims to address the gap by testing the hypothesis using an LES. Specifically, we will ex-170

amine in the LES the buoyancy and dynamic contributions to vertical acceleration, and171

quantify their robustness to horizontally smoothing out fine-scale features of the flow.172

While it is not possible to cover full treatment here and some aspects of the dy-173

namics must be left for future work, we underlie the following features before turning174

to the LES setup in the next section. In deriving Equation 4, the eddy terms are omit-175

ted for simplicity. Including these would add eddy momentum flux contributions to the176

dynamic terms DV , DH with their impact on the flow exerted through the same medi-177

ating pressure effect. In addition, the nonlocal dynamics applies to both the vertical and178

horizontal acceleration. Recall that Equation 4 (or equivalently, Equation 1) is derived179

by applying ∇× twice to the Navier-Stokes velocity equation and identifying the z-component;180

the corresponding horizontal component yields an equation akin to Equation 4 from which181

the horizontal flow tendency can be diagnosed in the same manner.182

3 The LES Setup183

To diagnose the contributions to vertical acceleration, we use the Vector Vortic-184

ity equation cloud-resolving Model or VVM (Jung & Arakawa, 2008; Wu et al., 2019)185

to produce an LES run. The VVM is a 3-D anelastic model in which the horizontal vor-186

ticity is prognostic from which other dynamic variables are inferred; the vertical velocity—187

being the exception—is directly diagnosed via an elliptic equation with the same oper-188

ator L in Equation 2, thus yielding solutions consistent with the diagnostic Equation 4.189

Such formulation directly couples the flow with buoyancy through vorticity tendency,190

making the solution responsive to horizontal buoyancy variations for the simulation of191

convection (see, e.g., K.-T. Kuo & Wu, 2019; Y.-T. Chen & Wu, 2019). In the current192

implementation, the VVM dynamical core is coupled with additional components includ-193

ing the RRTMG (for radiative transfer; Iacono et al., 2008); the Noah land surface model194

(F. Chen & Dudhia, 2001); the Shutts and Gray (1994) 1st-order turbulence closure; and195

the P3 microphysics (Morrison & Milbrandt, 2015; Huang & Wu, 2020). For prior VVM196

applications, see also Chien and Wu (2016) Hsieh et al. (2022), and Chang et al. (2023).197
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For the present application, the LES run is performed in a doubly-periodic domain198

of 102.4 km × 102.4 km in the horizontal with a flat surface (z = 0) and a model top199

at 19.8 km. The grid spacing is ∆x = ∆y = 100 m in the horizontal, and ∆z increases200

from 75 m at the surface to 150 m near the model top in the vertical. The simulation201

is initialized using a tropical oceanic sounding adapted from the DYNAMO campaign202

observations (Gottschalck et al., 2013). A prescribed large-scale subsidence and a weak203

background southwesterly of 3 m s−1 are imposed (without a meaningful vertical wind204

shear) so that the solution can capture a variety of convective behaviors including both205

shallow and deep convection. The imposed southwesterly also results in all convective206

features propagating northeastward. The simulation period covers 9 days with instan-207

taneous fields output every 10 min—including the buoyancy and dynamic forcings B,208

DV , DH and the respective contributions to vertical acceleration a(B), a(DV ), and a(DH)209

diagnosed via Equation 4 during the runtime.210

In VVM, the total condensate mixing ratio qc ≡ qℓ + qi + qr (respectively the211

mixing ratios of cloud liquid water, ice, and rain) and the buoyancy is evaluated includ-212

ing the virtual effects following213

B ≡ g

(
θ − θ0
θ0

+ 0.608qv − qc

)
, (6)

where g = 9.81 m s−2; θ is the potential temperature; subscript 0 here for the domain-214

mean profile; and qv the water vapor mixing ratio.215

Figure 1. Snapshots at t = 66 h 40 m into the VVM simulation for (a) OLR and (b) buoy-

ancy at z = 5 km. A developing deep-convective cloud occurs at the boxed location in (a-b)

for which the mixing ratios of condensate species at y = 61 km are shown in (c), including the

cloud liquid water qℓ (gray shading in g kg−1), ice qi (green contours for qi = 0.1 g kg−1), and

rain drops qr (light blue and hatching for qr exceeding 0.1 and 1 g kg−1, respectively); the total

condensate mixing ratio qc ≡ qℓ + qi + qr. Note that a weak background southwesterly is imposed

on the solution, resulting in all convective features moving northeastward. The cloud instance

in (c) is examined in subsequent figures. The black/magenta square in (a-b) marks a region of 7

km × 7 km in the horizontal, comparable to the current global storm-resolving resolution, and is

used to define the mean tendency (·).

To give a sense of the VVM simulation, Figure 1 illustrates snapshots at t = 66216

h 40 m. The outgoing long-wave radiation (OLR) in Figure 1a shows a number of con-217

vective clouds at this time, two of which are mature and exhibit extensive high anvils.218

A few developing instances can be noted in Figure 1b as indicated by the strong buoy-219

ancy anomalies at z = 5 km. Among these, one is centered near x = 93 km and y =220

63 km for which Figure 1c shows the cross section of condensate mixing ratios qℓ (gray221
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shading in g kg−1), qi (green contour for 0.1 g kg−1), and qr (light blue and hatching222

for values exceeding 0.1 and 1 g kg−1, respectively).223

The developing instance illustrated in Figure 1c is selected for a case study with224

additional diagnoses presented through subsequent Figures 2-6. For another case study225

sampled at a later time t = 76 h 40 m yielding consistent results, see Supporting In-226

formation. In these two LES timeslices, we also identify all cloud objects of different sizes227

(see Appendix C for the identifying criteria). These objects are then used to compile the228

statistics in Figure 7 for demonstrating the dependence on convective feature size.229

We are now ready for diagnosing the contributions to vertical acceleration in the230

LES.231

4 Buoyancy and Dynamic Contributions to Vertical Acceleration232

For the selected case highlighted in Figure 1, the buoyancy and dynamic forcings233

B, DV , DH and their respective contributions to vertical mass flux tendency ρ0a(B),234

ρ0a(DV ), ρ0a(DH) are shown in Figure 2 (as a visual reference, the liquid and ice cloud235

boundaries are marked by the black and green contours). While the details included in236

Figure 2 are informative, the mean tendency over the convective region is also of inter-237

est given its implications for, e.g., representations of moist convection in GCMs as well238

as understanding convective processes in GSRMs. In particular, the mean mass flux pro-239

file through continuity determines the far-field inflow towards the convective region (Schiro240

et al., 2018; Savazzi et al., 2021) and the saturated outflow for stratiform cloud forma-241

tion (Y.-H. Kuo & Neelin, 2024b). As such, we illustrate in Figure 3 the mean tendency242

contributions—denoted by ρ0a(·)—over a region of 7 km × 7 km in the horizontal (marked243

by a square in Figure 1a,b) comparable to a current GSRM grid cell.244

In Figure 2a, the cross section shows the primary positive buoyancy feature emerg-245

ing between x = 90 and 97 km in the liquid-cloud region, exhibiting a chain of rising246

thermals (Varble et al., 2014; Morrison et al., 2020; Peters et al., 2020). Near the sur-247

face, a cold pool yields negative values of buoyancy. The convective cold-top negative248

buoyancy can also be seen near the top of the (ice) cloud (Holloway & Neelin, 2007; Li249

et al., 2022), likely due to the combined effect of the mixing-driven evaporative cooling250

(Squires, 1958; Paluch, 1979; Blyth, 1993) and the vertically nonlocal upward acceler-251

ation causing adiabatic cooling (Y.-H. Kuo & Neelin, 2022, 2024a). Figure 2d shows the252

buoyancy-driven vertical mass flux tendency ρ0a(B) ≡ ρ0L−1∇2
hB—recall Equation 4—253

including both the Archimedean buoyancy and its associated perturbation pressure ef-254

fect. Overall, the sign of the tendency matches that of the buoyancy. But because of the255

nonlocal dynamics interacting with the surface boundary condition ∂tw = 0, the near-256

surface tendency tends to have small values despite the cold-pool negative buoyancy. In257

addition, if one were to overlay Figure 2a,d, the mass flux tendency would appear to be258

smoother than the buoyancy (see also Figures 4d and 5d).259

Figure 2b shows DV ≡ −ρ−1
0 ∇ · (ρ0uw) with the corresponding mass flux ten-260

dency ρ0a(DV ) ≡ L−1∇2
hDV in Figure 2e. Compared with the buoyancy, both DV and261

ρ0a(DV ) exhibit smaller-scale features due to sign reversal in velocity in coherent tur-262

bulent structures embedded in the flow, e.g., vortex rings associated with rising thermals.263

Larger values also tend to be confined within the cloud. While the magnitude in Fig-264

ure 2b,e appears to be stronger than that of the buoyancy, substantial cancellation can265

occur when the forcing/tendency is averaged over the cloud region.266

Finally, Figure 2c,f illustrates the cross sections of DH and ρ0a(DH) ≡ L−1DH .267

Recall Equation 3 that DH includes higher derivatives of the divergence of horizontal268

momentum fluxes, hence has units different from those of B and DV . This also results269

in DH exhibiting even finer-scale features than DV in Figure 2b. The corresponding ρ0a(DH)270

in Figure 2f seems less noisy than DH due to the nonlocal effect.271
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Figure 2. The buoyancy and dynamic forcings that yield the nonlocal vertical acceleration,

including contributions by (a) the buoyancy (B), (b) the vertical (DV ) and (c) horizontal mo-

mentum flux divergence (DH); the respective vertical mass flux tendencies ρ0a(B), ρ0a(DV ), and

ρ0a(DH) are in (d-f). Note that the units of DH in (c) are different from those for (a-b). Cross

sections here are sampled from y = 61 km at t = 66 h 40 m into the VVM simulation, with the

black/green contours marking the liquid/ice cloud boundaries as shown in Figure 1c.

Figure 3. The individual and total contributions to the vertical mass flux tendency hori-

zontally averaged over a 7 km × 7 km region (see the black/magenta square in Figure 1a,b).

Solutions here are for the same case illustrated in Figure 2.

The overall magnitude of ρ0a(DH) is notably weaker than ρ0a(B), ρ0a(DV ) in Fig-272

ure 2d,e. This is also demonstrated by Figure 3 in which these terms are horizontally273
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averaged over a 7 km × 7 km box enclosing the convective region indicated by strong274

buoyancy. The total mean tendency (black line) is dominated by the buoyancy contri-275

bution (red), exhibiting an upward acceleration between z = 6 and 12 km and a down-276

ward tendency above and below. That ∂t∂z(ρ0w) = ∂z(ρ0a) > 0 for 4 < z < 8 km277

implies the far-field inflow towards the convective region is strengthening (or equivalently,278

the outflow is weakening) in the mid-troposphere. The dynamic contribution has a mod-279

est impact on the total tendency—mostly through DV (blue). In contrast, the effect of280

DH (green) appears to be negligible.281

For another deep-convective case examined in the same manner, see Supporting282

Information. While the precise distributions of the forcing and tendency can vary from283

case to case, the relative importance of B, DV , and DH noted here seems to hold in gen-284

eral.285

Next, we turn to the robustness of the vertical mass flux tendency to fine-scale fea-286

tures of the flow.287

5 Robustness to Coherent Turbulent Structure288

This section focuses on the robustness of the nonlocal dynamics. Specifically, we289

test the assertion that the evolution of convection can be captured without fully resolv-290

ing the turbulent flow structures. To this end, we apply a horizontal Gaussian filter to291

the forcing to even out features finer than a prescribed smoothing scale s, and then ex-292

amine the sensitivity of the nonlocal acceleration to the smoothing. For more details on293

Gaussian smoothing, see Appendix B.294

5.1 Dependence on horizontal smoothing scale295

Figure 4 shows the cross sections of B, DV , DH and their filtered counterparts de-296

noted by (̃·). The column on the left repeats Figure 2a-c and the middle two columns297

illustrate results filtered with s = 0.9 and 2.4 km. The rightmost column includes the298

mean forcing profiles averaged over the 7 km × 7 km region—the same used for Figure 3—299

for selected values of s (results before smoothing are included and labeled as 100m). The300

corresponding contributions to vertical mass flux tendency are shown in Figure 5.301

As noted earlier, the buoyancy includes scales comparable to the size of the cloud302

in which the coherent structures are embedded (Figure 4a), thus exhibiting a robustness303

to smoothing (Figure 4b-c). Even with s = 2.4 km, the filtered buoyancy B̃ shows a304

pattern resembling the original snapshot before filtering. When these are horizontally305

averaged over the 7 km × 7 km region, the resulting profiles in Figure 4d are virtually306

indistinguishable from the original until s well exceeds 3 km. These findings hold for the307

buoyancy-driven tendency in Figure 5a-d as well. In addition, it is worth reiterating that308

the nonlocal dynamics applies not only horizontally but also vertically, as is demonstrated309

by the profiles in Figure 5d tending to be smoother than those of the buoyancy in Fig-310

ure 4d.311

In comparison with buoyancy, the dynamic contributions in Figure 4e-l and Fig-312

ure 5e-l include features of smaller scales hence are more susceptible to smoothing. While313

deviations of the filtered results become substantial for larger values of s (≳ 2.4 km),314

the mean profiles—especially for the vertical mass flux tendencies in Figure 5h,l—remain315

robust in both the horizontal and vertical.316

The dependence on smoothing of the total and individual contributions to the mass317

flux tendency is summarized in Figure 6 by showing ∥ρ0a(·)−ρ0a(̃·)∥2/∥ρ0a(·)∥2—the318

normalized root-mean-square (RMS) difference between the mean tendency profiles be-319

fore and after filtering—as a function of s. Here ∥·∥2 denotes the Euclidean norm, and320

the difference is normalized (using the norm before filtering) so that the value would not321
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Figure 4. The dependence of the buoyancy and dynamic forcing contributions to horizontal

smoothing. (a) The VVM snapshot of buoyancy B as in Figure 2a and (b-c) the horizontally-

smoothed buoyancy field B̃ using a 2-D Gaussian filter with smoothing scales s = 0.9 nd 2.4

km to remove the coherent turbulent structure embedded in the flow; the mean profiles of B

(black line) and B̃ (colored lines; for a few values of s in km) horizontally averaged over the 7 km

× 7 km box (see Figure 1a-b) are summarized in (d). (e-h) Same as (a-d) but for the dynamic

contribution DV by the vertical momentum flux convergence; (i-l) Same as (e-h) but for DH as-

sociated with horizontal momentum flux convergence. Note that in (d), (h) and (l) results before

smoothing are marked as 100m in the legend.

be impacted by the magnitude of individual contributions. For the selected case, filter-322

ing yields solutions with small deviations for the total tendency (black line) and buoy-323

ancy contribution (red line) while the dynamic terms (blue and green lines) are less ro-324

bust with substantially larger deviations. Despite the deviation is most notable for the325

DH -induced tendency, the magnitude of the tendency is small and thus tends to have326

a limited impact on the flow evolution.327

5.2 Cloud-size dependence and morphology328

Two important aspects have to be considered as we move from the selected exam-329

ple to a variety of instances of convection. First, the robustness of the mean tendency330

profiles seen in Figure 5d,h,l is not an artifact arising from the interaction between the331

convolution (̃·) and horizontal averaging (·). The smoothing scale s ∼ 3 km at which332

the deviations of the filtered solutions start to pick up is not sensitive to the size of the333

domain (e.g., 7 km × 7 km) over which the horizontal mean is computed (not shown).334

Instead, this threshold scale varies primarily with the forcing morphology as demonstrated335

by Figure 6: the threshold tends to be larger for forcing with a simple structure (e.g.,336

B in Figure 4a) while distributions having multiple extrema across a short distance (DV ,337
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Figure 5. Same as Figure 4 but showing the respective vertical mass flux tendency.

Figure 6. Normalized root-mean-square (RMS) differences between the mean profiles of the

VVM vertical mass flux tendency ρ0a(·) and the horizontally-smoothed tendency ρ0a(̃·), con-
tributed by the individual and total forcings. Here, the differences are normalized by the RMS of

the tendency profiles ρ0a(·) before smoothing. Note that the x-axis here showing selected values

of s is not on a linear scale.

DH in Figure 4e,i) tend to yield a smaller threshold. Second, the dependence on cloud338

size must be assessed.339

To address this, Figure 7 repeats the analysis displayed in Figure 6 for a collection340

of 185 cloud samples of different sizes identified in two LES timeslices that are 10 hours341

apart at t = 66 h 40 m and 76 h 40 m (see Appendix C for the identifying criteria and342
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Figure 7. Same as Figure 6, illustrating for an ensemble of clouds of different horizontal sizes

(see Appendix C for the measure of size). The light red lines show the dependence of the normal-

ized RMS difference on the smoothing scale for individual cloud instances whose size is in the top

10% (≥ 7.8 km), while the results for the bottom 10% (≤ 0.8 km) are in light blue. The thick red

and blue lines represent the respective means for each category.

the proxy used to measure the cloud size). The normalized RMS differences for the ten-343

dency contributions are shown as a function of the smoothing scale for individual clouds344

in the top (light red lines) and bottom 10% (light blue lines) of the size distribution, to-345

gether with their respective means for each size group (thick red/blue lines; the 10th-346

and 90th-percentiles of the cloud size are 0.8 and 7.8 km). The total and buoyancy con-347

tributions tend to exhibit smaller differences due to smoothing than do the dynamic con-348
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tributions; and larger cloud objects systematically yield smaller differences than smaller349

ones. While fine-scale variations not accounted for by the size proxy can give rise to de-350

viation from the mean, results here are consistent with our intuition built upon earlier351

illustrations.352

6 Summary and Discussion353

Under the anelastic framework, this manuscript examines the vertical acceleration354

field mediated by the nonlocal perturbation pressure. The buoyancy and dynamic con-355

tributions to the acceleration are diagnosed in an LES of 100-m horizontal grid spacing356

that simulates a variety of convective features. For these, the buoyancy contribution a(B)—357

known as the effective buoyancy (Davies-Jones, 2003)—tends to dominate the evolution358

of the mean flow while interacting with the effective dynamic acceleration a(DV ) (Y.-359

H. Kuo & Neelin, 2024a) of a comparable magnitude driven by the convergence of ver-360

tical momentum flux. The contribution a(DH) associated with divergence of horizon-361

tal momentum fluxes, in contrast, is at least an order smaller in magnitude thus only362

has a limited impact on the mean flow.363

Results compiled with cloud objects sampled from the LES indicate that the di-364

agnosed contributions to the vertical acceleration tend to be robust to horizontally fil-365

tering out fine-scale variations embedded in the flow. Because larger convective entities366

include coherent structures of larger scales than do smaller clouds, the nonlocal accel-367

eration resulting from larger entities is less susceptible to the smoothing. This is demon-368

strated by the mean acceleration profiles for selected deep-convective cases exhibiting369

little variation, measured in root-mean-square differences, before and after the horizon-370

tal filtering until the smoothing scale exceeds a threshold of ∼ 3 km. As expected, the371

threshold is systematically smaller for convective features of smaller sizes though devi-372

ations from the mean may be seen among individual instances. Also, dynamic contri-373

butions exhibit more sensitivity to smoothing than the buoyancy contribution. Although374

we have focused on the mean tendencies over convective regions, the effect of smaller-375

scale eddies on tracer transport cannot be overlooked (Jeevanjee & Zhou, 2022; Jenney376

et al., 2023); the scales associated with coherent flows noted here could facilitate a more377

consistent treatment for partitioning the mean-flow and eddy contributions.378

While the analysis framework in this manuscript is purely diagnostic, it could aid379

in understanding convective processes for simplified representations in GCMs and GSRMs.380

Y.-H. Kuo and Neelin (2024b) have illustrated that the approximation ∂tw ≈ a(B) +381

a(DV ) [i.e., omitting a(DH)] in time-varying solutions for convective updraft tends to382

spawn off a chain of rising thermals especially in the upper part of the updraft—results383

here support the use of such approximation. It follows as a corollary that steady plumes384

are unlikely to be an effective description for convective drafts. Apart from contribut-385

ing to the overall mixing, the spontaneously-generated thermals can also act as a source386

of gravity waves in a manner that differs from a steady-updraft solution for parameter-387

ized processes such as gravity wave drag (Kim et al., 2003; Beres et al., 2004; Alexan-388

der et al., 2021). More generally, the representations of moist/shallow convection in a389

GCM or GSRM should begin to move away from typical steady-state assumption, or to390

at least consider these time-dependent aspects.391

In addition, horizontal size has recently been recognized as a key factor distinguish-392

ing small cloud embryos that grow into deep convection from those do not (Powell, 2024).393

A greater embryo size favors convective growth by simultaneously reducing entrainment394

mixing and enhancing the nonlocal effects (Y.-H. Kuo & Neelin, 2024a); solutions here395

can help discern the relative importance of these two pathways. Including a background396

wind shear or vorticity can substantially alter the flow evolution (Peters et al., 2019; LeBel397

& Markowski, 2023; Peters et al., 2023) but its interaction with the nonlocal dynamics398

will be an endeavor for future work. The onset of convective aggregation is another sub-399
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ject of interest for which the up-gradient transport of boundary layer moist static en-400

ergy (MSE) due to virtual temperature effect is a leading contribution (Yang, 2018; Huang401

& Wu, 2022); diagnoses presented here might provide useful ways to quantify the trans-402

fers of MSE helping clarify the mechanism.403

In light of the results, the point here is not so much about a particular threshold404

scale, but that aspects of the evolution of convection can be represented without fully405

resolving the turbulent flow. This inherent feature of the anelastic nonlocal dynamics406

previously noted in theoretical studies such as Tarshish et al. (2018), Y.-H. Kuo and Neelin407

(2022), and Davies-Jones (2022) now has an LES underpinning supporting process-level408

modeling of convection for GCMs and GSRMs.409

Appendix A An alternative diagnostic equation for (p, T )-system410

This work relies on the VVM LES in which (π, θ) is used in lieu of pressure p and411

temperature T (Jung & Arakawa, 2008), and thus our presentation of the nonlocal di-412

agnostic equation follows the same approach. The corresponding equation for the alter-413

native (p, T ) anelastic system has been covered in Y.-H. Kuo and Neelin (2024a) which414

is included for completeness:415

∂t(ρ0w) = ∇−2∇2
h

[
ρ0B −∇ · (ρ0uw)

]
+∇−2D′

H , (A1)

where416

D′
H ≡ ∂z

[
∂x∇ · (ρ0uu) + ∂y∇ · (ρ0uv)

]
. (A2)

The operator L defined via Equation 2 is replaced by a 3-D Laplacian ∇2 here with ∇−2
417

denoting solving the Poisson equation. While the change of variables yields simpler ex-418

pressions, it does not inherently alter the nonlocal dynamics.419

Appendix B Gaussian smoothing420

To test the robustness of the nonlocal acceleration, in Section 5 we apply a hor-421

izontal convolution to filter out fine-scale features of the flow (similar to the smoothing422

procedure in Shchepetkin & McWilliams, 1998). Specifically, for a variable f(x, y, z) of423

interest, the filtered field is given by424

f̃(x, y, z) ≡
∫∫

G(x′, y′)f(x− x′, y − y′, z)dx′dy′, (B1)

where425

G(x, y) ≡ 1

2πσ2
e−(x2+y2)/2σ2

(B2)

is the 2-D Gaussian kernel. For a given σ > 0, G(x, y) drops to ∼ 1% of its peak value426

for r ≡
√

x2 + y2 ≈ 3σ. Hence features smaller than the smoothing scale s ≡ 6σ tend427

to be filtered out by the convolution—s is used as a measure for the horizontal smooth-428

ing for results included in Section 5.429

Note that convolution is a linear operation, thus preserves the relation between the430

forcing and acceleration contributions, i.e., a(̃·) = ã(·). For instance, applying a Gaus-431

sian filter with s = 0.9 km to the ρ0a(B) illustrated in Figure 5a would yield a smoothed432

solution ρ0ã(B) that is identical to the ρ0a(B̃) in Figure 5b; the identity holds for the433

DV and DH contributions as well. In principle, this property holds for other linear fil-434

ters among which the boxcar filter corresponding to coarse-graining may be of interest.435

Nonetheless, we note that (1) the Gaussian smoothing and coarse-graining should yield436

similar results; and (2) the spectral property of the boxcar function could produce spu-437

rious computational artifacts when the filtering is followed by solving an elliptic equa-438

tion. As such, the Gaussian smoothing is used for simplicity.439
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In Figures 4-7, the filtered results are computed by first evaluating B, DV , DH via440

Equations 3-4 and 6 using the LES output, and then applying the Gaussian smoothing.441

An alternative procedure—as is commonly applicable to considerations of subgrid-scale442

representations (Leonard, 1975; Moeng, 1984)—applies the Gaussian smoothing to the443

LES output before computing the forcings. This yields444

D̃V

′
≡ − 1

ρ0
∇ · (ρ0ũw̃),

D̃H

′
≡ ∂

∂z

{
1

ρ0

[
∂x∇ · (ρ0ũũ) + ∂y∇ · (ρ0ũṽ)

]}
,

(B3)

which can subsequently be substituted into Equation 4 in lieu of DV , DH to solve for445

the acceleration contributions (for completeness, buoyancy is omitted from Equation B3446

since its expression does not include nonlinear terms, hence filtering first does not alter447

the outcome). It is worth noting that the two filtering procedures yield reasonably con-448

sistent outcomes, as demonstrated in Figure B1 which compares the two procedures by449

showing results for the primary contribution B +DV .450

Figure B1. Differences in the smoothed forcing and vertical mass flux tendency due to the

filtering procedures. (a-d) Smoothed variables by applying the filter after evaluating B+DV from

the raw LES output. (e-h) The corresponding results computed by applying the filter first using

Equation B3. (i-l) Respective differences between (a-d) and (e-h).

In Figure B1, the first row includes the smoothed forcing and vertical mass flux ten-451

dency computed by applying the filter after evaluation (i.e., the same procedure for Fig-452

ures 4-5) while the second row exhibits results for applying the filter first (that is, Equa-453

tion B3); their differences are illustrated in the bottom row (e.g., Figure B1i shows the454

difference between panels a and e). In short, while the deviation tends to increase with455

the smoothing scale, the outcome demonstrates only a modest sensitivity to the filter-456

ing procedures.457
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Appendix C Identifying cloud objects458

To infer the relationship between feature size and the robustness of the nonlocal459

dynamics to smoothing, we identify cloud objects from the LES timeslices and diagnose460

for each cloud object the buoyancy and dynamic contributions to vertical flow acceler-461

ation. The identifying criteria are as follows.462

Recall in, e.g., Figure 1a,b that mature clouds with extensive anvils are not nec-463

essarily associated with a strong buoyancy or flow velocity. Hence to focus on cases pre-464

senting strong forcings, we define a (liquid) cloud object as a connected component of465

qℓ > 0 in which w > 5 m s−1 for at least one LES grid point. Each object identified466

this way is then enclosed by a rectangular column; denoting by A the minimal horizon-467

tal area of such columns with which
√
A is used as a proxy for the object size. This proxy468

is used to compile the cloud size distribution for the statistics shown in Figure 7 for which469

the mean mass flux tendencies ρ0a(·) are averaged over the minimal horizontal area A.470
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Abstract13

The anelastic theory of effective buoyancy has been generalized to include the effects of14

momentum flux convergence. Mediated by the nonlocal perturbation pressure, the dy-15

namics tends to average over details of the forcing, yielding acceleration robust to small-16

scale variations of the flow. Here we demonstrate in a large-eddy simulation (LES) with17

a 100-m horizontal grid spacing that including the anelastic nonlocal dynamics can help18

capture the mean evolution of convection without fully resolving the fine-scale coherent19

turbulent structures embedded in the flow. Instances of convection in the LES are iden-20

tified. For these, the buoyancy and dynamic contributions to the vertical momentum ten-21

dency are separately diagnosed. The diagnoses show that buoyancy is the leading effect22

in the vertical acceleration while strongly interacting with the vertical momentum flux23

convergence. In comparison, the influence of the horizontal momentum flux convergence24

on the vertical motion are substantially weaker. The sensitivity resulting from averag-25

ing over fine-scale features are quantified. For deep-convective cases, these contributions26

at the cloud scale (∼ 8 km) exhibit a robustness—as measured in a root-mean-square27

sense—to horizontally smoothing out turbulent features of scales ≲ 3 km. As expected,28

such scales depend on the size of the convective element of interest, while dynamic con-29

tributions tend to be more susceptible to horizontal smoothing than does the buoyancy30

contribution. By verifying a key attribute of the pressure-mediated dynamics in an LES,31

results here lend support to simplifying the representation of moist convection under the32

anelastic nonlocal framework for global climate models and storm-resolving simulations.33

Plain Language Summary34

Moist convection is a leading effect in climate dynamics and gives rise to extreme35

weather events under global warming. Climate adaption and mitigation rely on accu-36

rately simulating convection which remains challenging even for state-of-the-art climate37

models. Recent advances in computing power have permitted high-resolution global mod-38

els that can partially resolve convective storms. But empirical evidence based on exploratory39

numerical experiments suggests that the resolution needed for practical climate appli-40

cations will not become available soon. Latest theoretical studies, on the other hand, point41

to a possibility that, by properly including the effect of pressure in models, the evolu-42

tion of convective flows can be reasonably captured without fully resolving the small-43

scale turbulence. In this work, the theoretically motivated assertion is put to the test44

against and is substantiated by a realistic simulation of convection. This implies poten-45

tial for improving the model representation of convection with more feasible resolution46

options for climate applications.47

1 Introduction48

Moist convection is essential for the redistribution of heat, moisture, momentum49

(Houze, 2018), and can greatly impact human society through producing extreme pre-50

cipitation or inducing heatwaves (Neelin et al., 2022; Y. Zhang & Boos, 2023). The rep-51

resentation of moist convection in global climate models (GCMs) is key to accurately cap-52

turing the diurnal variability of precipitation (Covey et al., 2016; Rio et al., 2019; Christopou-53

los & Schneider, 2021), the onset of convection (Xu et al., 2002; Petch, 2004; Y.-H. Kuo54

et al., 2020), and mesoscale convective system (MCS) precipitation patterns (Dong et55

al., 2023). Representing convection in GCMs, however, remains challenging due to in-56

sufficient model grid spacings to resolve convective processes (Arakawa, 2004), result-57

ing in biases in simulations and casting uncertainty in climate projections (Randall et58

al., 2003; Flato et al., 2014; Sinha et al., 2015; Leung et al., 2022).59

There have been two common approaches devised for the GCM representation of60

convection. The first approach couples a GCM with a cloud model with which the ef-61

fects of subgrid-scale convection are parameterized (Arakawa & Schubert, 1974). For con-62
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ventional parameterizations, variants of steady plumes have been adapted for cloud mod-63

els (Yanai et al., 1973; G. J. Zhang & McFarlane, 1995; Bretherton et al., 2004; Siebesma64

et al., 2007). Alternatively, superparameterization embeds a limited-domain cloud-resolving65

model (CRM) within each GCM grid cell (Grabowski, 2001; Khairoutdinov et al., 2008;66

K.-T. Kuo et al., 2020) which produces better variability of convective processes such67

as the Madden-Julian oscillation (MJO; Benedict & Randall, 2009). The second approach68

simply uses finer grid spacings to resolve convection (Tomita & Satoh, 2004; Stevens et69

al., 2024). Recent advances in computing power have enabled cloud-permitting resolu-70

tions of a few kilometers for global storm-resolving models (GSRMs; Satoh et al., 2014;71

Stevens et al., 2019; Wing et al., 2020; Hohenegger et al., 2023) in which improvements72

are noted in, e.g., the spatial-temporal distribution of precipitation (Hohenegger et al.,73

2008); the occurrence of extreme rainfall (Chan et al., 2013; Prein et al., 2013; Ban et74

al., 2014); orographic enhancement of convection (Prein et al., 2016); and the simula-75

tion of convective storm organization and propagation in a dynamically consistent man-76

ner (Marsham et al., 2013; Weisman et al., 2023). Still, these efforts are more of an ex-77

ploratory nature and have not yielded satisfactory outcomes for climate applications (Ma78

et al., 2022; Miura et al., 2023).79

While it is straightforward to try to resolve smaller features of interest by refining80

grid spacing for CRMs (in superparameterization; Grabowski, 2016) and GSRMs—subject81

to available computing power—the optimal choices of resolution for aspects of convec-82

tion are yet to be demonstrated (Hohenegger et al., 2020). Prior studies suggested that83

a horizontal grid spacing ∆h ≈ 4 km could be sufficient for idealized simulations of squall84

line systems (Weisman et al., 1997) or bulk convergence behavior (Panosetti et al., 2020);85

capturing the precipitation diurnal cycle would require ∆h ≲ 2 km (Yashiro et al., 2016);86

and accurately reproducing the structural evolution and precipitation of convective storms87

may need 1-km or sub-kilometers (Miyamoto et al., 2013; Ito et al., 2021). Empirically,88

the evidence points to even finer grid spacings in both vertical and horizontal that will89

not soon become feasible for practical climate applications (Jeevanjee & Zhou, 2022; Jen-90

ney et al., 2023). As such, traditional parameterizations—preferably with a novel treat-91

ment of moist convection—are very much relevant in the foreseeable future for climate92

projections as well as for a process-level understanding of convection (Schneider et al.,93

2024).94

This raises the question of whether it is possible to capture important aspects of95

convection without fully resolving the small-scale turbulent features. And, if so, what96

would be the minimal resolution required for, e.g., simulating deep-convective entities?97

This manuscript aims to address these questions via a theoretical approach. In doing so,98

we are motivated by recent studies of effective buoyancy (Tarshish et al., 2018; Y.-H. Kuo99

& Neelin, 2022; Davies-Jones, 2022) that sought representations of nonhydrostatic pres-100

sure effects in convective flows, while leveraging solutions developed in Y.-H. Kuo and101

Neelin (2024a) and a coordinated large-eddy simulation (LES). Specifically, the analytic102

expression derived under the anelastic framework indicate that the nonlocal pressure re-103

sponse driven by the buoyancy and momentum flux convergence tends to average over104

details of the forcing, thus yielding acceleration robust to fine-scale variations of the flow105

[see Figure 5 in Tarshish et al. (2018), Figure 4 in Y.-H. Kuo and Neelin (2022), and the106

text therein]. Given the importance of convection as a leading effect in climate change,107

this theoretical assertion warrants further elaboration aided by realistic simulations of108

convection, particularly since the robustness of the flow tendency suggests potential for109

simplifying the representation of the dynamics especially at scales relevant for both large110

cumulonimbus and MCSs.111

Following the groundwork laid in Y.-H. Kuo and Neelin (2024a), here, we diagnose112

the vertical acceleration within convective regions in an LES and examine the sensitiv-113

ity of the acceleration to small-scale turbulent features of the flow. As prelude, Section 2114

recaps the anelastic nonlocal dynamics, focusing on diagnosing the buoyancy and dynamic115

–3–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

contributions to the vertical acceleration. We then briefly overview in Section 3 the setup116

of the LES experiment in which the acceleration contributions are diagnosed. Section 4117

presents the diagnosed vertical mass flux tendency contributions for a selected deep-convective118

case. The robustness of these contributions to horizontal smoothing for convective fea-119

tures of different sizes are examined in Section 5. Finally, we summarize in Section 6 and120

discuss potential implications.121

2 Anelastic Nonlocal Dynamics: An Overview122

To prepare for the analyses presented in subsequent sections, here we follow Y.-H. Kuo123

and Neelin (2022, 2024a) to recap the diagnostic equation for the nonlocal vertical ac-124

celeration. For orientation, note that no approximations are made beyond the anelas-125

tic framework in this manuscript.126

Assuming the anelastic continuity equation ∇·(ρ0u) = 0, where ρ0(z) is the ref-127

erence atmospheric density, and u ≡ (u, v, w) the 3-D velocity field. One can start with128

the Navier-Stokes equations for u, e.g., Equations 2-4 of Jung and Arakawa (2008)—omitting129

the eddy (′′) terms for simplicity—and apply ∇× twice to the system; after rearrange-130

ment and simplification, the z-component yields131

L(a) = ∇2
h

[
B − 1

ρ0
∇ · (ρ0uw)

]
+DH , (1)

where a ≡ ∂tw is the Eulerian vertical acceleration, B the buoyancy,132

L(a) ≡ ∇2
ha+

∂

∂z

[
1

ρ0

∂

∂z
(ρ0a)

]
, (2)

and the higher derivatives of the divergence of horizontal momentum fluxes133

DH ≡ ∂

∂z

{
1

ρ0

[
∂x∇ · (ρ0uu) + ∂y∇ · (ρ0uv)

]}
. (3)

The buoyancy and dynamic contributions to vertical acceleration can then be diagnosed134

via Equation 1 as135

∂w

∂t
= L−1∇2

h

[
B

DV︷ ︸︸ ︷
− 1

ρ0
∇ · (ρ0uw)

]
︸ ︷︷ ︸

a(B) + a(DV )

+L−1DH︸ ︷︷ ︸
a(DH)

, (4)

in which L−1 denotes solving Equation 1 with boundary conditions imposed on ∂tw. For136

simplicity, we use a(B), a(DV ), and a(DH) to refer to the respective contributions to137

vertical acceleration by B, DV , and DH in subsequent discussion; since ρ0 is time-independent,138

we also call ρ0a ≡ ∂t(ρ0w) the acceleration and DV the convergence of vertical momen-139

tum, where the meanings are clear from the context.140

By comparing Equation 4 here with, e.g., Equation 4 of Jung and Arakawa (2008)—141

where pressure is expressed in terms of the virtual potential temperature θv and Exner142

function π—rearranged as (with cp the specific heat for air at constant pressure; sub-143

script 0 for a reference state; and prime the respective perturbation)144

∂w

∂t
= B − 1

ρ0
∇ · (ρ0uw)︸ ︷︷ ︸

Local non-PGF acceleration

− ∂

∂z
(cpθv0π

′)︸ ︷︷ ︸
PGF

, (5)

we note the following. The elliptic operator L(·) defined by Equation 2 arises from solv-145

ing the nonhydrostatic perturbation pressure, and its solution tends to have a vertically146

and horizontally nonlocal influence even if the forcing is localized. This behavior is sim-147

ilar to that seen in, e.g., electrostatics where a point charge can establish an electric field148
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in the surroundings (see also Tarshish et al., 2018). The usage of the term “nonlocal”149

here, therefore, is different from that in the parameterized up-gradient transport liter-150

ature (Deardorff, 1966; Holtslag & Moeng, 1991; Siebesma et al., 2007; Zhou et al., 2018;151

Chor et al., 2021).152

On the right-hand side of Equation 4, the first term consists of contributions a(B)153

and a(DV ) by the buoyancy B and convergence of vertical momentum flux DV —both154

of which appear in Equation 5 as the local non-pressure-gradient-force (non-PGF ) acceleration—155

that are mediated by the nonlocal perturbation pressure; the second term a(DH) like-156

wise represents the pressure-driven acceleration resulting from the effect of divergence157

of horizontal momentum fluxes DH (recall Equation 3). Thus while Equation 4 appears158

to be an equation for vertical velocity, it includes the horizontal velocity and continu-159

ity equations, and nonlocal effects beyond those represented in effective buoyancy [i.e.,160

a(B); see Davies-Jones, 2003; Jeevanjee & Romps, 2016; Peters, 2016].161

A key attribute of the nonlocal dynamics is its dependence on dimensions of the162

convective element (Y.-H. Kuo & Neelin, 2022; Davies-Jones, 2022). Consequently, the163

solution tends to average over details of the flow, and thus yielding acceleration robust164

to fine-scale forcing variations. This suggests potential for capturing the evolution of con-165

vection without fully resolving the coherent turbulent structures embedded in the flow—166

the underlying assumption for the simplified representation of the dynamics in the Y.-167

H. Kuo and Neelin (2024a, 2024b) anelastic convective entity (ACE) model that is yet168

to be verified quantitatively. To complement and support the theoretical work, this manuscript169

aims to address the gap by testing the hypothesis using an LES. Specifically, we will ex-170

amine in the LES the buoyancy and dynamic contributions to vertical acceleration, and171

quantify their robustness to horizontally smoothing out fine-scale features of the flow.172

While it is not possible to cover full treatment here and some aspects of the dy-173

namics must be left for future work, we underlie the following features before turning174

to the LES setup in the next section. In deriving Equation 4, the eddy terms are omit-175

ted for simplicity. Including these would add eddy momentum flux contributions to the176

dynamic terms DV , DH with their impact on the flow exerted through the same medi-177

ating pressure effect. In addition, the nonlocal dynamics applies to both the vertical and178

horizontal acceleration. Recall that Equation 4 (or equivalently, Equation 1) is derived179

by applying ∇× twice to the Navier-Stokes velocity equation and identifying the z-component;180

the corresponding horizontal component yields an equation akin to Equation 4 from which181

the horizontal flow tendency can be diagnosed in the same manner.182

3 The LES Setup183

To diagnose the contributions to vertical acceleration, we use the Vector Vortic-184

ity equation cloud-resolving Model or VVM (Jung & Arakawa, 2008; Wu et al., 2019)185

to produce an LES run. The VVM is a 3-D anelastic model in which the horizontal vor-186

ticity is prognostic from which other dynamic variables are inferred; the vertical velocity—187

being the exception—is directly diagnosed via an elliptic equation with the same oper-188

ator L in Equation 2, thus yielding solutions consistent with the diagnostic Equation 4.189

Such formulation directly couples the flow with buoyancy through vorticity tendency,190

making the solution responsive to horizontal buoyancy variations for the simulation of191

convection (see, e.g., K.-T. Kuo & Wu, 2019; Y.-T. Chen & Wu, 2019). In the current192

implementation, the VVM dynamical core is coupled with additional components includ-193

ing the RRTMG (for radiative transfer; Iacono et al., 2008); the Noah land surface model194

(F. Chen & Dudhia, 2001); the Shutts and Gray (1994) 1st-order turbulence closure; and195

the P3 microphysics (Morrison & Milbrandt, 2015; Huang & Wu, 2020). For prior VVM196

applications, see also Chien and Wu (2016) Hsieh et al. (2022), and Chang et al. (2023).197
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For the present application, the LES run is performed in a doubly-periodic domain198

of 102.4 km × 102.4 km in the horizontal with a flat surface (z = 0) and a model top199

at 19.8 km. The grid spacing is ∆x = ∆y = 100 m in the horizontal, and ∆z increases200

from 75 m at the surface to 150 m near the model top in the vertical. The simulation201

is initialized using a tropical oceanic sounding adapted from the DYNAMO campaign202

observations (Gottschalck et al., 2013). A prescribed large-scale subsidence and a weak203

background southwesterly of 3 m s−1 are imposed (without a meaningful vertical wind204

shear) so that the solution can capture a variety of convective behaviors including both205

shallow and deep convection. The imposed southwesterly also results in all convective206

features propagating northeastward. The simulation period covers 9 days with instan-207

taneous fields output every 10 min—including the buoyancy and dynamic forcings B,208

DV , DH and the respective contributions to vertical acceleration a(B), a(DV ), and a(DH)209

diagnosed via Equation 4 during the runtime.210

In VVM, the total condensate mixing ratio qc ≡ qℓ + qi + qr (respectively the211

mixing ratios of cloud liquid water, ice, and rain) and the buoyancy is evaluated includ-212

ing the virtual effects following213

B ≡ g

(
θ − θ0
θ0

+ 0.608qv − qc

)
, (6)

where g = 9.81 m s−2; θ is the potential temperature; subscript 0 here for the domain-214

mean profile; and qv the water vapor mixing ratio.215

Figure 1. Snapshots at t = 66 h 40 m into the VVM simulation for (a) OLR and (b) buoy-

ancy at z = 5 km. A developing deep-convective cloud occurs at the boxed location in (a-b)

for which the mixing ratios of condensate species at y = 61 km are shown in (c), including the

cloud liquid water qℓ (gray shading in g kg−1), ice qi (green contours for qi = 0.1 g kg−1), and

rain drops qr (light blue and hatching for qr exceeding 0.1 and 1 g kg−1, respectively); the total

condensate mixing ratio qc ≡ qℓ + qi + qr. Note that a weak background southwesterly is imposed

on the solution, resulting in all convective features moving northeastward. The cloud instance

in (c) is examined in subsequent figures. The black/magenta square in (a-b) marks a region of 7

km × 7 km in the horizontal, comparable to the current global storm-resolving resolution, and is

used to define the mean tendency (·).

To give a sense of the VVM simulation, Figure 1 illustrates snapshots at t = 66216

h 40 m. The outgoing long-wave radiation (OLR) in Figure 1a shows a number of con-217

vective clouds at this time, two of which are mature and exhibit extensive high anvils.218

A few developing instances can be noted in Figure 1b as indicated by the strong buoy-219

ancy anomalies at z = 5 km. Among these, one is centered near x = 93 km and y =220

63 km for which Figure 1c shows the cross section of condensate mixing ratios qℓ (gray221
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shading in g kg−1), qi (green contour for 0.1 g kg−1), and qr (light blue and hatching222

for values exceeding 0.1 and 1 g kg−1, respectively).223

The developing instance illustrated in Figure 1c is selected for a case study with224

additional diagnoses presented through subsequent Figures 2-6. For another case study225

sampled at a later time t = 76 h 40 m yielding consistent results, see Supporting In-226

formation. In these two LES timeslices, we also identify all cloud objects of different sizes227

(see Appendix C for the identifying criteria). These objects are then used to compile the228

statistics in Figure 7 for demonstrating the dependence on convective feature size.229

We are now ready for diagnosing the contributions to vertical acceleration in the230

LES.231

4 Buoyancy and Dynamic Contributions to Vertical Acceleration232

For the selected case highlighted in Figure 1, the buoyancy and dynamic forcings233

B, DV , DH and their respective contributions to vertical mass flux tendency ρ0a(B),234

ρ0a(DV ), ρ0a(DH) are shown in Figure 2 (as a visual reference, the liquid and ice cloud235

boundaries are marked by the black and green contours). While the details included in236

Figure 2 are informative, the mean tendency over the convective region is also of inter-237

est given its implications for, e.g., representations of moist convection in GCMs as well238

as understanding convective processes in GSRMs. In particular, the mean mass flux pro-239

file through continuity determines the far-field inflow towards the convective region (Schiro240

et al., 2018; Savazzi et al., 2021) and the saturated outflow for stratiform cloud forma-241

tion (Y.-H. Kuo & Neelin, 2024b). As such, we illustrate in Figure 3 the mean tendency242

contributions—denoted by ρ0a(·)—over a region of 7 km × 7 km in the horizontal (marked243

by a square in Figure 1a,b) comparable to a current GSRM grid cell.244

In Figure 2a, the cross section shows the primary positive buoyancy feature emerg-245

ing between x = 90 and 97 km in the liquid-cloud region, exhibiting a chain of rising246

thermals (Varble et al., 2014; Morrison et al., 2020; Peters et al., 2020). Near the sur-247

face, a cold pool yields negative values of buoyancy. The convective cold-top negative248

buoyancy can also be seen near the top of the (ice) cloud (Holloway & Neelin, 2007; Li249

et al., 2022), likely due to the combined effect of the mixing-driven evaporative cooling250

(Squires, 1958; Paluch, 1979; Blyth, 1993) and the vertically nonlocal upward acceler-251

ation causing adiabatic cooling (Y.-H. Kuo & Neelin, 2022, 2024a). Figure 2d shows the252

buoyancy-driven vertical mass flux tendency ρ0a(B) ≡ ρ0L−1∇2
hB—recall Equation 4—253

including both the Archimedean buoyancy and its associated perturbation pressure ef-254

fect. Overall, the sign of the tendency matches that of the buoyancy. But because of the255

nonlocal dynamics interacting with the surface boundary condition ∂tw = 0, the near-256

surface tendency tends to have small values despite the cold-pool negative buoyancy. In257

addition, if one were to overlay Figure 2a,d, the mass flux tendency would appear to be258

smoother than the buoyancy (see also Figures 4d and 5d).259

Figure 2b shows DV ≡ −ρ−1
0 ∇ · (ρ0uw) with the corresponding mass flux ten-260

dency ρ0a(DV ) ≡ L−1∇2
hDV in Figure 2e. Compared with the buoyancy, both DV and261

ρ0a(DV ) exhibit smaller-scale features due to sign reversal in velocity in coherent tur-262

bulent structures embedded in the flow, e.g., vortex rings associated with rising thermals.263

Larger values also tend to be confined within the cloud. While the magnitude in Fig-264

ure 2b,e appears to be stronger than that of the buoyancy, substantial cancellation can265

occur when the forcing/tendency is averaged over the cloud region.266

Finally, Figure 2c,f illustrates the cross sections of DH and ρ0a(DH) ≡ L−1DH .267

Recall Equation 3 that DH includes higher derivatives of the divergence of horizontal268

momentum fluxes, hence has units different from those of B and DV . This also results269

in DH exhibiting even finer-scale features than DV in Figure 2b. The corresponding ρ0a(DH)270

in Figure 2f seems less noisy than DH due to the nonlocal effect.271
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Figure 2. The buoyancy and dynamic forcings that yield the nonlocal vertical acceleration,

including contributions by (a) the buoyancy (B), (b) the vertical (DV ) and (c) horizontal mo-

mentum flux divergence (DH); the respective vertical mass flux tendencies ρ0a(B), ρ0a(DV ), and

ρ0a(DH) are in (d-f). Note that the units of DH in (c) are different from those for (a-b). Cross

sections here are sampled from y = 61 km at t = 66 h 40 m into the VVM simulation, with the

black/green contours marking the liquid/ice cloud boundaries as shown in Figure 1c.

Figure 3. The individual and total contributions to the vertical mass flux tendency hori-

zontally averaged over a 7 km × 7 km region (see the black/magenta square in Figure 1a,b).

Solutions here are for the same case illustrated in Figure 2.

The overall magnitude of ρ0a(DH) is notably weaker than ρ0a(B), ρ0a(DV ) in Fig-272

ure 2d,e. This is also demonstrated by Figure 3 in which these terms are horizontally273
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averaged over a 7 km × 7 km box enclosing the convective region indicated by strong274

buoyancy. The total mean tendency (black line) is dominated by the buoyancy contri-275

bution (red), exhibiting an upward acceleration between z = 6 and 12 km and a down-276

ward tendency above and below. That ∂t∂z(ρ0w) = ∂z(ρ0a) > 0 for 4 < z < 8 km277

implies the far-field inflow towards the convective region is strengthening (or equivalently,278

the outflow is weakening) in the mid-troposphere. The dynamic contribution has a mod-279

est impact on the total tendency—mostly through DV (blue). In contrast, the effect of280

DH (green) appears to be negligible.281

For another deep-convective case examined in the same manner, see Supporting282

Information. While the precise distributions of the forcing and tendency can vary from283

case to case, the relative importance of B, DV , and DH noted here seems to hold in gen-284

eral.285

Next, we turn to the robustness of the vertical mass flux tendency to fine-scale fea-286

tures of the flow.287

5 Robustness to Coherent Turbulent Structure288

This section focuses on the robustness of the nonlocal dynamics. Specifically, we289

test the assertion that the evolution of convection can be captured without fully resolv-290

ing the turbulent flow structures. To this end, we apply a horizontal Gaussian filter to291

the forcing to even out features finer than a prescribed smoothing scale s, and then ex-292

amine the sensitivity of the nonlocal acceleration to the smoothing. For more details on293

Gaussian smoothing, see Appendix B.294

5.1 Dependence on horizontal smoothing scale295

Figure 4 shows the cross sections of B, DV , DH and their filtered counterparts de-296

noted by (̃·). The column on the left repeats Figure 2a-c and the middle two columns297

illustrate results filtered with s = 0.9 and 2.4 km. The rightmost column includes the298

mean forcing profiles averaged over the 7 km × 7 km region—the same used for Figure 3—299

for selected values of s (results before smoothing are included and labeled as 100m). The300

corresponding contributions to vertical mass flux tendency are shown in Figure 5.301

As noted earlier, the buoyancy includes scales comparable to the size of the cloud302

in which the coherent structures are embedded (Figure 4a), thus exhibiting a robustness303

to smoothing (Figure 4b-c). Even with s = 2.4 km, the filtered buoyancy B̃ shows a304

pattern resembling the original snapshot before filtering. When these are horizontally305

averaged over the 7 km × 7 km region, the resulting profiles in Figure 4d are virtually306

indistinguishable from the original until s well exceeds 3 km. These findings hold for the307

buoyancy-driven tendency in Figure 5a-d as well. In addition, it is worth reiterating that308

the nonlocal dynamics applies not only horizontally but also vertically, as is demonstrated309

by the profiles in Figure 5d tending to be smoother than those of the buoyancy in Fig-310

ure 4d.311

In comparison with buoyancy, the dynamic contributions in Figure 4e-l and Fig-312

ure 5e-l include features of smaller scales hence are more susceptible to smoothing. While313

deviations of the filtered results become substantial for larger values of s (≳ 2.4 km),314

the mean profiles—especially for the vertical mass flux tendencies in Figure 5h,l—remain315

robust in both the horizontal and vertical.316

The dependence on smoothing of the total and individual contributions to the mass317

flux tendency is summarized in Figure 6 by showing ∥ρ0a(·)−ρ0a(̃·)∥2/∥ρ0a(·)∥2—the318

normalized root-mean-square (RMS) difference between the mean tendency profiles be-319

fore and after filtering—as a function of s. Here ∥·∥2 denotes the Euclidean norm, and320

the difference is normalized (using the norm before filtering) so that the value would not321
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Figure 4. The dependence of the buoyancy and dynamic forcing contributions to horizontal

smoothing. (a) The VVM snapshot of buoyancy B as in Figure 2a and (b-c) the horizontally-

smoothed buoyancy field B̃ using a 2-D Gaussian filter with smoothing scales s = 0.9 nd 2.4

km to remove the coherent turbulent structure embedded in the flow; the mean profiles of B

(black line) and B̃ (colored lines; for a few values of s in km) horizontally averaged over the 7 km

× 7 km box (see Figure 1a-b) are summarized in (d). (e-h) Same as (a-d) but for the dynamic

contribution DV by the vertical momentum flux convergence; (i-l) Same as (e-h) but for DH as-

sociated with horizontal momentum flux convergence. Note that in (d), (h) and (l) results before

smoothing are marked as 100m in the legend.

be impacted by the magnitude of individual contributions. For the selected case, filter-322

ing yields solutions with small deviations for the total tendency (black line) and buoy-323

ancy contribution (red line) while the dynamic terms (blue and green lines) are less ro-324

bust with substantially larger deviations. Despite the deviation is most notable for the325

DH -induced tendency, the magnitude of the tendency is small and thus tends to have326

a limited impact on the flow evolution.327

5.2 Cloud-size dependence and morphology328

Two important aspects have to be considered as we move from the selected exam-329

ple to a variety of instances of convection. First, the robustness of the mean tendency330

profiles seen in Figure 5d,h,l is not an artifact arising from the interaction between the331

convolution (̃·) and horizontal averaging (·). The smoothing scale s ∼ 3 km at which332

the deviations of the filtered solutions start to pick up is not sensitive to the size of the333

domain (e.g., 7 km × 7 km) over which the horizontal mean is computed (not shown).334

Instead, this threshold scale varies primarily with the forcing morphology as demonstrated335

by Figure 6: the threshold tends to be larger for forcing with a simple structure (e.g.,336

B in Figure 4a) while distributions having multiple extrema across a short distance (DV ,337
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Figure 5. Same as Figure 4 but showing the respective vertical mass flux tendency.

Figure 6. Normalized root-mean-square (RMS) differences between the mean profiles of the

VVM vertical mass flux tendency ρ0a(·) and the horizontally-smoothed tendency ρ0a(̃·), con-
tributed by the individual and total forcings. Here, the differences are normalized by the RMS of

the tendency profiles ρ0a(·) before smoothing. Note that the x-axis here showing selected values

of s is not on a linear scale.

DH in Figure 4e,i) tend to yield a smaller threshold. Second, the dependence on cloud338

size must be assessed.339

To address this, Figure 7 repeats the analysis displayed in Figure 6 for a collection340

of 185 cloud samples of different sizes identified in two LES timeslices that are 10 hours341

apart at t = 66 h 40 m and 76 h 40 m (see Appendix C for the identifying criteria and342
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Figure 7. Same as Figure 6, illustrating for an ensemble of clouds of different horizontal sizes

(see Appendix C for the measure of size). The light red lines show the dependence of the normal-

ized RMS difference on the smoothing scale for individual cloud instances whose size is in the top

10% (≥ 7.8 km), while the results for the bottom 10% (≤ 0.8 km) are in light blue. The thick red

and blue lines represent the respective means for each category.

the proxy used to measure the cloud size). The normalized RMS differences for the ten-343

dency contributions are shown as a function of the smoothing scale for individual clouds344

in the top (light red lines) and bottom 10% (light blue lines) of the size distribution, to-345

gether with their respective means for each size group (thick red/blue lines; the 10th-346

and 90th-percentiles of the cloud size are 0.8 and 7.8 km). The total and buoyancy con-347

tributions tend to exhibit smaller differences due to smoothing than do the dynamic con-348
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tributions; and larger cloud objects systematically yield smaller differences than smaller349

ones. While fine-scale variations not accounted for by the size proxy can give rise to de-350

viation from the mean, results here are consistent with our intuition built upon earlier351

illustrations.352

6 Summary and Discussion353

Under the anelastic framework, this manuscript examines the vertical acceleration354

field mediated by the nonlocal perturbation pressure. The buoyancy and dynamic con-355

tributions to the acceleration are diagnosed in an LES of 100-m horizontal grid spacing356

that simulates a variety of convective features. For these, the buoyancy contribution a(B)—357

known as the effective buoyancy (Davies-Jones, 2003)—tends to dominate the evolution358

of the mean flow while interacting with the effective dynamic acceleration a(DV ) (Y.-359

H. Kuo & Neelin, 2024a) of a comparable magnitude driven by the convergence of ver-360

tical momentum flux. The contribution a(DH) associated with divergence of horizon-361

tal momentum fluxes, in contrast, is at least an order smaller in magnitude thus only362

has a limited impact on the mean flow.363

Results compiled with cloud objects sampled from the LES indicate that the di-364

agnosed contributions to the vertical acceleration tend to be robust to horizontally fil-365

tering out fine-scale variations embedded in the flow. Because larger convective entities366

include coherent structures of larger scales than do smaller clouds, the nonlocal accel-367

eration resulting from larger entities is less susceptible to the smoothing. This is demon-368

strated by the mean acceleration profiles for selected deep-convective cases exhibiting369

little variation, measured in root-mean-square differences, before and after the horizon-370

tal filtering until the smoothing scale exceeds a threshold of ∼ 3 km. As expected, the371

threshold is systematically smaller for convective features of smaller sizes though devi-372

ations from the mean may be seen among individual instances. Also, dynamic contri-373

butions exhibit more sensitivity to smoothing than the buoyancy contribution. Although374

we have focused on the mean tendencies over convective regions, the effect of smaller-375

scale eddies on tracer transport cannot be overlooked (Jeevanjee & Zhou, 2022; Jenney376

et al., 2023); the scales associated with coherent flows noted here could facilitate a more377

consistent treatment for partitioning the mean-flow and eddy contributions.378

While the analysis framework in this manuscript is purely diagnostic, it could aid379

in understanding convective processes for simplified representations in GCMs and GSRMs.380

Y.-H. Kuo and Neelin (2024b) have illustrated that the approximation ∂tw ≈ a(B) +381

a(DV ) [i.e., omitting a(DH)] in time-varying solutions for convective updraft tends to382

spawn off a chain of rising thermals especially in the upper part of the updraft—results383

here support the use of such approximation. It follows as a corollary that steady plumes384

are unlikely to be an effective description for convective drafts. Apart from contribut-385

ing to the overall mixing, the spontaneously-generated thermals can also act as a source386

of gravity waves in a manner that differs from a steady-updraft solution for parameter-387

ized processes such as gravity wave drag (Kim et al., 2003; Beres et al., 2004; Alexan-388

der et al., 2021). More generally, the representations of moist/shallow convection in a389

GCM or GSRM should begin to move away from typical steady-state assumption, or to390

at least consider these time-dependent aspects.391

In addition, horizontal size has recently been recognized as a key factor distinguish-392

ing small cloud embryos that grow into deep convection from those do not (Powell, 2024).393

A greater embryo size favors convective growth by simultaneously reducing entrainment394

mixing and enhancing the nonlocal effects (Y.-H. Kuo & Neelin, 2024a); solutions here395

can help discern the relative importance of these two pathways. Including a background396

wind shear or vorticity can substantially alter the flow evolution (Peters et al., 2019; LeBel397

& Markowski, 2023; Peters et al., 2023) but its interaction with the nonlocal dynamics398

will be an endeavor for future work. The onset of convective aggregation is another sub-399
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ject of interest for which the up-gradient transport of boundary layer moist static en-400

ergy (MSE) due to virtual temperature effect is a leading contribution (Yang, 2018; Huang401

& Wu, 2022); diagnoses presented here might provide useful ways to quantify the trans-402

fers of MSE helping clarify the mechanism.403

In light of the results, the point here is not so much about a particular threshold404

scale, but that aspects of the evolution of convection can be represented without fully405

resolving the turbulent flow. This inherent feature of the anelastic nonlocal dynamics406

previously noted in theoretical studies such as Tarshish et al. (2018), Y.-H. Kuo and Neelin407

(2022), and Davies-Jones (2022) now has an LES underpinning supporting process-level408

modeling of convection for GCMs and GSRMs.409

Appendix A An alternative diagnostic equation for (p, T )-system410

This work relies on the VVM LES in which (π, θ) is used in lieu of pressure p and411

temperature T (Jung & Arakawa, 2008), and thus our presentation of the nonlocal di-412

agnostic equation follows the same approach. The corresponding equation for the alter-413

native (p, T ) anelastic system has been covered in Y.-H. Kuo and Neelin (2024a) which414

is included for completeness:415

∂t(ρ0w) = ∇−2∇2
h

[
ρ0B −∇ · (ρ0uw)

]
+∇−2D′

H , (A1)

where416

D′
H ≡ ∂z

[
∂x∇ · (ρ0uu) + ∂y∇ · (ρ0uv)

]
. (A2)

The operator L defined via Equation 2 is replaced by a 3-D Laplacian ∇2 here with ∇−2
417

denoting solving the Poisson equation. While the change of variables yields simpler ex-418

pressions, it does not inherently alter the nonlocal dynamics.419

Appendix B Gaussian smoothing420

To test the robustness of the nonlocal acceleration, in Section 5 we apply a hor-421

izontal convolution to filter out fine-scale features of the flow (similar to the smoothing422

procedure in Shchepetkin & McWilliams, 1998). Specifically, for a variable f(x, y, z) of423

interest, the filtered field is given by424

f̃(x, y, z) ≡
∫∫

G(x′, y′)f(x− x′, y − y′, z)dx′dy′, (B1)

where425

G(x, y) ≡ 1

2πσ2
e−(x2+y2)/2σ2

(B2)

is the 2-D Gaussian kernel. For a given σ > 0, G(x, y) drops to ∼ 1% of its peak value426

for r ≡
√

x2 + y2 ≈ 3σ. Hence features smaller than the smoothing scale s ≡ 6σ tend427

to be filtered out by the convolution—s is used as a measure for the horizontal smooth-428

ing for results included in Section 5.429

Note that convolution is a linear operation, thus preserves the relation between the430

forcing and acceleration contributions, i.e., a(̃·) = ã(·). For instance, applying a Gaus-431

sian filter with s = 0.9 km to the ρ0a(B) illustrated in Figure 5a would yield a smoothed432

solution ρ0ã(B) that is identical to the ρ0a(B̃) in Figure 5b; the identity holds for the433

DV and DH contributions as well. In principle, this property holds for other linear fil-434

ters among which the boxcar filter corresponding to coarse-graining may be of interest.435

Nonetheless, we note that (1) the Gaussian smoothing and coarse-graining should yield436

similar results; and (2) the spectral property of the boxcar function could produce spu-437

rious computational artifacts when the filtering is followed by solving an elliptic equa-438

tion. As such, the Gaussian smoothing is used for simplicity.439
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In Figures 4-7, the filtered results are computed by first evaluating B, DV , DH via440

Equations 3-4 and 6 using the LES output, and then applying the Gaussian smoothing.441

An alternative procedure—as is commonly applicable to considerations of subgrid-scale442

representations (Leonard, 1975; Moeng, 1984)—applies the Gaussian smoothing to the443

LES output before computing the forcings. This yields444

D̃V

′
≡ − 1

ρ0
∇ · (ρ0ũw̃),

D̃H

′
≡ ∂

∂z

{
1

ρ0

[
∂x∇ · (ρ0ũũ) + ∂y∇ · (ρ0ũṽ)

]}
,

(B3)

which can subsequently be substituted into Equation 4 in lieu of DV , DH to solve for445

the acceleration contributions (for completeness, buoyancy is omitted from Equation B3446

since its expression does not include nonlinear terms, hence filtering first does not alter447

the outcome). It is worth noting that the two filtering procedures yield reasonably con-448

sistent outcomes, as demonstrated in Figure B1 which compares the two procedures by449

showing results for the primary contribution B +DV .450

Figure B1. Differences in the smoothed forcing and vertical mass flux tendency due to the

filtering procedures. (a-d) Smoothed variables by applying the filter after evaluating B+DV from

the raw LES output. (e-h) The corresponding results computed by applying the filter first using

Equation B3. (i-l) Respective differences between (a-d) and (e-h).

In Figure B1, the first row includes the smoothed forcing and vertical mass flux ten-451

dency computed by applying the filter after evaluation (i.e., the same procedure for Fig-452

ures 4-5) while the second row exhibits results for applying the filter first (that is, Equa-453

tion B3); their differences are illustrated in the bottom row (e.g., Figure B1i shows the454

difference between panels a and e). In short, while the deviation tends to increase with455

the smoothing scale, the outcome demonstrates only a modest sensitivity to the filter-456

ing procedures.457
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Appendix C Identifying cloud objects458

To infer the relationship between feature size and the robustness of the nonlocal459

dynamics to smoothing, we identify cloud objects from the LES timeslices and diagnose460

for each cloud object the buoyancy and dynamic contributions to vertical flow acceler-461

ation. The identifying criteria are as follows.462

Recall in, e.g., Figure 1a,b that mature clouds with extensive anvils are not nec-463

essarily associated with a strong buoyancy or flow velocity. Hence to focus on cases pre-464

senting strong forcings, we define a (liquid) cloud object as a connected component of465

qℓ > 0 in which w > 5 m s−1 for at least one LES grid point. Each object identified466

this way is then enclosed by a rectangular column; denoting by A the minimal horizon-467

tal area of such columns with which
√
A is used as a proxy for the object size. This proxy468

is used to compile the cloud size distribution for the statistics shown in Figure 7 for which469

the mean mass flux tendencies ρ0a(·) are averaged over the minimal horizontal area A.470
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Figure S1. Snapshots similar to Figure 1 in the main text, but for ! = 76 h 40 m into the VVM 
simulation. (a) OLR and (b) buoyancy at # = 5 km. A developing deep-convective cloud occurs at 
the boxed location in (a-b) for which the mixing ratios of condensate species at $ = 90 km are 
shown in (c), including the cloud liquid water %ℓ (gray shading in g kg-1), ice %" (green contours for 
%" = 0.1 g kg-1), and rain drops %# (light blue and hatching for %# exceeding 0.1 and 1 g kg-1, 
respectively).The cloud instance in (c) is examined in subsequent Figures S2-S3. The 
black/magenta square in (a-b) marks a region of 5 km x 5 km in the horizontal and is used to 
define the mean tendency (⋅))))) in Figure S3. 

 
Figure S2. Cross sections similar to Figure 2 in the main text, but for the deep-convective case 
highlighted in Figure S1c, showing the buoyancy and dynamic forcings that yield the nonlocal 
vertical acceleration, including contributions by (a) the buoyancy (*), (b) the vertical (+$) and (c) 
horizontal momentum flux divergence (+%); the respective vertical mass flux tendencies ,&-(*),	
,&-(+$), and ,&-(+%) are in (d-f). Cross sections here are sampled from $ = 90 km, with the 
black/green contours marking the liquid/ice cloud boundaries as shown in Figure S1c.  
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Figure S3. The individual and total contributions to the vertical mass flux tendency horizontally 
averaged over a 5 km x 5 km region (see the black/magenta square in Figure S1a,b). Solutions 
here are for the same case illustrated in Figure S2. 

 


