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Abstract

Mesoscale eddies, generated by lateral gradients in salinity and temperature in the Arctic marginal ice zone (MIZ), are known

to modulate the melting of sea ice in this region. Yet, it remains unclear if eddies also modify sea ice growth during the freezing

season. Here, we use a set of idealized simulations to explore the sea ice growth above an eddying ocean. In the presence of

eddies, mixing of the surface temperature and salinity fields induce heterogeneity in the heat and salt fluxes at the ice-ocean

interface, ultimately imprinting heterogeneity on the sea ice thickness. A stronger eddy field imprints more heterogeneity in

the sea ice thickness. More heterogeneity in the sea ice pack would likely impact the current and future evolution of the sea ice

conditions in the Arctic, where a rapid transition towards an open-ocean regime is ongoing.
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Key Points:6

• Mesoscale ocean eddies imprint heterogeneity on the sea-ice thickness during the7

freezing season.8

• Eddies induce heterogeneity in the sea-ice thickness by locally changing the heat9

and salt fluxes at the ice-ocean interface.10

• An increase in the eddy field intensity leads to an increase in the sea ice hetero-11

geneity.12
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Abstract13

Mesoscale eddies, generated by lateral gradients in salinity and temperature in the Arc-14

tic marginal ice zone (MIZ), are known to modulate the melting of sea ice in this region.15

Yet, it remains unclear if eddies also modify sea ice growth during the freezing season.16

Here, we use a set of idealized simulations to explore the sea ice growth above an eddy-17

ing ocean. In the presence of eddies, mixing of the surface temperature and salinity fields18

induce heterogeneity in the heat and salt fluxes at the ice-ocean interface, ultimately im-19

printing heterogeneity on the sea ice thickness. A stronger eddy field imprints more het-20

erogeneity in the sea ice thickness. More heterogeneity in the sea ice pack would likely21

impact the current and future evolution of the sea ice conditions in the Arctic, where22

a rapid transition towards an open-ocean regime is ongoing.23

Plain Language Summary24

Lateral variations of salinity and temperature in the Arctic Ocean caused by the melt-25

ing or freezing of ice can result in ocean eddies (vortex-like features up to ∼ 100km in26

size). Previous studies have focused on how these eddies affect sea ice melting. However,27

it is not clear if eddies also play a role when the ice forms. Here, we use numerical sim-28

ulations to see how these eddies influence the growth of sea ice. Eddies affect the tem-29

perature and salinity distributions at the ocean surface, which, in turn, modulate the thick-30

ness of sea ice as it forms. This eddy effect in the sea ice is important because it could31

impact the transitional zone between the open ocean and ice covered Arctic. Understand-32

ing these eddy-sea ice interactions is crucial to better understand the current and future33

states of the Arctic sea ice as it transitions to an summer ice free ocean.34

1 Introduction35

The Arctic sea ice thickness varies on a large variety of spatial and temporal scales36

ranging from a few meters to hundreds of kilometers and from days to several years (Lewis37

& Richter-Menge, 1998; Mcnutt & Overland, 2003), making sea ice fundamentally het-38

erogeneous (Webster et al., 2022). On one hand, the variability at large-scale (O > 100km)39

in sea ice thickness is driven by the atmospheric forcing and large-scale ocean dynam-40

ics (Mcnutt & Overland, 2003; Morison et al., 2006; Halloran et al., 2020). On the other41

hand, the spatial and temporal variations at small scales (O < 100km) are dictated by42

atmospheric synoptic processes (Aue et al., 2022), lateral heat transport by eddies be-43

tween the open ocean and ice-covered areas, and local sea ice advection by eddies (Cas-44

sianides et al., 2021; Gupta et al., 2020; Horvat & Tziperman, 2018). However, the source45

of spatial variability arising from oceanic small-scale processes (i.e. eddies) during the46

sea ice freezing season is yet to be fully characterized.47

Eddies have been observed across the Arctic Ocean since the 1980s (Johannessen48

et al., 1987; Manley & Hunkins, 1985). Eddies are particularly prominent in the marginal49

ice zone (MIZ), the regions of transition between ice-free and ice-cover conditions char-50

acterized by sea ice concentrations between 15 and 80% (Kozlov et al., 2020). This is be-51

cause the MIZ is also characterized by large lateral temperature and salinity gradients52

at the ocean surface, which fuel the generation of instabilities resulting in the formation53

of eddies (Brenner et al., 2020; Manucharyan & Thompson, 2017; Lu et al., 2015). Ed-54

dies in the Arctic range from a few hundred meters to tens of kilometres (submesoscale55

- mesoscale ranges). They can have a significant influence on the local mechanical and56

thermodynamical behaviour of sea ice, particularly in the MIZ (Manucharyan & Thomp-57

son, 2022), where they can locally modulate heat transport and vertical flux under sea58

ice, and thus the sea ice melt rates (Appen et al., 2018; Cassianides et al., 2023). Since59

there is a limited amount of in situ observations of the eddies under sea ice, many stud-60
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ies have used idealized simulations to better understand sea ice-eddy interactions. Some61

of these studies have shown the critical role eddies play in the melting of ice through the62

entrainment of warm subsurface waters into the mixed layer, enhanced Ekman-induced63

vertical motion of warm waters to the surface, and lateral mixing and advection of warm64

waters below sea ice (Gupta et al., 2020; Horvat & Tziperman, 2018; Manucharyan &65

Thompson, 2017). While these studies have focused on the effect ocean eddies have on66

sea ice melting, here we focus on the role eddies have in sea ice growth over the freez-67

ing season and their capacity to generate sea ice heterogeneity, specifically the spatial68

variability of the sea ice thickness.69

In the present study, we use a hindcast performed with a very high-resolution model70

and a set of idealized simulations with different eddy fields forced with an idealized sea-71

sonal cycle to investigate the response of the ice thickness to the presence of eddies in72

the MIZ at the time of sea ice formation and over the freezing season.73

2 Methods74

The present study uses the output from two configurations: (i) “SEDNA” (Sea ice-75

EDdy resolving ocean paN-Arctic), a state-of-the-art pan-Arctic ocean-sea ice model (Ta-76

landier & Lique, 2023) and (ii) an idealized channel configuration. Both configurations77

are based on NEMO (Madec et al., 2022), coupled with a sea ice model (SI3; NEMO Sea78

Ice Working Group, 2022). SEDNA has a 1/60◦ horizontal resolution (which corresponds79

to ∼ 800m in the Arctic Basin) and 150 vertical levels. SEDNA starts from rest with80

an initial state based on the World Ocean Atlas 2009 (Locarnini et al., 2010) and is forced81

hourly with the ERA5 atmospheric reanalysis (Hersbach et al., 2020) over 2009–2015.82

We only look at the last year of the simulation (2014) to allow for an initial spinup. The83

setup used for the idealized simulations consists of a zonally reentrant channel that spans84

1000 km zonally, 500 km meridionally, and 800 m in depth. The horizontal resolution85

is 2 km and the vertical has 100 levels with variable spacing that increases from 0.5 m86

at the surface to 18 m at the bottom. This resolution was chosen to resolve mesoscale87

features arising from baroclinic instabilities prescribed in the initial conditions. To limit88

the length scales of the flow, a logarithmic bottom drag is implemented. We use an f -89

plane approximation at around 80◦N, a scale-aware velocity dependent bi-harmonic isopy-90

cnal tracer diffusivity, and a bi-harmonic horizontal viscosity. The vertical mixing is based91

on the turbulent kinetic energy closure from Blanke & Delécluse, 1993. The idealized sim-92

ulations are forced by a daily climatology built from ERA5 over the period 1979 to 202193

of shortwave radiation, longwave radiation, and air temperature over the Arctic (north94

of 80◦N). This forcing is spatially constant, and it does not include wind forcing. Forc-95

ing seasonally allows the retreat and formation of sea ice during summer and winter, re-96

spectively. The fluxes between the ice-ocean-atmosphere are computed using the NCAR97

bulk formula (Large & Yeager, 2009).98

We perform a set of three spin-down experiments based on the idealized channel99

configuration to better understand the dependence of the ice on the presence and inten-100

sity of an eddy field. The first simulation (referred to as “no front”) is initialized with101

horizontally uniform temperature and salinity fields. The vertical profile defined with102

a hyperbolic tangent, resembles a characteristic winter profile of the Arctic, where salin-103

ity dominates the stratification (β-ocean; Carmack, 2007), with a halocline separating104

the fresher and colder mixed layer from the saltier and warmer water below (Fig. S1a).105

The structure of the initial conditions for all the simulations is shown in Figure S1. The106

weak and strong front experiments are initialized with the same vertical profile as the107

no front experiment, but the temperature and salinity are redistributed meridionally to108

create a frontal structure that extends down to 75 m depth. This tracer redistribution109

preserves the same initial mean temperature and salinity across the different simulations.110

The intensity of the front was chosen to match typical sea surface temperature (SST)111

and salinity (SSS) differences between the ice covered region and the open ocean in the112
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MIZ (∼ 1.3◦C and ∼ 1 psu) found in the Arctic MIZ. The “strong front” experiment113

is initialized with this front, where cold and fresh water covers the northern half of the114

domain (Fig. S1c). The “weak front” experiment is analogous to the strong front, but115

the intensity of the front is scaled by a factor of 0.5 (0.65◦C and 0.49 psu; Fig. S1b).116

All the idealized simulations are initialized on May 1st with a sea ice thickness of117

1 m over the entire model domain. The temperature and salinity fields include noise in118

the top 75 m to seed baroclinic instability. The idealized simulations are run for two years119

and the analyses presented hereafter comprise the freezing season of the second year of120

the simulation between September and December. The simulated length scales during121

the second year are proportional to the Rossby radius which is ≈ 10 km in all three sim-122

ulations. These Rossby deformation radii are comparable to those found in the Arctic123

Ocean (Nurser & Bacon, 2014), and are fully resolved by the model resolution.124

3 Heterogeneity of sea ice in a mesoscale resolving realistic model125

Satellite images and high-resolution models have revealed abundant signatures of126

oceanic eddies in the Arctic sea ice (Cassianides et al., 2021; Kozlov et al., 2020; Manucharyan127

& Thompson, 2017). One example of this is visible in the sea ice thickness of October128

2014 (at the beginning of the freezing season) from SEDNA. The spatial structure of sea129

ice is characterized by numerous eddies and filaments of different scales characteristic130

of oceanic eddies (Fig. 1a). Such features are up to 100 kilometres wide and persist for131

several days (Fig. 1d). SSS (Fig. 1b) and SST (Fig. 1c) show a similar rich mesoscale132

and submesoscale eddy field near the sea ice edge. Furthermore, the sea ice edge and sea133

ice thickness resemble the eddying structures observed in both the SSS and SST. In or-134

der for the sea-ice to reproduce these patterns, it is necessary that the sea ice is advected135

and/or formed within these structures. Additionally, these spatial patterns can be fur-136

ther modified by a combination of atmospheric and oceanic processes during the sea ice137

freezing period. For example, spatially variable radiative and freshwater fluxes will seed138

heterogeneity in the SST and SSS. This heterogeneity can then be mixed and stirred by139

eddies, increasing the spatial heterogeneity at the ocean surface. Once the surface reaches140

the freezing point and ice is formed, sea ice can then be advected by winds and ocean141

currents. All these processes are captured by the high-resolution hindcast shown in Fig.142

1 and likely contribute to the sea ice thickness heterogeneity captured by the model. How-143

ever, due to the complexity and entangled nature of these processes, quantifying their144

individual contributions remains challenging. Our approach to understand the specific145

role of eddies on the sea ice formation is to isolate the processes due to eddies, in a sim-146

plified dynamical system, without spatial variability in the atmospheric forcing nor wind147

forcing. Note that this idealized configuration resolves similar oceanic scales and features148

as those captured by the high-resolution model (Fig. 2 and S1), and allows us to focus149

on the impact eddies have on the heterogeneity of sea ice.150

4 The role of eddies in the generation of sea ice heterogeneity151

As in SEDNA, the idealized simulations with eddies (weak front and strong front)152

show a spatially heterogeneous sea ice thickness from September 20th onwards (Fig 2).153

Here again, the newly formed sea ice resembles the eddying features at the ocean sur-154

face. On the 15th of September, the no front experiment shows a homogeneous temper-155

ature field approximately 1◦C above the freezing point. At the same date, the other ex-156

periments (weak and strong fronts) show a pronounced SST meridional gradient, where157

the northern part of the domain is close to the freezing point and the southern part is158

around 1.5◦C warmer than the freezing point. As time progresses (successive rows of Fig.159

2), the SST in the no front experiment reaches the freezing point in a couple of days and160

a homogeneous layer of ice forms, covering the full domain in one day (Fig. 2a). In con-161

trast, the weak and strong front experiments show an SST and ice thickness rich in ed-162
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a) Ice Thickness b) Sea Surface Salinity c) Sea Surface Temperature
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0.00 0.15 0.30 m 30 32 psu 1.8 1.6 C

Figure 1. Snapshot of a) sea ice thickness (m), b) sea surface salinity (psu), and c) sea sur-
face temperature (◦C) on October 23, 2014 from SEDNA. Panels d, e, and f show two snapshots
of the same quantities zoomed in the cyan box in panels a-c for October 23 2014 and November 2
2014. In panels d, e, and f the solid line contour shows the 15% ice concentration and the dashed
line the 80% ice concentration.
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dying features. In those, sea ice takes up to 14 days to fully cover the domain, since sea163

ice forms earlier or later over the colder and warmer SST regions, respectively (Fig. 2b,164

c, e, and f). Over time, sea ice thickness resembles these eddying features in the regions165

where the ocean surface has reached the freezing point. In other words, the presence of166

eddies makes the formation of ice spatially variable and the spatial length scale of the167

newly formed sea ice resembles the ocean mesoscale length scale.168

The forcing of our idealized simulations does not include winds, nor any spatial het-169

erogeneity in the atmospheric temperature and radiative fluxes. As such, sea ice hetero-170

geneity can only be driven by heterogeneity arising during its formation or by eddy ad-171

vection. At the initial stage, it arises necessarily from the heterogeneity in the ocean tem-172

perature and freezing point. The spatial variability of SSS and SST, quantified as their173

spatial standard deviation, describes where and when new ice will grow and the poten-174

tial heterogeneity imprinted by the ocean state into the sea ice. The distributions of ice175

thickness, SST, and SSS are shown in Figure 3 for each experiment for the same dates176

as in Figure 2. Between September 15th and September 25th, the mean distributions of177

ice thickness, SST and SSS for the no front experiment show a narrow spread and a neg-178

ligible standard deviation of 3 × 10−3 m in ice thickness, 7 × 10−3◦C in SST, and 5 ×179

10−3 psu in SSS. In other words, there is a homogeneous response of the ice thickness180

and ocean surface properties. During the ice growth period, sea ice in the no front sim-181

ulation behaves as a slab of ice, and an increase in sea ice thickness results in a spatially182

constant SSS increase due to a homogeneous brine rejection across the domain. The weak183

front experiment has a wider distribution of SST and SSS compared to the no front ex-184

periment over the same period. The larger spread is a consequence of the advection and185

mixing of tracers by eddies, since eddies are well known to displace fluid parcels across186

large distances and enhance mixing of tracers (Montgomery, 1940). This signature lasts187

for several days until all the available heat is extracted from the mixed layer and the SST188

reaches the local freezing point. Synchronously, the SSS distribution shifts towards saltier189

values as sea ice forms and brine is rejected. The weak front experiment exhibits a larger190

mean standard deviation than the no front one (0.02 m in ice thickness, 0.02◦C in SST,191

and 0.3 psu in SSS; Fig. 3). Finally, the experiment with a strong front has the widest192

distribution and the largest mean standard deviation in ice thickness (0.03 m), SST (0.03◦C),193

and SSS (0.4 psu). Overall, the different experiments reveal that the heterogeneity of194

ice thickness is larger in the presence of a stronger eddy field.195

In November and December, several months after the domain is fully covered by196

ice, the spatial variability in SST, SSS, and ice thickness retains a larger standard de-197

viation in the presence of eddies in the weak and strong front experiments (Fig. 3; bot-198

tom rows). The strong front is still the experiment with the largest spatial variability199

and the initial heterogeneity imprinted at the beginning of the season is retained over200

the winter season. The presence of heterogeneity in the SST and SSS induces heterogene-201

ity in the heat and salt fluxes at the ocean-ice interface. This is examined in the follow-202

ing section.203

5 The role of the ocean-ice flux in setting up ice heterogeneity204

At the beginning of the freezing season, the spatially heterogeneous ocean surface205

experiences cooling and thus regions where the SST is at the freezing point will use the206

additional heat flux lost to the atmosphere to grow ice. This is followed by brine rejec-207

tion that increases the salt flux at the ice-ocean interface. After sea ice has started to208

form, an increase in SSS lowers the local freezing point and creates a feedback loop of209

cooling and brine rejection. This ice-ocean feedback in the presence of eddies produces210

a spatially variable freezing point under sea ice that makes spatially variable the heat211

and salt fluxes at the ocean surface throughout the freezing season.212
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Figure 2. Sea surface temperature deviation from the local freezing point (a,b, and c, in
◦C) and ice thickness (d,e, and f, in m) for the three idealized experiments. The different rows
show snapshots of the second-year simulation on the 15th of September, 20th of September, 25th
of September, and 12th of October. The time evolution of the no front simulation is shown in
columns a and d, the weak front in columns b and e, and the strong front in columns c and f.
The blue lines in columns a, b, and c indicate the 0% ice concentration contour and the north of
the domain is indicated with the compass.
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The heat and salt fluxes at the ice-ocean interface depend on the mechanisms of213

sea ice growth: basal growth, new ice formation in open ocean, and snow ice formation.214

Since the experiments exclude snow processes, the only fluxes during the freezing period215

are the open water formation and basal growth. The open water heat and salt fluxes (Fig.216

4c and d) are different from zero when the ocean surface is in direct contact with the at-217

mosphere and near the freezing point, at the beginning of the freezing season (15th of218

September). Figure 4c and d shows that the salt and heat fluxes in open water are only219

important during a short period (∼ 1 month in October). Moreover, the spatial vari-220

ability of these fluxes (shading in Fig. 4) increases with the intensity of the front. For221

example, the mean spatial standard deviation of the open water salt flux over the open-222

water ice-growth period (15th of September - 15th of October) is 5.37×10−8kg m−2s−1
223

for the no front experiment, 22.06×10−8kg m−2s−1 for the weak front experiment, and224

26.75×10−8kg m−2s−1 for the strong front experiment (Figure 4a). Analogous to the225

open water salt flux, the variance of the open water heat fluxes at the beginning of the226

freezing season is highly dependent on the ocean state. Overall, the no front experiment227

has the weakest spatial variations in both the salt and heat fluxes since the full domain228

responds at the same time, however, some important oscillations in the heat flux are vis-229

ible. They are a numerical artifact, consequence of the model forming ice as a step-like230

function (Fig. 4d). The spatial heterogeneity in the salt and heat fluxes links the het-231

erogeneity of an eddying ocean state to the ice thickness and accounts for all the feed-232

backs with the atmosphere (e.g. variable albedo and solar penetration).233

Once the domain is partially or fully ice-covered, the largest fluxes at the ocean-234

sea ice interface correspond to basal growth. In our configuration, the transition between235

sea ice growth in open water to basal growth occurs at the end of October, and the basal236

growth fluxes reach a maximum in November after the full domain is covered by ice. Sim-237

ilar to the open water fluxes, the standard deviation of the heat and salt flux from ice238

bottom growth shows a larger spatial standard deviation in October in the presence of239

eddies (Fig. 4e and f). After November, the standard deviations of the basal growth salt240

and heat fluxes decrease and converge in all experiments, to ∼ −1.5×10−6kg m−2s−1
241

and −23Wm−2, respectively. This behavior reveals that the fluxes become more homo-242

geneous as the sea ice conditions become thicker and more concentrated, since in all the243

simulations, surface eddies are strongly dissipated by the presence of sea ice during win-244

ter. Furthermore, the ice formation reaches a stable growth rate due to the spatially con-245

stant atmospheric forcing. The interplay between the fluxes from the open water and246

basal growth imprints the heterogeneity in the ice during the freezing season, empha-247

sizing the critical role of ocean variability at the ice-ocean interface.248

6 Discussion and Conclusions249

The set of spin-down experiments, with varying intensities of the eddy field, shows250

an increase in the heterogeneity of sea ice depending on the intensity of the eddy field.251

Without eddies, ice formation is very fast, whilst, in the presence of eddies the ice for-252

mation starts a few days earlier, but it is slower lasting up to 14 days. Eddies are known253

to laterally transport heat and salt (Bashmachnikov et al., 2023; Fine et al., 2018). Thus,254

mixing of sea surface temperature and sea surface salinity by eddies, in addition to the255

ocean-atmosphere feedbacks responsible for determining the amount of ocean heat loss256

during the freezing season and the freezing point temperature, results in heterogeneous257

fluxes at the ocean surface. Therefore, eddies are able to imprint heterogeneity in the258

sea ice thickness during the freezing season. Although ice thickness is more spatially het-259

erogeneous in the presence of eddies, there is only a negligible difference of the total sea260

ice volume between the simulations, because the climatological atmospheric forcing (same261

in all the experiments) is the main forcing determining the sea ice volume at the end of262

the season. This is despite a shallower mixed layer, a weaker stratification, and a warmer263
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Figure 4. Salt and heat flux and their major components at the ocean surface for the three
experiments: no front (blue), weak front (magenta), and strong front (orange). a) Total ice-ocean
salt flux. b) Total heat flux at the ice-ocean interface. c) Ice-ocean salt flux in open water, which
only includes the fluxes where new ice grows in open water areas. d) Heat flux used for open
water ice formation. e) Ice-ocean salt flux from ice growth at the bottom. f) Heat flux used for
bottom ice growth. Negative salt fluxes correspond to salinification and ice growth, while positive
values are associated with freshening and ice melt. Negative heat fluxes correspond to cooling of
the ocean surface, while positive values are associated with warming of the ocean surface. The
shaded areas correspond to the spatial variance of each variable. The over-line between the 15th
of September until the 15th of October indicates the open-water ice-growth period.
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subsurface layer below the mixed layer due to enhanced mixing in the presence of ed-264

dies (not shown).265

Our idealized simulations provide evidence that the ice can retain a memory of the266

ocean heterogeneity for several months after the time of formation. In fact, the hetero-267

geneity of sea ice in snapshots during the melting season of the following year still re-268

tains some of this initial heterogeneity (not shown). The persistence of heterogeneity with269

similar length scales to oceanic eddies over the freezing season can be hypothesized to270

make the ice more brittle and prone to deform under atmospheric stress. It is interest-271

ing to note that the sea ice deformations observed by Rampal et al. (2008), for exam-272

ple, have a characteristic spatial scale of ∼10km, which is comparable to the eddy spa-273

tial scale and their imprint on sea ice, through the mechanisms occurring at the time of274

sea ice formation described for the first time here. Thus, understanding the interactions275

between oceanic eddies and the sea ice heterogeneity is critical to better understanding276

variations of the Arctic sea ice conditions and their evolution.277

The Arctic sea ice cover has declined dramatically since the 1990s due to the rapid278

warming of the Arctic, as a consequence of anthropogenic forcing (Intergovernmental Panel279

on Climate Change (IPCC), 2022). As ice cover is declining, the Arctic is transitioning280

towards a seasonally ice-free regime (Crawford et al., 2021). Under this new paradigm,281

the ocean will experience a change in mechanical energy input and lateral temperature282

and salinity gradients at the ocean surface during ice-free seasons, resulting in an inten-283

sification of the ocean mesoscale and submesoscale fields (Li et al., 2024; Martin et al.,284

2014; McPhee, 2013). Our analyses suggest that an increase in the intensity of the eddy285

field results in a larger spatial variability in sea ice thickness over the freezing season.286

Therefore, characterizing the impacts eddies have in the sea ice thickness heterogeneity287

is crucial to better represent the interactions between the ice and the ocean and likely288

to better understand the transition towards a more energetic summer ice-free Arctic. The289

current generation of climate models lacks the resolution to represent eddy-sea ice in-290

teractions in the Arctic, therefore, including these interactions could reduce the uncer-291

tainties associated with the prediction of climate change in the Arctic.292

Finally, our results show the importance of resolving the eddy field underneath form-293

ing sea ice. While the atmosphere is thought to be the main source of sea ice heterogene-294

ity, here we show that eddies also play a role in setting up this heterogeneity. This eddy-295

driven heterogeneity is expected to occur in conjunction with other sources of hetero-296

geneity, such as heterogeneity in the atmosphere, radiative fluxes, surface waves, and sea297

ice advection by winds. Thus, the relative importance of the eddy-induced heterogene-298

ity discussed in this paper, and the feedback with other processes should be further ex-299

plored. Missing processes such as winds and spatially varying radiative fluxes could gen-300

erate instabilities and thus imprint further heterogeneity on sea ice (Gupta & Thomp-301

son, 2022). Our results focus on the Arctic Ocean, however, eddies in the Southern Ocean302

stand to impact the heterogeneity of the Antarctic sea ice through the same processes.303

Further research is required to describe and quantify the impact of eddies in high-resolution304

climate simulations, in addition to the joint impacts and contributions of eddies and winds305

in the heterogeneity of the Arctic sea ice and their preconditioning in the sea ice defor-306

mation.307

7 Open Research308

The idealized model configuration, the surface temperature, surface salinity, and309

fluxes of the model are described and publicly available at https://github.com/josuemtzmo/310

Ice formation and https://doi.org/10.5281/zenodo.10205736 respectively. All anal-311

yses and figures in this manuscript are reproducible via Jupyter notebooks and instruc-312

tions can be found in the GitHub repository Ice formation (https://github.com/josuemtzmo/313

Ice formation).314
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Figure S1. Initial conditions for the three idealised experiments with different frontal inten-

sities: a) no front, b) weak front, and c) normal front. The background profile contains fresh

and cold water at the surface. All simulations have the same mean temperature and salinity

over the domain, however, the temperature and salinity fields are redistributed meridionally over

the first 75 m depth for the weak front and normal front to form a baroclinically unstable front.

Contours show isotherms for each simulation. Panels d), e), and f) show the surface kinetic

energy averaged over the second year for each simulation.
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