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Abstract

This study investigates changes in the propagation and maintenance of convectively coupled Kelvin waves (KWs) in response

to surface warming. We use a set of three aquaplanet simulations made with the Community Atmospheric Model version 6

by varying the sea surface temperature boundary conditions, representing the current climate, a warmer (+4K), and a cooler

(-4K) climate. Results show that KWs accelerate at the rate of about 7.1%/K and their amplitudes decrease by 4.7%/K. The

dampening of KWs with warming is found to be associated with a weakening of the internal thermodynamic feedback between

diabatic heating and temperature anomalies that generates KW eddy available potential energy (EAPE). The phase speed of

KWs closely matches that of the second baroclinic mode KW in -4K, while the phase speed of KWs is approximately that of

the first baroclinic mode KW in +4K. Meanwhile, the coupling between the two baroclinic modes weakens with warming. We

hypothesize that in -4K, as the first and second modes are strongly coupled, KWs destabilize by positive EAPE generation

within the second mode, and they propagate slower following the second mode KW phase speed. In +4K, as the first and second

modes decouple, KWs are damped by negative EAPE generation within the first mode, and they propagate faster following the

first mode KW phase speed.

1



manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

1 

Response of convectively coupled Kelvin waves to surface temperature forcing in 2 

aquaplanet simulations 3 

 4 

Mu-Ting Chien1 and Daehyun Kim1,2 * 5 

1Department of Atmospheric Sciences, University of Washington 6 

2School of Earth and Environmental Sciences, Seoul National University, South Korea 7 

*Corresponding author: Daehyun Kim (daehyun@snu.ac.kr)  8 

 9 

Key Points: 10 

• Convectively coupled Kelvin waves (KWs) weaken and accelerate as the surface warms. 11 

• Internal thermodynamic feedback is the dominant KW maintenance mechanism in 12 

our simulations. 13 

• The weakening and acceleration of KWs with warming are associated with KWs 14 

transitioning from the second mode dynamics in -4K to the first mode dynamics in 15 

+4K. 16 
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Abstract 18 

This study investigates changes in the propagation and maintenance of convectively 19 

coupled Kelvin waves (KWs) in response to surface warming. We use a set of three aquaplanet 20 

simulations made with the Community Atmospheric Model version 6 by varying the sea surface 21 

temperature boundary conditions, representing the current climate, a warmer (+4K), and a cooler 22 

(-4K) climate. Results show that KWs accelerate at the rate of about 7.1%/K and their 23 

amplitudes decrease by 4.7%/K. The dampening of KWs with warming is found to be associated 24 

with a weakening of the internal thermodynamic feedback between diabatic heating and 25 

temperature anomalies that generates KW eddy available potential energy (EAPE). The phase 26 

speed of KWs closely matches that of the second baroclinic mode KW in -4K, while the phase 27 

speed of KWs is approximately that of the first baroclinic mode KW in +4K. Meanwhile, the 28 

coupling between the two baroclinic modes weakens with warming. We hypothesize that in -4K, 29 

as the first and second modes are strongly coupled, KWs destabilize by positive EAPE 30 

generation within the second mode, and they propagate slower following the second mode KW 31 

phase speed. In +4K, as the first and second modes decouple, KWs are damped by negative 32 

EAPE generation within the first mode, and they propagate faster following the first mode KW 33 

phase speed. 34 

 35 

Plain Language Summary 36 

 Convectively coupled Kelvin waves (KWs) regulate the variability of tropical 37 

precipitation on the subseasonal timescale. The change of KWs with surface warming is studied 38 

using three ocean-only global simulations with different sea surface temperatures. We find that 39 

KWs are weaker, and they propagate faster in a warmer climate. The results further suggest that 40 

the changes in the amplitude and phase speed of KWs with warming can be explained by the 41 

those in the thermodynamic structure of KWs. 42 

  43 
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1 Introduction 44 

Convectively coupled Kelvin waves (KWs) are a dominant force in tropical subseasonal 45 

precipitation variability (Murata et al. 2006; Wang and Fu 2007; Sinclaire et al. 2015; Chen et al. 46 

2019; Latos et al. 2021). These waves exert significant influence on global weather extremes and 47 

climate variability across multiple scales (Flatau et al. 2003; Bessafi and Wheeler 2006; Straub et 48 

al. 2006; Roundy 2008; Lawton and Majumdar 2023; Cheng et al. 2023). The profound impacts 49 

of KWs on such a broad spectrum of climatic phenomena underscore the necessity to understand 50 

their dynamics, particularly as the climate continues to warm.  51 

While many studies have studied the changes in the Madden-Julian Oscillation (MJO) in a 52 

warmer climate (e.g., Adames et al. 2017a,b; Rushley et al. 2019; Bui and Maloney 2020), 53 

research into the response of convectively coupled equatorial waves (CCEWs) to similar 54 

conditions has been relatively scarce. Bartana et al. (2022) stands as an exception in this regard, 55 

utilizing global climate model (GCM) simulations from the sixth phase of the Coupled Model 56 

Intercomparison Project (CMIP6) to investigate CCEWs in a warming climate. Their findings 57 

indicate an intensification and acceleration of KWs with warming, as evidenced by increased 58 

KW variance in outgoing longwave radiation and upper tropospheric zonal wind, alongside an 59 

increase in the equivalent depth of the strongest KW signal strength. While they documented the 60 

changes in KW characteristics as the climate warms, however, the mechanisms behind the 61 

changes in KWs in a warmer climate remain unclear.  62 

Previous observational and modeling studies have suggested two mechanisms for KW 63 

maintenance: the internal thermodynamic feedback and the external momentum forcing exerted 64 

by midlatitude Rossby waves. The internal feedback mechanism posits that KWs grow through 65 

the interaction between diabatic heating and temperature anomalies, which amplifies the KW 66 

eddy available potential energy (EAPE) (Lindzen 1974; Emanuel 1987; Mapes 2000; Straub and 67 

Kiladis 2003a; Khouider and Majda 2006; Raymond and Fuchs 2007; Kuang 2008; Chien and 68 

Kim 2023). While earlier simple models attributed this growth to deep convective clouds within 69 

the first baroclinic mode (e.g., Lindzen 1974; Emanuel 1987; Raymond and Fuchs 2007), more 70 

recent observational and modeling evidence highlighted the significant role of stratiform cloud 71 

processes within the second baroclinic mode (e.g., Mapes 2000; Straub and Kiladis 2003a; 72 

Khouider and Mada 2006; Kuang 2008; Chien and Kim 2023). Chien and Kim (2023), through a 73 

thorough analysis of KW EAPE growth rates in multiple reanalysis products, underscored the 74 
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dominance of the second baroclinic mode in the generation of KW EAPE. Their finding is 75 

consistent with the results of an earlier observational study which hypothesized that the presence 76 

of the second mode contributes to large KW EAPE generation in the upper troposphere (Straub 77 

and Kiladis 2003a).  78 

In the meantime, studies have suggested that midlatitude Rossby waves, through a resonance 79 

mechanism involving momentum flux convergence in the subtropics and KW wind anomalies, 80 

could remotely amplify KW eddy kinetic energy (EKE) (Hoskins and Yang 2000; Straub and 81 

Kiladis 2003b; Tulich and Kiladis 2021; Cheng et al. 2022). When the midlatitude waves 82 

approach the critical latitude in the subtropics, which is the location where the background 83 

westerly wind has the same speed as the phase speed of the westward-propagating midlatitude 84 

waves, the wave propagation is blocked. This leads to the momentum flux convergence and 85 

divergence around the critical latitude, which acts as a transient forcing of the zonal wind 86 

(Randel and Held 1991). When the phase speed of such momentum forcing is the same as the 87 

phase speed of the KWs, the momentum forcing can resonate with KW zonal wind structures and 88 

thereby amplify the KWs. This remote influence of midlatitude waves is suggested to be 89 

important for KW maintenance in observations (Cheng et al. 2022) and aquaplanet simulations 90 

(Tulich and Kiladis 2021).  91 

In a warmer climate, changes in the mean state may affect how convection and wave are 92 

coupled in the tropics, as well as the strength of midlatitude wave influence, which may change 93 

the relative importance of the internal and external mechanisms. In the present study, we 94 

investigate the relative importance of the two maintenance mechanisms across different climates 95 

to better understand changes in KW amplitude as the surface warms.  96 

Regarding KW propagation, KWs propagate eastward at a speed of approximately 10-20 m/s 97 

in the current climate (Kiladis et al. 2009). This range of KW phase speeds is understood as the 98 

result of the dry Kelvin waves being slowed down due to the coupling with moist convection. 99 

Previous studies argued that the observed KW phase speed can be explained as either the first 100 

baroclinic mode dry Kelvin wave phase speed (~49 m/s) substantially reduced by convective 101 

coupling (e.g., Lindzen 1974; Emanuel 1987; Raymond and Fuchs 2007), or the second 102 

baroclinic mode dry Kelvin wave phase speed (~23 m/s) that is slightly reduced by convective 103 

coupling (e.g., Mapes 2000; Kuang 2008); debate persists over which offers a more accurate 104 

explanation of the observed KW phase speed. In a warmer climate, while changes in the mean 105 
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state and convective coupling of KWs potentially affect KW propagation, the specific effects of 106 

individual factors on KW phase speed with warming are yet to be determined. 107 

Aquaplanet simulations—conducted on a water-covered Earth with idealized, time-108 

independent sea surface temperatures (SST)—serve as our investigative tool. These simulations 109 

offer a simplified yet potent setting to explore the maintenance and propagation mechanisms of 110 

KWs, free from the confounding factors of seasonality and regionality (Straub and Kiladis 2002; 111 

Roundy and Frank 2004; Yang et al. 2007; Dias and Pauluis 2011; Yasunaga 2011; Wang and 112 

Chen 2016). Aquaplanet simulations have been used to study the characteristics of CCEWs, 113 

including KWs, and their interactions with the basic states (e.g., Leroux et al. 2016; Tulich and 114 

Kiladis 2021; Rios-Berrios et al. 2023). For example, Leroux et al. (2016) found that warm pool 115 

favors the development of MJO-like variability. Specifically targeting the maintenance of KWs 116 

and MJO, Tulich and Kiladis (2021) tested the importance of midlatitude waves and the effect of 117 

basic state zonal wind.  118 

In the current study, we conduct and analyze aquaplanet simulations to investigate the 119 

changes in KWs with surface warming. While doing so, we quantify the relative roles of the 120 

internal thermodynamic feedback and the external forcing in maintaining KWs. We also 121 

investigate factors affecting KW propagation changes in different climates. The subsequent 122 

sections of this manuscript are organized as follows: Section 2 describes the design of our 123 

aquaplanet simulations and the methodologies employed for calculating the generation of KW 124 

EAPE and EKE, as well as the theoretical KW phase speed. Section 3 examines the changes in 125 

KW characteristics with warming, including the relative importance of the internal and external 126 

mechanisms of KW maintenance and the KW propagation mechanisms. A hypothesis on why 127 

KW amplitude and phase speed change with warming is proposed in the end. Finally, Section 4 128 

consolidates our conclusions and summarizes the main findings of our study.  129 

2 Simulations and Methods 130 

2.1 Aquaplanet Simulations 131 

Our study utilizes the sixth version of the Community Atmosphere Model (CAM6) to 132 

conduct aquaplanet simulations. The simulations operate on a horizontal grid resolution of 1.9° 133 

latitude by 2.5° longitude, encompassing 32 vertical levels. A brief description of the model 134 

dynamics and parameterization schemes used in these simulations is provided in Table 1. We run 135 
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the model over a twelve-year period, allocating the initial two years to the spin-up phase—136 

allowing the model to reach an equilibrium state—and dedicating the remaining ten years to the 137 

data analysis phase, during which we collect 3-hourly output. We verify that equilibrium was 138 

reached after the two-year integration period (now shown).  139 

 140 

Table 1. Model dynamics and parameterization schemes used in our simulations. 141 

Model component Reference 

Dynamical core Finite Volume (Lin 2004) 

Radiation  
Rapid Radiative Transfer Model (RTMG, Iacono et 

al. 2008) 

Deep convection Zhang and McFarlane (1995)  

Boundary layer turbulence, shallow 

convection, and cloud macrophysics  

Cloud Layers Unified by Binormals (CLUBB, Golaz 

et al. 2002; Bogenschutz et al. 2013) 

Cloud microphysics  
Advanced Two-Moment Prognostic Cloud 

Microphysics (MG2, Gettlelman and Morrison 2015) 

 142 

To assess the influence of surface temperatures on KWs, we design three experiments 143 

using prescribed sea surface temperature (SST) conditions that are zonally uniform and time-144 

invariant. Following the “Qobs” profile in Neale and Hoskins (2000), the meridional profile of 145 

SST in the control simulation (CTL) is designed as follows: 146 

 

𝑆𝑆𝑇(ф) = {27 × [1 −
1

2
× 𝑠𝑖𝑛2 (

𝜋ф

120
) −

1

2
× 𝑠𝑖𝑛4 (

𝜋ф

120
)] ,  |ф| ≤ 60˚

0 ,                                                                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(1) 

 

, where ф denotes latitude. The SST boundary conditions for the other two experiments, named 147 

+4K and -4K, are set by uniformly increasing and decreasing the SST globally by 4K, 148 

respectively, relative to the SST in the CTL experiment. The time-averaged zonal mean 149 
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temperature and circulation for each simulation are shown in Figure 1, and the time-averaged 150 

zonal mean precipitation and precipitable water are shown in Figure 2.  151 

2.2 KW meridional projection 152 

To derive the characteristics of KWs from our simulation data, we first isolate anomalies 153 

for each field variable by subtracting the slowly varying climatological mean state. This process 154 

involves removing both the time-averaged mean and any variabilities with a period longer than 155 

10 days, using a low-pass filter. The choice of a 10-day threshold is justified by the temporal 156 

scale of KWs in our simulations, which are typically shorter than this period. 157 

We then focus on the tropical region, specifically between 10°S and 10°N, to examine the 158 

anomalies of precipitation, zonal wind, diabatic heating rate, and temperature. These anomalies 159 

are then projected onto the meridional structure characteristic of KWs—marked by a maximum 160 

at the equator and an exponential decay with latitude. The precise mathematical representation of 161 

this meridional structure is expressed as follows: 162 

 

𝑋𝑃 =∫ 𝑋′ × 𝑤(ф) × 𝑒
−(

ф

ф0
)

2

 
ф𝑚𝑎𝑥

−ф𝑚𝑎𝑥
𝑑ф, 

(2) 

 

where X represents field variables from aquaplanet simulations, including precipitation, zonal 163 

wind (u), diabatic heating (Q), and temperature (T), prime (′) denotes anomalies, ф denotes 164 

latitude, ф0 represents the meridional scale of KWs (9˚ as in Tulich and Kialdis 2021 and Cheng 165 

et al. 2022), ф𝑚𝑎𝑥=10˚, and the weighting function 𝑤 is defined as 166 

 

𝑤(ф) = {
1,   |ф| ≤ 10˚

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

(3) 

 

Note that in this paper, diabatic heating rate refers to temperature tendency due to moist 167 

processes. We confirm that the temperature tendency due to other processes (e.g., radiation) 168 

within KWs is negligible (only contributing 5% to the total temperature tendency) in our 169 

simulations. 170 

In addition, to quantify the impact of midlatitude waves on KW zonal wind anomalies, 171 

we compute the zonal momentum flux convergence (F), which is instrumental in understanding 172 

the extent to which midlatitude dynamics contribute to the momentum budget of tropical Kelvin 173 

waves. F is defined by the following expression: 174 
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𝐹 = −(
𝜕𝑢′𝑢′

𝜕𝑥
+

𝜕𝑢′𝑣′

𝜕𝑦
+

𝜕𝑢′𝜔′

𝜕𝑝
), 

(4) 

 

where v and ω represent meridional and vertical velocity in pressure coordinates, respectively. 175 

To isolate the momentum flux convergence attributable specifically to midlatitude Rossby waves 176 

and to exclude the influence of other tropical variabilities, we apply an extratropical filter to the 177 

zonal momentum flux convergence (F), following Tulich and Kiladis (2021) and Cheng et al. 178 

(2022): 179 

 
 

𝐹𝑃=∫ 𝐹′ × (1 − 𝑤(ф)) × 𝑒
−(

ф

ф0
)

2

 
ф𝑚𝑎𝑥

−ф𝑚𝑎𝑥
𝑑ф, 

(5) 

 

where Fp represents the meridionally-projected zonal momentum flux convergence, ф and ф0 180 

are the same as those in Eq. (2), and ф𝑚𝑎𝑥 = 45˚. The extratropical filter, denoted as (1 −181 

𝑤(ф)), effectively diminishes the signal of tropical variability in the momentum flux 182 

convergence. 183 

2.3 Space-time spectral analysis  184 

We conduct a space-time spectral analysis on the equatorially symmetric component of 185 

precipitation anomalies. The raw power spectrum is normalized by the background spectrum, 186 

defined as the smoothed average of the raw spectrum. The resulting normalized power spectrum, 187 

which has often been referred to as the signal strength, is depicted in Figure 3. 188 

We recognize that the spatial and temporal scale and the phase speed of KWs may exhibit 189 

variation across different climatic conditions. Consequently, instead of adopting the fixed KW 190 

band as defined by Wheeler and Kiladis (1999), we formulate our criteria to delineate the KW 191 

band.  Specifically, we establish the KW band separately for each simulation by two distinct 192 

criteria: firstly, a high coherence squared between precipitation and column-integrated moisture; 193 

and secondly, a high coherence squared between precipitation and column-integrated 194 

temperature. These coherence relationships are visualized in Figure S1. These criteria are 195 

motivated by the understanding that KW precipitation is modulated by interactions with both 196 

atmospheric moisture and temperature, as suggested by recent findings (Weber et al. 2021). We 197 

posit that our tailored definition of the KW band is better suited for exploring the behavior of 198 

KWs under various climate scenarios.   199 
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To extract a time series representative of KW convective activity, we employ Fourier 200 

space-time filtering on the meridionally projected precipitation anomalies. This filtering 201 

technique selectively retains wave components falling within the KW band, which are outlined 202 

by purple contours in Figure 3. Based on the lag regression of KW-filtered precipitation in Fig. 203 

4, we estimate the average frequency, zonal wavenumber, and phase speed of KWs. 204 

2.4. KW composite 205 

Upon the derivation of the KW precipitation time series, we employ the compositing 206 

approach of Nakamura and Takayabu (2022) to analyze the dynamical and thermodynamic 207 

structure of KWs. Based on the value of the KW precipitation anomaly and its position relative 208 

to the nearest local minimum and maximum, the KW phase is defined within the range of -π to π 209 

for each time and grid point. The most convectively active phase (π/2) is assigned to the local 210 

maximum, while the most convectively inactive phase (-π/2) is assigned to the local minimum. 211 

As in Nakamura and Takayabu (2022), we use local maxima and minima that are greater and 212 

smaller than plus and minus one standard deviation (±1σ) of the KW-filtered precipitation 213 

anomalies in the entire dataset for each simulation, respectively. After determining the grid 214 

points with the most enhanced or suppressed phase, the beginning and end of each KW event are 215 

determined as the time when the KW-filtered precipitation anomalies reach an adjacent local 216 

minimum, local maximum, or zero, whichever occurs closest to the peak. The phase for each 217 

snapshot during a KW event is defined as the arcsine value of precipitation anomalies 218 

normalized by the nearest peak value.   219 

Subsequently, all projected fields (Xp and Fp in Section 2.2) are composited based on the 220 

KW phase, resulting in KW composite fields (𝑋𝐾𝑊) as a function of the KW phase. By design, 221 

the KW precipitation anomalies evolve sinusoidally (Fig. 5). The amplitude of a KW event is 222 

quantified by averaging the absolute values of KW precipitation anomalies at the most enhanced 223 

and the most suppressed phases within the event (Fig. 5).  224 

2.5 Vertical mode decomposition 225 

To delineate the contributions of the first and second baroclinic modes to the 226 

maintenance and propagation of KWs, we perform an empirical vertical mode decomposition 227 

analysis, as in Chien and Kim (2023). For Q and T, we derive the vertical modes through the 228 
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rotated EOF analysis of Q. The first two leading EOFs are rotated to ensure that their structures 229 

are physically consistent with our understanding of the first and second baroclinic modes. The 230 

rotation is done by applying a rotation matrix to the original EOFs: 231 

  

[𝐸𝑂𝐹1_𝑟𝑜𝑡𝑎𝑡𝑒𝑑
𝐸𝑂𝐹2_𝑟𝑜𝑡𝑎𝑡𝑒𝑑

] = [𝐸𝑂𝐹1_𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙
𝐸𝑂𝐹2_𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙

]*[
𝑐𝑜𝑠 𝜃 − 𝑠𝑖𝑛 𝜃
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃

], 
(7) 

 

where 𝜃 is the rotation angle. The rotation angle is chosen to maximize the vertical integral of the 232 

rotated first EOF for each simulation, which enforces the first mode to have a single-signed vertical 233 

structure. 234 

For dynamical consistency between Q and U, we obtain the vertical modes of U from that 235 

of Q. Specifically, we first divide the rotated EOFs of Q by the mean static stability at each level 236 

to obtain the corresponding vertical structure of vertical velocity in pressure coordinate (ω). 237 

Then, we differentiate the resulting vertical structure of ω with respect to pressure to obtain 238 

vertical modes of U. Note that we apply 10 passes of 1-2-1 filter to the vertical profiles of Q and 239 

U for their smoothness. The two vertical modes for Q and U are shown in Figs. 6, 7, and 8. 240 

  241 

2.6 EAPE and EKE growth rates 242 

To assess the role of internal thermodynamic feedback and external forcing on KW 243 

maintenance, we compute the growth rates of the eddy available potential energy (EAPE) and 244 

eddy kinetic energy (EKE) that are associated with the first and second baroclinic modes using 245 

KW composite fields (Fig. 9). The growth rate of EAPE indicates the strength of internal 246 

thermodynamic feedback, while the growth rate of EKE reflects that of external dynamic 247 

feedback. We calculate the growth rates based on updated methods originating from Chien and 248 

Kim (2023) and Tulich and Kiladis (2021).  249 

The growth rate of EAPE, which is the rate of EAPE generation normalized by the total 250 

EAPE, is proportional to the covariance between diabatic heating rate and temperature 251 

anomalies:  252 

 

𝜎𝐸𝐴𝑃𝐸𝑖
 =  

𝑄𝑖,𝐾𝑊 × 𝑇𝑖,𝐾𝑊
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

0.5 × 𝑇𝑖,𝑘𝑤
2̅̅ ̅̅ ̅̅ ̅

, 𝑖 =  1 𝑜𝑟 2, 
(8) 

 

where subscript KW represents the KW composite fields, subscript i represents the vertical mode 253 

number. Similarly, the growth rate of EKE, which is the rate of EKE generation normalized by 254 
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the total EKE, is calculated based on the covariance between momentum flux convergence and 255 

zonal wind anomalies: 256 

 

𝜎𝐸𝐾𝐸𝑖
=

𝐹𝑖,𝐾𝑊 × 𝑈𝑖,𝐾𝑊
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

0.5 × 𝑈𝑖,𝐾𝑊
2̅̅ ̅̅ ̅̅ ̅̅

, 𝑖 =  1 𝑜𝑟 2. 
(9) 

 

 257 

2.7. KW propagation speed 258 

Given the structural similarity between KWs and dry Kelvin waves, previous studies 259 

postulated that KWs are essentially manifestations of dry Kelvin waves influenced by moist 260 

convection, through modifying the adiabatic cooling and heating rates associated with the KW 261 

vertical motions (e.g., Kiladis et al. 2009). The adiabatic cooling and heating rates depend on the 262 

following physical parameters: the effective static stability, the tropospheric depth, and the 263 

vertical mode. In short, KWs propagate faster with increased effective static stability, increased 264 

tropospheric depth, and decreased vertical mode. 265 

In a continuously stratified atmosphere, the phase speed of KWs can be determined as 266 

follows:  267 

 

𝐶𝑝 = √𝑔ℎ, 
(10) 

 

where g is the gravitational acceleration constant, and h is the equivalent depth. The equivalent 268 

depth is defined as: 269 

 

ℎ =
𝑁2(1 − 𝛼)

𝑔 (𝑚2 +
1

4𝐻𝑠2)
, 

(11) 

 

where N represents dry static stability, 𝛼 represents the reduction of dry static stability by 270 

diabatic heating, and m is the vertical wavenumber, defined as m =2𝜋𝑖/𝐿𝑧, with Lz being the 271 

tropospheric depth. The tropospheric depth Lz is estimated from the KW vertical structure of 272 

temperature. i denotes the vertical mode number defined in Section 2.5, and Hs is the scale 273 

height.  274 

 We calculate the theoretical phase speed of the first and second mode KW in each 275 

simulation (Fig. 10) based on Eqs (10) and (11) with the following estimation of the parameters: 276 

N is obtained from static stability profile weighted by each EOF mode, representing the static 277 
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stability that each vertical mode feels. The reduction factor 𝛼 is estimated from the regression 278 

slope between the first two principal components of Q and the principal components of adiabatic 279 

cooling (ω*S), where S represents the static stability in pressure coordinates. The principal 280 

components of ω*S are obtained by projecting ω*S onto vertical mode of Q.   281 

3 Results 282 

3.1 Changes in KW phase speed and amplitude 283 

The time-averaged zonal mean circulation in our simulations shows robust Hadley 284 

circulation in the tropics and the subtropical jet stream (Fig. 1), mimicking the observed mean 285 

climate. As the surface warms, tropospheric temperature increases, and the Hadley circulation 286 

expands further to the upper troposphere. Meanwhile, the mean precipitable water and 287 

precipitation increases from -4K to +4K, especially in the tropics (Fig. 2).  288 

 289 

Figure 1. Time-averaged zonal mean circulation and temperature in each simulation. Figures on 290 

the top row show temperature (shading, ℃) and zonal wind (contours, m/s). The zero line for 291 

temperature (the melting level) is marked in white, and the zero line for zonal wind is marked in 292 

thick black line. Figures on the bottom row show vertical velocity (shading, Pa/s) and meridional 293 

velocity (contours, m/s).   294 

 295 
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 296 

Figure 2. Time-averaged zonal mean (a) precipitation (mm/day) and (b) precipitable water (mm) 297 

in each simulation. 298 

 299 

Despite the robust increase in the mean precipitation, different modes of subseasonal 300 

precipitation variabilities may respond differently to surface warming. To investigate the changes 301 

in subseasonal precipitation variabilities in wavenumber-frequency space, Figure 3 shows the 302 

normalized power spectrum of precipitation anomalies for the symmetric-to-the-equator 303 

component in -4K, CTL, and +4K simulations. As the surface warms, the low-frequency 304 

westward propagating signal (likely equatorial Rossby waves) weakens, and the low-frequency 305 

eastward propagating signal (likely MJO) strengthens. However, this is out of the scope of our 306 

paper as our focus is on KWs. KW bands are indicated in purple polygons with the boundaries in 307 

wavenumber-frequency space shown in Table 2. While KWs are pronounced in all simulations, 308 

the signal strength of precipitation within the KW band weakens from -4K to +4K. The raw 309 

power of precipitation within the KW band also weakens from -4K to +4K (not shown). In 310 

addition to the changes in KW amplitude, in a warmer climate, KWs appear in higher 311 

frequencies and align with the dispersive curve that corresponds to a higher equivalent depth, 312 

suggesting that KWs propagate faster.  313 

 314 
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 315 
Figure 3. Normalized power spectrum of the equatorially symmetric component of precipitation 316 

anomalies over 15˚S-15˚N in each simulation. KW bands are indicated in purple polygons. The 317 

grey slanted dashed lines represent different equivalent depths, which are 8m, 12m, 25m, 50m, 318 

and 150m counterclockwise. The horizontal dotted lines indicate 4-day and 8-day.  319 

 320 

 321 

Table 2. Boundaries of KW band in each simulation. 322 

 -4K CTL +4K 

Zonal wavenumber 1~15 1~15 1~15 

Period (day)  2.5~8 2.25~7 2~4 

Equivalent depth (m) 8~50 12~90 25~150 

 323 

To better visualize the changes in KW characteristics, Figure 4 shows the lag regression 324 

of KW precipitation on the Hovmoller diagram, represented by the reference point at 180˚E. 325 

Note that the result is consistent regardless of any other longitudes chosen as reference points. 326 

Figure 4 shows that in a warmer climate, KWs are weaker and faster, and they appear in higher 327 

frequencies, consistent with the findings in Fig. 3. To quantify the changes in zonal wavenumber, 328 

frequency, and phase speed of KWs as the climate warms, we calculate the average zonal 329 

wavenumber, frequency, and phase speed for each simulation, as shown in Table 3. KW 330 

characteristics in Table 3 obtained from Figure 4 are consistent with the signal-strength-weighted 331 

average over the wavenumber-frequency space within the KW band based on Fig. 3 (not shown). 332 

 333 
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 334 
Figure 4. Lag regression of KW-filtered precipitation anomalies at each longitude upon those at 335 

the reference longitude (180˚E) in each simulation. The contour interval is 0.8 mm/day. Solid 336 

lines represent positive values and dashed lines represent negative values. Zero lines are omitted. 337 

 338 

 339 

Table 3. KW characteristics in each simulation. 340 

 -4K CTL +4K 

Zonal wavenumber 9 9 8 

Period (day) 3.75 3 2.5 

Equivalent depth (m) 17.07 26.58 50.02 

Phase speed (m/s) 12.94 16.14 22.14 

Amplitude (mm/day) 3.26 2.85 2.19 

 341 

Figure 5 shows the evolution of KW precipitation anomalies within the life cycle of KWs 342 

in each simulation. Note that the x-axis shows the KW phase, which can be considered as a time 343 

axis, with time increasing from the right to the left. Within the life cycle of KWs, precipitation 344 

anomalies present a sinusoidal evolution. Starting from the unperturbed phase (-π) when 345 

precipitation anomaly is zero, precipitation decreases until minimizing at the most suppressed 346 

phase (-π/2). Then, precipitation increases until maximizing at the most enhanced phase (π/2) 347 

and then returns to the unperturbed phase (π). While the sinusoidal evolution of precipitation 348 

anomalies exists in each simulation, KW amplitude decreases from 3.26 to 2.19 mm/day from -349 
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4K to +4K (roughly -4.7%/K). In Section 3.2 and 3.3, we focus on investigating why KWs are 350 

weaker and faster in a warmer climate.  351 

 352 

 353 
 354 

Figure 5. KW phase composite of precipitation anomalies in each simulation. 355 

 356 

3.2. Causes of the changes in KW amplitude  357 

To investigate the cause of the changes in KW phase speed and amplitude, analyzing the 358 

role of the first and second baroclinic modes is necessary, as mentioned in Section 1. Figure 6a 359 

displays the vertical structure of diabatic heating and temperature anomalies of the first and 360 

second baroclinic modes. Figure 6b shows the corresponding zonal wind and momentum flux 361 

convergence anomalies.  362 

 363 
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 364 
Figure 6. The vertical structure of the first (blue line) and second (red line) baroclinic modes of 365 

(a) diabatic heating and temperature, obtained from the EOF analysis of diabatic heating, and (b) 366 

zonal wind and momentum flux convergence, obtained from the vertical derivation of the EOF 367 

analysis of vertical pressure velocity in each simulation. Green crosses indicate the melting level, 368 

identified from the time-averaged zonal mean temperature profile in the tropics. 369 

 370 

The two vertical modes in our simulations resemble the perceived structure of the first 371 

and second baroclinic modes. The first baroclinic structures represent the heating and circulation 372 

associated with deep convection. The first baroclinic heating structure presents a single signed 373 

heating over the entire tropics (blue lines in Fig. 6a) and the associated zonal wind structure 374 

exhibits opposite polarity between the upper and lower troposphere (blue lines in Fig. 6b). On 375 

the other hand, the second baroclinic structures represent the heating and circulation associated 376 

with stratiform and congestus processes. The second baroclinic heating structure is a dipole of 377 

heating and cooling (red lines in Fig. 6a), separated roughly by the melting level indicated with 378 

green crosses in Fig. 4a. The associated zonal wind structure (red lines in Fig. 6b) is 379 

characterized by three peaks in the upper-, mid-, and lower-troposphere. 380 

From -4K to +4K, the structure of the first and second baroclinic modes expand further to 381 

the upper troposphere. The peak of the first baroclinic heating is shifted upward. Meanwhile, the 382 

most notable change in the second baroclinic heating structures is that the nodal point, which is 383 
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located close to the melting level (indicated in green crosses), is also shifted upward. Consistent 384 

with the upward expansion of the heating structures, the zonal wind structures also expand 385 

upward with warming.   386 

To investigate the internal thermodynamic feedback in KW maintenance, Figure 7a shows 387 

the KW composite vertical structure of diabatic heating (shading) and temperature (contour) 388 

anomalies over the life cycle of KWs. In all simulations, negative heating anomalies peak when 389 

precipitation is most suppressed (-π/2), and, as time goes on, heating anomalies increase and 390 

maximize when precipitation anomalies are most enhanced (+π/2). From the most suppressed to 391 

the most enhanced phase, temperature anomalies within KWs evolve from cold-aloft-warm-392 

below anomalies to warm-aloft-cold-below anomalies. The thermodynamic structure of KWs in 393 

our simulations is consistent with that in observations, reanalyses, and other model simulations 394 

(e.g., Kiladis et al. 2003; Tulich et al. 2007; Nakamura and Takayabu 2022; Chien and Kim 395 

2023).  396 

 397 
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Figure 7. Vertical mode decomposition of the KW phase composite diabatic heating (shading) 398 

and temperature (contour) anomalies in each simulation: (a) the total anomalies, (b) the first 399 

baroclinic mode obtained from the blue lines in Fig. 6a, and (c) the second baroclinic mode 400 

obtained from the red lines in Fig. 6a. The green contour in (a) indicates the zero line for the 401 

temperature anomalies. Solid contours represent positive values and dashed contours represent 402 

negative values. The contour interval is 0.25 K. 403 

 404 

Figure 7b shows the KW composite diabatic heating and temperature anomalies of the 405 

first baroclinic mode. The first mode heating minimizes at the most suppressed phase (-π/2) and 406 

maximizes at the most enhanced phase (+π/2), consistent with the evolution of precipitation 407 

anomalies. The temperature of the first mode is from in quadrature to slightly out of phase with 408 

the first mode heating anomalies, meaning that warm anomalies overlap with cooling and the 409 

cold anomalies overlap with heating, leading to a negative KW EAPE growth rate within the first 410 

mode (Fig. 9). Figure 7c shows the heating and temperature anomalies of the second baroclinic 411 

mode. The second mode heating anomalies with cooling aloft and heating below, indicating the 412 

congestus processes, occur slightly after the most suppressed phase; the second mode heating 413 

anomalies with heating aloft and cooling below, indicating the stratiform processes, slightly lag 414 

the deep convective heating by about π/8 to π/4. Opposite to the negative correlation between 415 

temperature and heating of the first mode, the second mode temperature anomalies are roughly in 416 

phase with the second mode heating and cooling, with warm anomalies overlapping with heating 417 

and cold anomalies overlapping with cooling. The positive correlation between temperature and 418 

heating of the second mode would lead to a positive KW EAPE growth rate within the second 419 

mode. 420 

Figure 7b also shows that in a warmer climate, the first mode heating maximizes at a 421 

lower pressure level (higher elevation) (also shown in Fig. 4a), indicating deep convection 422 

deepens. Meanwhile, the out-of-phase relationship between the first mode heating and 423 

temperature is more obvious in a warmer climate, suggesting that the damping of the KW EAPE 424 

within the first mode structure is stronger. Figure 7c shows that in a warmer climate, the melting 425 

level rises, and the second mode structure stretches upward (also shown in Fig. 6a). Meanwhile, 426 

the lower tropospheric temperature anomalies near the boundary layer are weaker. In addition, 427 

from -4K to +4K, the second mode heating and temperature anomalies become less in phase, 428 

which suggests that the KW EAPE growth within the second mode decreases. As the surface 429 
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warms, the stronger KW EAPE damping of the first mode and the weaker KW EAPE growth 430 

may lead to the weakening of KWs. 431 

To investigate the change in KW amplitude, we may also need to consider the effect of 432 

midlatitude forcing in KW maintenance. Figure 8a shows the KW composite vertical structure of 433 

momentum flux convergence (shading) and zonal wind (contour) anomalies. Figure 8b shows 434 

those of the first baroclinic mode. At the most suppressed phase (-π/2), the low-level zonal wind 435 

divergence and the upper-level zonal wind convergence are the strongest, consistent with the 436 

strongest first baroclinic cooling anomalies which are associated with the downward motion. 437 

Oppositely, at the most enhanced phase (+π/2), the low-level zonal wind convergence and the 438 

upper-level zonal wind divergence are the strongest, consistent with the strongest first baroclinic 439 

heating anomalies which are associated with the upward motion. Figure 8c shows the momentum 440 

flux convergence and zonal wind anomalies within the second baroclinic mode. The mid-level 441 

zonal wind divergence, which is the signature of the circulation associated with congestus 442 

clouds, occurs slightly after the most suppressed phase; the mid-level zonal wind convergence, 443 

which is the signature of the circulation of stratiform processes, occurs slightly after the most 444 

enhanced phase. The zonal wind structure in our simulations, as well as the thermodynamic 445 

structure in Fig. 7, show robust evolution from suppressed convection, congestus, deep 446 

convection, to stratiform processes within the life cycle of KWs, consistent with our 447 

understanding of canonical KWs.  448 

 449 
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 450 
Figure 8. Vertical mode decomposition of the KW phase composite zonal momentum flux 451 

convergence (shading) and zonal wind anomalies (contour) in each simulation: (a) the total 452 

anomalies, (b) the first baroclinic mode obtained from the blue lines in Fig. 6b, and (c) the 453 

second baroclinic mode obtained from the red lines in Fig. 6b. The green contour in (a) indicates 454 

the zero line for the zonal wind anomalies. Solid contours represent positive values and dashed 455 

contours represent negative values. The contour interval is 2 m/s. 456 

 457 

Figure 8a also shows that the momentum flux convergence maximizes at the upper levels 458 

near 200hPa, consistent with previous studies which showed that the extratropical influence on 459 

KWs originates from the upper troposphere (e.g., Straub and Kiladis 2003; Tulich and Kiladis 460 

2021; Cheng et al. 2022). In all simulations, the upper-level momentum flux convergence 461 

coexists with the maximum KW westerly, while the momentum flux divergence coexists with 462 

the maximum KW easterly, which would amplify the KW EKE, as mentioned in Section 1. 463 

Similar to the vertical mode decomposition of diabatic heating and temperature anomalies in Fig. 464 

7, the momentum flux convergence and zonal wind anomalies are also decomposed into the first 465 
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(Fig. 8b) and second (Fig. 8c) mode components. Figure 8b shows that the first mode zonal wind 466 

and momentum flux convergence positively overlap with each other, contributing to positive 467 

KW EKE growth rate of the first mode. Compared to the first mode, the second mode zonal wind 468 

and momentum flux convergence is less positively overlapping and more in quadrature (Fig. 8c), 469 

yielding a small KW EKE growth rate of the second mode.  470 

From -4K to +4K, Figure 8b shows that the first mode zonal wind structure expands to 471 

the upper troposphere (also shown in Fig. 6b), consistent with the expansion of the depth of deep 472 

convection mentioned above (Fig. 7b). In terms of the magnitude changes from -4K to +4K, 473 

Figure 8b shows that the zonal wind anomalies weaken, and the momentum flux divergence 474 

anomalies strengthen. Stronger momentum flux divergence anomalies in a warmer climate may 475 

come from stronger midlatitude wave activities, or stronger midlatitude-tropics interactions due 476 

to the change in the basic state zonal wind, or both. In any case, our results suggest a larger KW 477 

EKE growth rate within the first mode, which may amplify KWs in a warmer climate. Stronger 478 

external forcing (Fig. 8) and weaker internal thermodynamic feedback (Fig. 7) in response to 479 

surface warming may amplify and weaken KWs, respectively. The amplitude change would 480 

depend on the relative magnitude of the KW EAPE and KW EKE growth rate.  481 

To summarize the effect of internal thermodynamic feedback and external forcing on KW 482 

growth, Figure 9 shows the KW EAPE and KW EKE growth rates of the two vertical modes. In 483 

all simulations, the KW EKE growth rates, although positive, are roughly two orders of 484 

magnitudes smaller than that of the KW EAPE growth rates. This suggests that internal 485 

thermodynamic feedback is the dominant KW maintenance mechanism while the external 486 

momentum forcing only plays a minimal role in our simulations. Furthermore, the KW EAPE 487 

growth rate of the first mode (blue solid line) is negative and the KW EAPE growth rate of the 488 

second mode (red solid line) is positive in all simulations, consistent with what was shown in 489 

most reanalysis products (Chien and Kim 2023) and simple models which promote the 490 

importance of stratiform and congestus processes in KW destabilization (e.g., Mapes 2000; 491 

Khouider and Majda 2006; Kuang 2008).  492 

From -4K to +4K, the KW EAPE growth of the second mode weakens while the KW 493 

EAPE damping of the first mode strengthens (shown in solid lines in Fig. 9, consistent with Fig. 494 

7b-c). Meanwhile, the KW EKE growth of the first mode slightly strengthens with warming 495 

(shown in dashed lines in Fig. 9, consistent with Fig. 8b). To sum up, the weakening trend of 496 
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KW amplitude as the surface warms aligns with the decrease of KW EAPE growth of the first 497 

and second modes. This suggests that the weakening of KWs in a warmer climate is associated 498 

with the weakening of internal thermodynamic feedback, as opposed to the small increase of 499 

external forcing. However, it should be noted that the KW EAPE growth of the first or second 500 

mode alone cannot fully account for the weakening of KWs with surface warming.  501 

 502 

 503 
Figure 9. The growth rates of the KW EAPE (solid lines) and KW EKE (dashed lines) of the 504 

first and second modes in all simulations. The growth rates of the first mode are indicated in blue 505 

lines and those of the second mode are indicated in red lines. KW amplitude is indicated in 506 

black, with numbers showing on the y-axis on the right. 507 

 508 

3.3. Causes of the changes in KW phase speed 509 

Recall that we have shown that KWs accelerate with warming. To examine what factors 510 

determine the KW phase speed changes, we compare the apparent phase speed of KW 511 

convective signals with the theoretical phase speed of the two vertical modes (Fig. 10). While the 512 

apparent KW phase speed is estimated from the regression slope of KW precipitation in Fig. 4, 513 

the theoretical phase speeds of the two modes are calculated from Eqs. (10) and (11). The black 514 

line in Fig. 10a shows that the apparent KW phase speed increases from 12.94 m/s to 22.14 m/s 515 

from -4K to +4K (7.1 %/K). While KW phase speed may be affected by the mean barotropic 516 

zonal wind (Dias and Kiladis 2014), the increase in the mean barotropic zonal westerly by 2.9 517 
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m/s from -4K to +4K cannot fully explain the increase in KW phase speed by 9.2 m/s in our 518 

simulations. Therefore, the change in KW phase speed likely comes from the change in other 519 

factors (i.e. the terms in Eq. (11)). The theoretical KW phase speeds with the first or second 520 

baroclinic modes are shown in a blue and red line, respectively. The KWs with the first 521 

baroclinic structure propagate faster than the KWs with the second baroclinic structure. The 522 

phase speed of the KWs with the second baroclinic structure increases from 12.95 m/s to 15.03 523 

m/s from -4K to +4K (1.9 %/K) and the phase speed of the KWs with the first baroclinic 524 

structure increases from 21.39 m/s to 24.03 m/s from -4K to CTL (3.1 %/K). The increase in the 525 

first or second mode KW phase speed with warming is mostly due to the increase in tropospheric 526 

depth (dashed lines in Fig. S2 b-c). The first mode KW phase speed slightly decreases from CTL 527 

to +4K, due to stronger offset of adiabatic cooling by diabatic heating (larger α in Eq. (11)) 528 

(dotted line in Fig. S2b), which overcomes the effect of increased tropospheric depth. 529 

Nevertheless, considering the changes in the KW phase speed of the first or second mode alone 530 

cannot fully account for the changes in the apparent KW phase speed. In fact, the apparent KW 531 

phase speed is closer to the second mode KW phase speed in -4K, whereas it is closer to the first 532 

mode KW phase speed in +4K.  533 

 534 

 535 
Figure 10. KW apparent phase speed (black, obtained from the regression slope in Fig. 4) and 536 

the theoretical KW phase speed for the first (blue) and second (red) modes (obtained from Eq. 537 

(10) and Eq. (11)) in all simulations. 538 

 539 
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3.4. Synthesis 540 

Both the weakening and acceleration of KWs in response to surface warming cannot be 541 

solely explained by the changes in a single vertical mode, in terms of the KW EAPE growth 542 

(Fig. 9) or the estimated phase speed (Fig. 10). Specifically, KWs propagate slower at phase 543 

speed closer to that of the second mode KW in -4K, whereas in +4K, KWs propagate faster at 544 

phase speed closer to that of the first mode KW (Fig. 10). Meanwhile, stronger KWs in -4K may 545 

be due to the growth of the second mode via positive KW EAPE generation, while weaker KWs 546 

in +4K may be associated with the damping of the first mode via negative KW EAPE generation 547 

(Fig. 9). To investigate the coupling between the two modes, Figure 11 shows the coherence 548 

squared between the first and second mode heating in wavenumber-frequency space. Within the 549 

KW band, the first mode heating is strongly coupled with the second mode heating in -4K, while 550 

the two modes are weakly coupled in +4K. 551 

  552 

 553 
Figure 11. The coherence squared (shading) and phase relationship (arrows) between the first 554 

and second principal components of diabatic heating. Arrows pointing leftward (rightward) 555 

represent the second mode lagging (leading) the first mode; arrows pointing upward (downward) 556 

represent the second mode in phase (out of phase) with the first mode. KW band is indicated in 557 

purple polygons. 558 

 559 

Synthesizing the results presented in Figs. 9, 10, and 11, we hypothesize that in -4K, 560 

when the first and second modes are strongly coupled, KWs destabilize through positive 561 

feedback between the second mode heating and temperature. This positive feedback would lead 562 

to stronger KWs (i.e., stronger temperature, zonal wind, and precipitation anomalies). 563 

Meanwhile, since KWs destabilize within the second mode component, their propagation speed 564 

also follows the second mode KW phase speed, which is determined by the adiabatic heating and 565 

cooling rate associated with the second baroclinic vertical motion. In +4K, as the first and second 566 
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modes are weakly coupled, KWs are less affected by the second modes, and thus they are 567 

dominated by the first mode. The first mode heating is negatively correlated with the first mode 568 

temperature variability, producing a negative KW EAPE growth rate.  This negative feedback 569 

would lead to weaker KWs (i.e., weaker temperature, zonal wind, and precipitation anomalies). 570 

Meanwhile, since the first baroclinic mode dominates KWs, the propagation speed of the KWs is 571 

faster, as it follows the first mode KW phase speed. This faster first mode phase speed is due to a 572 

stronger adiabatic cooling and heating associated with the first baroclinic vertical motion than 573 

those of the second baroclinic motion.  574 

4 Summary and Conclusions  575 

This study investigated the changes in KW characteristics in response to surface warming 576 

and explored their causes. We conducted a set of three aquaplanet simulations by prescribing 577 

zonally uniform and meridionally varying sea surface temperatures (SST) boundary conditions. 578 

For the control simulation, a profile based on the observed SST distribution is used (Neale and 579 

Hoskins 2000). For warmer and cooler climates, we added and subtracted 4K uniformly over the 580 

entire globe (+4K and -4K, respectively).  The simulation results showed that KWs weakened 581 

and accelerated as the surface warms. The eddy available potential energy (EAPE) and eddy 582 

kinetic energy (EKE) budget of the KWs suggested that KWs in the simulations were mainly 583 

maintained by the internal thermodynamic feedback. We found that the weakening of KWs was 584 

associated with (1) a weakening of positive EAPE generation within the second baroclinic mode 585 

and (2) a strengthening of negative EAPE generation within the first baroclinic mode. In 586 

addition, the KW phase speed diagnostics showed that KWs’ phase speed in -4K (~12.94 m/s) is 587 

close to the theoretical second mode KW phase speed, while their phase speed in +4K (~22.14 588 

m/s) is close to the theoretical first mode KW phase speed. We also found that the first and 589 

second modes were strongly coupled within KWs in -4K, while they are weakly coupled in +4K. 590 

Synthesizing our results, we hypothesized that the KWs weakened and accelerated with 591 

warming because different dynamics dominated KWs’ propagation and maintenance. In -4K, 592 

KWs destabilize through positive feedback between the second mode heating and temperature, 593 

which is possible because the first and second baroclinic modes are strongly coupled. This 594 

positive feedback would lead to stronger KWs (i.e., stronger temperature, zonal wind, and 595 

precipitation anomalies). Meanwhile, since KWs destabilize within the second mode component, 596 
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their propagation speed follows the theoretical second mode KW phase speed. In +4K, as the 597 

coupling between the first and second modes weakens, KWs dynamics appear to be dominated 598 

by that of the first baroclinic mode KWs. Because the first mode heating is negatively correlated 599 

with the first mode temperature variability, producing a negative EAPE growth rate, KWs in 600 

+4K are damped and hence exhibit weaker variability (i.e., weaker temperature, zonal wind, and 601 

precipitation anomalies). Meanwhile, since the first baroclinic mode dynamics dominates, the 602 

propagation speed of KWs follows that of the theoretical first mode KW phase speed. 603 

Our results suggest that the mean state changes have substantial impacts on the amplitude 604 

and phase speed of KWs. One of the remaining important questions is why the coupling between 605 

the two vertical modes weakens in a warmer climate. An in-depth study of the coupling 606 

mechanism is warranted, which should also examine whether our simulation results can be 607 

explained by any of the previously proposed coupling mechanisms (e.g., Mapes 2000; Khouider 608 

and Majda 2006; Kuang 2008). 609 

It is worth noting that our results contradict to that of Bartana et al. (2022), who found that 610 

KWs intensify in a warmer climate in CMIP6 models. A possible reason for the discrepancy is 611 

the difference in the mean state temperature changes. While we use zonally uniform and 612 

meridionally symmetric SST profiles, the SST changes in CMIP6 model simulations have strong 613 

zonal and meridional asymmetry. To what extent the SST asymmetry affects the changes of 614 

KWs is not clear. Future studies can use more realistic SST warming and cooling patterns to 615 

investigate the extent to which zonal and meridional asymmetry of SST changes affect KW 616 

characteristics.  617 
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