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Abstract

Post-wildfire mudflows, in which more than half of the solids are sand or smaller, destroy the watershed environment, life,

and infrastructures. The surficial soil particles turn hydrophobic due to the deposition of combusted organic matter during

wildfires. Initiated by raindrops splash, runoff and erosion grow into devastating mudflows, quickly blasting obstacles on the way,

and carrying large boulders and debris. The internal composition of post-wildfire mudflows has recently become of interest,

intending to understand better mechanisms and transport differences between post-wildfire mudflows and non-post-wildfire

mudflows. This paper shows critical new insights into how the air got entrapped during the early stage of mudflow and how air

entrapment affects the properties of post-wildfire mudflows as a mixture of air bubbles, water, and hydrophobic sand. This paper

proposes and experimentally investigates a new paradigm in which a significant amount of air remains entrapped in post-wildfire

mudflow via hydrophobic-particle-air attraction. The mudflow mixture’s internal structure depends on the physical state of

small liquid marbles, which are small air bubbles covered by hydrophobic sand particles. This paper quantifies the amount of

air trapped under different sand-water volumetric concentrations, the effects of mixing speeds (energy), mixing duration, and

sand particle size on the final mudflow internal structure. In addition, this paper proposes an empirical estimation of density

reductions due to air entrapment in the mixture during the mixing process.
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Key Points: 9 

 Post-wildfire mudflows contain hydrophobic particles affecting mixture composition and 10 

density 11 

 The strong attraction of hydrophobic particles to air bubbles in water leads to a 12 

heterogeneous mixture with significant amounts of air. 13 
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Abstract 15 

Post-wildfire mudflows, in which more than half of the solids are sand or smaller, destroy the 16 

watershed environment, life, and infrastructures. The surficial soil particles turn hydrophobic due 17 

to the deposition of combusted organic matter during wildfires. Initiated by raindrops splash, 18 

runoff and erosion grow into devastating mudflows, quickly blasting obstacles on the way, and 19 

carrying large boulders and debris. The internal composition of post-wildfire mudflows has 20 

recently become of interest, intending to understand better mechanisms and transport differences 21 

between post-wildfire mudflows and non-post-wildfire mudflows. This paper shows critical new 22 

insights into how the air got entrapped during the early stage of mudflow and how air entrapment 23 

affects the properties of post-wildfire mudflows as a mixture of air bubbles, water, and 24 

hydrophobic sand. This paper proposes and experimentally investigates a new paradigm in which 25 

a significant amount of air remains entrapped in post-wildfire mudflow via hydrophobic-particle-26 

air attraction. The mudflow mixture's internal structure depends on the physical state of small 27 

liquid marbles, which are small air bubbles covered by hydrophobic sand particles. This paper  28 

quantifies the amount of air trapped under different  sand-water volumetric concentrations, the 29 

effects of mixing speeds (energy), mixing duration, and sand particle size on the final  mudflow 30 

internal structure. In addition, this paper proposes an empirical estimation of density reductions 31 

due to air entrapment in the mixture during the mixing process.  32 

 33 

1 Introduction 34 

Post-wildfire mudflows are devastating natural disasters whose frequency increases with climate 35 

change and wildfire events worldwide, including California and the Western US, Pacific West, 36 

Canada, Europe, and the Mediterranean. In addition, the severity of fire events is likely to 37 

increase in the future for most areas due to an increase in regional temperature and dryness 38 
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(Fried et al., 2004; Westerling & Bryant, 2008; Westerling et al., 2011; Abatzoglou & Williams, 39 

2016; Lozano et al., 2017; Wotton et al., 2017; Williams et al., 2019; Dupuy et al., 2020; Goss et 40 

al., 2020; Halofsky et al., 2020). Post-wildfire mud- and debris flow differ from most natural 41 

mudflows because of fire-induced soil wettability modifications. Wildfires combust organic fuel 42 

like plant parts in soil and generate hydrophobic substances that precipitate and coat granular soil 43 

particles (DeBano et al., 1979; DeBano, 1981, 1991, 2000a; Neary et al., 2005). The fire-induced 44 

hydrophobic soil layer averages between 6 cm and 16 cm reported on burned chaparral lands in 45 

southern California in the 1960s (Debano et al., 1967; Savage, 1974; Debano et al., 1976; 46 

Debano, 2000a, 2000b; Neary et al., 2005), and has been regularly classified in Burned Area 47 

Response (BAER) reports  (USDA Forest Service, 2021a, 2021b, 2021c). According to Morell et 48 

al. (2021), the 2018 Montecito debris flow eroded at least 550,000 m
3
 of sediment, and scour 49 

depth was between 0.5 m to 2 m. Therefore, assuming the entire layer of fire-induced 50 

hydrophobic soil has been eroded during the flood, a rough estimate is that 3% to 32% of 51 

Montecito sediments contain hydrophobic soils. Considering the time factor of the flooding 52 

process, this percentage must be higher at the beginning of an erosion event. Although wildfires 53 

can also reduce the long-term soil hydrophobicity in rare, naturally highly water-repellent areas 54 

(Tessler et al., 2013), this research applies to regions with naturally wettable soil that becomes 55 

hydrophobic after wildfire, like the USA's arid southwest.  56 

Post-fire mudflows initiate as shallow slopes when rain erodes burned scars' loose 57 

surficial soil layers and subsequently carry debris downhill, endangering lives and properties 58 

(Cannon et al., 2001; Cannon et al., 2008; Kean et al., 2019). The field's internal structure and 59 

composition of post-wildfire mudflows are difficult to quantify due to their short duration and 60 

fast flows, up to 30 km/h (Cui et al., 2018). Limited studies have reported post-wildfire sediment 61 

yield, hydraulic recovery, hydrophobic bed role, entrainment into mudflows, and erosion patterns 62 
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(Kean et al., 2011; Lamb et al., 2011; Ng et al., 2022; Perkins et al., 2022). For example, the 63 

solid volumetric concentration varies and can be as high as 60 % in post-wildfire mudflows and 64 

debris flows (Conedera et al., 2003; Cannon et al., 2001; Cannon et al., 2008; Kean et al., 2011; 65 

Cui et al., 2018; Lee & Widjaja, 2013). In addition to solids and water, Bull (1963) described for 66 

the first time how air entrapment occurs in mudflows. Mudflow traps air from the atmosphere 67 

while flowing down the tributary ravines and channels, and existing air from pores in the soil 68 

deposits can roll into the mudflow. Bull (1963) postulated that part of the air becomes trapped by 69 

mudflow and forms bubble cavities that are qualitatively shown in mudflow deposit images and 70 

have different shapes and sizes based on sediment material. Furthermore, mudflows can entrap 71 

air when obstacles impact the flow (Song et al., 2021; Garoosi et al., 2022). In addition, the air 72 

entrapment rate in a granular flow depends on the gradient of solid velocity and flow thickness 73 

(Sheng et al., 2013), enhanced by particle hydrophobicity (Cervantes-Álvarez et al., 2020). 74 

Since wildfires turn surficial soil hydrophobic and dried contents of post-fire mudflows 75 

likely contain excess air, this paper investigates micromechanics of hydrophobic particle-air-76 

water mixtures to understand better post-wildfire internal composition, air entrapment 77 

mechanisms, and density modifications. While previous research highlighted the importance of 78 

solids availability on total air entrapment when grains enter the water, further enhanced by 79 

hydrophobicity (Cervantes-Álvarez et al., 2020; Ong et al., 2021), the air entrapment dynamics 80 

has not been fully quantified for flowing mixtures. Wang et al. (2016) observed submerged three 81 

particle-air bubble detachment mechanisms: centrifugal force on particles due to the rotation of 82 

the air bubble about its axis in a vortex, irregular trajectories of the particle-bubble complex 83 

under motion, strong oscillation of the bubble surface which expels the particles. Furthermore, 84 

although many studies investigate the formation and stability of a single liquid marble, which is 85 

an air bubble whose surface is covered with a layer of hydrophobic particles (Bormaschenko, 86 
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2011; McHale and Newton, 2011, 2015), as further explained in the Supporting Information S1 – 87 

S3, the macro-level effects of particle-bubble interactions and dynamics of liquid marbles 88 

formation in a flowing mixture with numerous particles and bubbles are poorly understood. 89 

Therefore, this paper aims to quantify experimentally and theoretically how kinetic energy, 90 

mixing time, interphase forces and dynamics, phase ratios, and solid particles' physical 91 

properties, like size, affect the amount of entrapped air via the liquid marble mechanism during 92 

water-particle-air mixing. In addition to mudflows, air entrapment into particle-water slurries is 93 

relevant in engineering applications (Suhr et al., 1984; Römkens et al., 1997; Sheng et al., 2013; 94 

Tanaka et al., 2019; Cervantes-Álvarez et al., 2020; Dunkerley, 2020; Ong et al., 2021; Garoosi 95 

et al., 2022). 96 

 97 

2 Methodology 98 

This research focuses on sand mixtures because wildfires do not alter hydrophobicity on 99 

cohesive soils like clays but significantly affect sands and gravels in highly erodible areas 100 

(Debano, 1981; Huffman et al., 2001). Although post-mudflow reconnaissance typically does not 101 

quantify volumes of displaced hydrophobic soils, early-stage mudflows are composed of eroded 102 

hydrophobic particles from burned scar surfaces. Specifically, this paper studies how air 103 

entrapped by hydrophobic particles changes internal structure composition and density in 104 

controlled laboratory conditions. Since previous research shows that laboratory sands can well 105 

represent site soils following standard geotechnical procedures (Movasat & Tomac, 2021), this 106 

research uses clean sand with small sieve sizes to better understand sand size's role in air 107 

entrapment. Although post-mudflow reconnaissance efforts to date missed to identify volumes of 108 

displaced hydrophobic soils, this study investigates the worst-case scenario and early-stage 109 

mudflows as composed of eroded hydrophobic particles from burned scar surfaces. 110 



 

6 

 Experiments consider three types of sand: sieved 10/16 coarse sand (mean particle 111 

diameter: 1.33 mm), sieved 40/50 medium silica sand (mean particle diameter: 0.27 mm), and 112 

American Foundry Society (AFS) 50/70 testing Ottawa silica fine sand (mean particle diameter: 113 

0.15 mm). Sand is mixed with blades in a 290-ml volume cup with an overall 75-mm height and 114 

a 70-mm diameter. After removing fine dust by washing, the sand is oven-dried for 24 hours at 115 

100 °C, and then submerged in a mixed solution of 10% Triethoxy-n-octylsilane (C14H32O3Si) 116 

and 90% isopropyl alcohol by volume for at least 48 hours at room temperature, which builds a 117 

hydrophobic coating. After the treatment, hydrophobic sand is washed in water and oven dried. 118 

Table 1 summarizes the mean contact angles and water drop penetration times for each type of 119 

sand after hydrophobicity treatment and includes hydrophobic soil samples from the fire sites 120 

and hydrophilic (untreated) sand. Hydrophobicity classification uses the same method in Bisdom 121 

et al. (1993) and Leelamanie et al. (2008). The initial volumetric sand-to-water ratio is 122 

determined by measuring the sand weight and using the sand's specific gravity (GS) to obtain the 123 

volume of sand solids. Specific gravity is the ratio of the sand grain density to the density of 124 

water. The specific gravity for fine, medium, and coarse sand is measured as 2.65, 2.65, and 125 

2.64, respectively. 126 

 127 

Table 1. Mean Contact angles and water drop penetration times for different types of artificial 128 

hydrophobic sand, hydrophilic (untreated) sand, and hydrophobic sand from a fire site. 129 

Sand Type 

Mean Contact 

Angle, (°) 

Water Drop Penetration Time (s) 

and Repellency Category 

Hydrophobic Soil from Fire Site 112 ± 9.6 > 600 (severely water-repellent) 

Artificial Hydrophobic Fine Sand 120 ± 8.1 > 3600 (extremely water-repellent) 
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Artificial Hydrophobic Medium Sand 112 ± 6.4 > 3600 (extremely water-repellent) 

Artificial Hydrophobic Coarse Sand 109 ± 8.9 > 3600 (extremely water-repellent) 

Hydrophilic (Normal) Fine Sand 57 ± 2.1 0.08 (Wettable / Non-repellent) 

Hydrophilic (Normal) Medium Sand 70 ± 2.8 0.02 (Wettable / Non-repellent) 

Hydrophilic (Normal) Coarse Sand 68 ± 3.5 0.02 (Wettable / Non-repellent) 

 130 

A comprehensive mixing program is performed in controlled laboratory conditions to 131 

investigate the extent and forms of entrapped air after mixing. The custom mixing system uses a 132 

1-HP motor and variable-frequency drive (VFD) that controls the speed of the mixer blade. 133 

Multi-purpose Synthetic Grease prevents all possible water or air leakages from gaps around the 134 

container. Before mixing, a certain amount of sand sits at the bottom of the container, followed 135 

by pouring water above the sand layer. Air exists naturally within the hydrophobic sand layer 136 

and above the water layer within the container. Supporting Information S5 shows details of the 137 

mixing blade and investigates the effect of mixing blade shape. Mixing in a cup and vane system 138 

replicates kinetic energy and shear rates in post-wildfire mudflows. The shear rates in 139 

approximately 1 m high mudflows, at 30 km/h (8.3 m/s) average mudflow velocity, produce 140 

shear rates in the order of tens of s
-1

 in laminar regimes. Using the equivalent energy principle as 141 

an alternative approach ensures mixing equivalence of the highly heterogeneous three-phase 142 

mixture due to the flow regime and dynamics being erratic in nature due to changes of downhill 143 

slopes, slope lengths, and natural obstacles, and thus to a large extent unknown before the 144 

experiment. Therefore, the vane and cup mixing speed relates to a possible downhill mixture 145 

velocity using the work-energy principle: 146 

𝐾𝐸𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 =
1

2
𝑚𝑣2 (1) 
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where 𝐾𝐸𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 is the kinetic energy of the mixture mass at a translational motion; m is the 147 

mixture mass; and v is the linear velocity of the mixture during a mudflow event. Eqn. 2 defines 148 

the rotational kinetic energy in the experiments using the work-energy principle:  149 

𝐾𝐸𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 =
1

2
𝐼ω2 

(2) 

 

where 𝐾𝐸𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙  is the kinetic energy of the mixture mass at a rotational motion; ω is the 150 

angular velocity; and I is the moment of inertia of the mixture. When the mixing blade rotates, 151 

the mixture resembles a hollow cylinder shape with a thin boundary layer at the wall edge; thus, I 152 

is estimated for a cylindrical container shown in Fig. 1.  By equating 𝐾𝐸𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 in Eqn. 1 153 

and 𝐾𝐸𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙 in Eqn. 2, one can easily obtain the relationship between translational velocity v 154 

from the field and angular velocity ω used in experiments as follows: 155 

ω = √
𝑚𝑣2

𝐼
 

(3) 

 

The following example demonstrates the calculation: a 30.5-g of fine sand and 218.5-g water 156 

mixture, rotating at an angular velocity of 314 rad/s, is subjected to a total rotational energy of 157 

3.84 kg-m
2
/s

2
. However, when the same mixture mass is subjected to equivalent kinetic energy 158 

flowing downhill, it reaches the velocity of 5.6 m/s. 159 

 160 

a)  



 

9 

b)  c)  

Figure 1. a) Relations between downhill velocity and experimental rotational agitation, b) Front 161 

view and the dimension of the mixing container, c) Top view and the dimension of the mixing 162 

container 163 

 164 

Experiments vary fluid mixing speed, mixing time, and initial solid volumetric 165 

concentration of sand (Vs) to the water (Vw) across shear rates, and mixing time varies from 10 s 166 

to 120 s. Then, the mixing time increases until evident air-entrapment level changes cease. 167 

Depending on how many sand particles are available initially and the type of sand particles, the 168 

degas process ends at different times. The degassing process does not change significantly after 169 

60 s for fine sand and after 40 s for medium and coarse sand. The mixing duration stops at 120 s 170 

for fine sand, 80 s for medium sand, and 90 s for coarse sand. Before and after mixing, water 171 

surface levels help determine the volumes of free air, escaped air, free water, sand particles, and 172 

entrapped air. Image documentation of side and top views helps visualize the physical presence 173 

and sizes of liquid marbles and sediment.  174 

This paper introduces the specific air content (e
*
), the main parameter describing how 175 

much air gets entrapped during the mixing process. It is the ratio between the total volume of 176 

entrapped air (Va) to the volume of initial sand particles (Vs):  177 

𝑒∗ =  
𝑉a

𝑉s
  

(4) 

 178 
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3 Results 179 

This section summarizes the liquid marble formation process and mechanisms, liquid marble's 180 

physical appearance and size estimation after mixing, air entrapment, and final mixture density 181 

reduction due to mixing. 182 

 183 

3.1 Liquid marble size and stability in post-wildfire mudflows 184 

On a millimeter scale, hydrophobic sand particles have a strong affinity to bond with air, 185 

forming a heterogenous mixture with liquid marbles or particle-stabilized air bubbles and 186 

preventing degasification (Aussillous and Quéré, 2001; Du et al., 2003; Bormaschenko, 2011; 187 

McHale and Newton, 2011, 2015; Ong et al., 2021). Particle attachment, detachment, and 188 

collision occur during liquid marble formation (Figs. 2a-c). For example, liquid marbles collide; 189 

some merge into larger marbles, and others vanish. For example, Fig. 2a shows that only a few 190 

particles are attached to bubbles within the first 5 s of mixing, and the rest are still floating in the 191 

carrying fluid. At 20 s, more sand particles stick to air bubbles (Fig. 2b). Finally, particle-192 

covered bubbles collide and form super-large marbles. The initially wide marble size distribution 193 

reduces and becomes more uniform after 50-s mixing (Fig. 2c).  194 

 195 
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 196 

Figure 2. Different sub-processes of particle-bubble interaction include particle bubble 197 

approaching, attachment, interactions, and detachment a) within the first 5 s, showing a diagram 198 

of particle-bubble attachment mechanisms; b) within 20 s, showing a diagram of marble-marble 199 

collision mechanism; and c) within 50 s after mixing started, showing marble-marble collision 200 

and particle-bubble separation mechanism. 201 

 202 

This paper theoretically and experimentally investigates the formation process and stability of 203 

submerged liquid marbles composed of fine, medium, and coarse hydrophobic sands to 204 

understand conditions leading to mudflow air entrapment via liquid marbles. Modified Bond 205 

Number (Bo*) can predict whether liquid marbles will form or not as stable under a specific set 206 

of conditions (see Supporting Information, Section S2). Table 2 summarizes the parameters used 207 

for calculating Bo*. Assuming that the blade edge region has the most turbulent fluid flow 208 
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condition, the rotation length of a single particle's travel path is taken as the circle circumference 209 

that the blade sweeps by. The eddy turbulent accelerations (see Supporting Information, Eqn. 210 

S13) have different values since the equivalent downhill mixing velocities are different. Fig. 3 211 

plots the experimental Bo* (see Supporting Information, Eqn. S12) for mean particle diameters 212 

of each sand with observed average bubble diameters inside liquid marbles that occurred at 213 

different mixing speeds against the theoretical Bo* line at the value of one as a liquid marble 214 

stability criterion. Coarser sand particles and higher equivalent downhill mixing speed lead to 215 

Bo* > 1, where liquid marbles become unstable, and particles detach from bubbles more easily.  216 

 217 

Table 2. Parameters for calculating the modified Bond number of liquid marbles 218 

  Fine Sand Medium Sand Coarse Sand 

Particle Diameter (mm) 0.15 0.27 1.33 

Particle Density (kg/m
3
) 2600 2600 2600 

Equivalent downhill mixing 

velocity (m/s) 
3.11 5.44 7.78 3.11 5.44 7.78 3.11 5.44 7.78 

Rotating Length Scale (m) 0.157 

Eddy Turbulent Acceleration 

(m/s
2
) 

62 188 385 62 188 385 62 188 385 

Fluid Surface Tension (N/m) 0.07 

Average Contact Angle (°) 91 91 91 

Bo* 0.09 0.13 0.18 0.13 0.23 0.40 0.67 1.72 3.34 

 219 

 220 
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 221 

Figure 3. The combined effect of particle diameter Dp and equivalent downhill mixing speed on 222 

the modified Bo*. 223 

 224 

Although the modified Bo* serves as estimate of likelihood in forming liquid marbles 225 

during various flow and transport conditions for different sands, the bubble stability estimation 226 

based on modified Bo* has several limitations. First, the modified Bo* only considers a particle 227 

at the bottom of the bubble. Second, Bo* does not provide information about the liquid marble's 228 

size or shape. Third, air pressure and hydrodynamic pressure on the bubble are neglected, while 229 

Eqn. S2 (in Supporting Information) provides a more accurate calculation for balancing air 230 

pressure and hydrodynamic pressure. Fourth, the particle buoyancy exists at the partially 231 

submerged condition, so the approximation using a fully submerged condition is limited, and 232 

Eqn. S3 (in Supporting Information) addresses the issue. Fifth, the particle diameter is relatively 233 

restricted to a small range: between 0.15 mm and 0.25 mm for fine sand, between 0.25 mm and 234 

0.425 mm for medium sand, and between 1.18 mm and 1.70 mm for coarse sand. The soil in 235 

field conditions has a continuous particle diameter distribution of less than 0.075 mm up to 5 mm 236 

or above. Lastly, hydrodynamic drag is omitted. Therefore, a comprehensive analysis should 237 



 

14 

provide a better estimate of liquid marble stability using modified forces and considering 238 

multiple particle-bubble locations and a complete set of forces.  239 

Next, the applicability of theoretical Eqns. S14 - S16 (see Supporting Information, 240 

section S3) to mudflow conditions liquid marbles is investigated in Fig. 4. For fine sand, 241 

theoretically-predicted liquid marble diameters are 0.87 mm, 0.75 mm, and 0.45 mm, 242 

respectively, based on Eqns. S14-S16 (see Supporting Information). Similarly, for medium sand 243 

particles, the liquid marble diameters are 1.57 mm, 1.36 mm, and 1.49 mm, respectively. Finally, 244 

the liquid marble diameters for coarse sand particles are 7.72 mm, 6.69 mm, and 7.30 mm, 245 

respectively. Fig. 4 shows positive analysis results for only a high shear rate of 778 s
-1

 where the 246 

sand particle size strongly correlates with the final size of liquid marbles, where coarser 247 

hydrophobic sand leads to larger marbles. Fig. 4 results are selected among various tested mixing 248 

times, equivalent downhill mixing speeds, and initial solid volumetric concentrations.  249 

 250 
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  251 

Figure 4. Effect of the sand particle size on the liquid marble size. The results include all initial 252 

solid concentrations at the high end of 778 s
-1

, which produces the most stable liquid marbles. 253 

The mixing time is cut after the equilibrium condition: > 60 s for fine sand and > 40 s for 254 

medium and coarse sand.  255 

 256 

 Since Bo* and Eqns. S14 – S16 are limited in the prediction of sizes and stabilities of 257 

liquid marbles in mudflows, a comprehensive force analysis is proposed to identify a full set of 258 

conditions in liquid marble formations for post-wildfire mudflow-like mixtures. The analysis 259 

quantifies the forces that affect liquid marble formation and uses static and dynamic equilibrium 260 
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to understand better liquid marble stability constrained to post-wildfire mudflow conditions. 261 

Since a single hydrophobic sand particle can attach to a bubble anywhere on the surface, 262 

different scenarios that can be used to study force balance are investigated. In Fig. 5a, a 263 

hydrophobic sand particle stays at the top of the bubble; in Fig. 5b, a particle stays at the 264 

left/right side of the bubble, which is the worst-case scenario considering the hydrodynamic 265 

effects in horizontal fluid flow; and in Fig. 5c a particle stays at the bottom of the bubble which 266 

is not favorable when gravity dominates over inertial forces.  267 

 268 

 

 

 
 269 

Figure 5. Examples of Forces under different scenarios with different particle-bubble relative 270 

locations: a) sand particle on the top of the bubble, b) sand particle to the left of the bubble, and 271 

c) sand particle at the bottom of the bubble.  272 

 273 

Many forces are involved in particle-bubble interaction (see Supporting Information, 274 

Eqns. S1-S11). Three types of static forces dominate in the particle-bubble interaction process 275 

(Fig. 6a): capillary force, excess force, and net weight force. Capillary force favors particle-276 

bubble attraction (Tao, 2005) and linearly depends on the sand particle diameter (Fig. 6a). The 277 

excess force acts as an attractive force when the bubble diameter is smaller than 5.5 mm (Tao, 278 
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2005) and is a function of the sand particle diameter squared as shown by Eqn. S2 (see 279 

Supporting Information). Smaller bubbles experience stronger attractive net hydrostatic forces. 280 

The net weight is generally a repulsive force (Tao, 2005). The net weight force (Fig. 6a) has a 281 

cubic relationship with the sand particle diameter since both the weight and buoyancy parts of 282 

the equation depend on the sand particle volume. For all three forces, Young's contact angle 283 

applies. Two major hydrodynamic forces exist in the particle-bubble interaction process: 284 

hydrodynamic drag force (Fig. 6b) and local turbulence force (Figs. 6e-g). In drag calculation 285 

here, an estimate of drag reduction of 25% is applied. Hydrodynamic drag force is a repulsive 286 

force (Tao, 2005). Drag force is linearly dependent on fluid velocity (Fig. 6b). The undisturbed 287 

fluid flow velocity is assumed to be the same as the velocity provided by the impeller. The 288 

particle slip velocity is obtained from Stokes' rule. The drag force is larger on coarser particles.  289 

Reynolds number of the fluid flow during the mixing process is a function of impeller 290 

diameter, liquid density, liquid dynamic viscosity, and velocity provided by the impeller (Paul et 291 

al., 2004). The mixing process becomes turbulent when the Reynolds number exceeds 10,000 292 

(Paul et al., 2004), which occurs at impeller velocities higher than 4 m/s in this experiment. 293 

Therefore, the local turbulence force is only considered in a turbulent flow regime. Flow 294 

direction allows hydrodynamic force on particles to attach or detach from the bubble (Figs. 6c-295 

d). Instead of plotting hydrodynamic force only, this figure plots the ratio between 296 

hydrodynamic force and the sum of all other static forces. The calculation takes the air bubble as 297 

a fixed reference point. Therefore, the upb is the relative velocity between the sand particle and 298 

the bubble. The particle velocity is induced by surrounding fluid obtained from Eqns. S4-S9 (see 299 

Supporting Information). In case 1 defined in Fig. 5a, the sand particle is above the air bubble 300 

(hydrodynamic force analysis in Fig. 6c). Therefore, net weight, capillary, and excess forces 301 

attach forces in which the overall acting direction is downward. When hydrodynamic impact 302 



 

18 

angle α equals 0 or 2π, the flow direction is parallel to gravity or the overall acting direction of 303 

all static forces. When α equals π, the flow direction is perpendicular to gravity. When the 304 

hydrodynamic drag force has the same direction as the overall acting direction of all static forces 305 

(0 < α < π/2, or 3π/2 < α < 2π), a more attaching particle-bubble interaction will occur. When 306 

hydrodynamic drag force is in the opposite direction of the overall acting direction of all static 307 

forces (π/2 < α < 3π/2), a detaching particle-bubble interaction will occur. In case 2 defined in 308 

Fig. 5c, the sand particle is below the air bubble (hydrodynamic force analysis in Fig. 6d). 309 

Therefore, net weight has a detaching effect, while capillary and excess forces have an attaching 310 

effect. The overall acting direction of all static forces is still towards the bubble center (upward, 311 

favoring attractive interaction). The hydrodynamic effect is opposite to case 1. While the 312 

hydrodynamic impact angle is between 3π/2 and 2π, the hydrodynamic drag force has an 313 

attaching effect in particle-bubble interaction. Otherwise, the hydrodynamic drag force causes 314 

the detaching effect. The analysis considers local turbulence force an additional enhancement of 315 

hydrodynamic drag force. In the force equilibrium analysis, the local turbulence force only 316 

applies when the impeller-induced Reynolds number exceeds 10,000. Figs. 6e-g show how local 317 

turbulent force depends on bubble diameter, sand particle diameter, and fluid energy dissipation. 318 

As bubble size increases, the local turbulence force decreases. However, local turbulence force 319 

increases as sand particle diameter or fluid energy dissipation increases.  320 

 321 
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a)  
b)  

 

c)  d)  

e)  f)  
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g)  

 

Figure 6. Static and Dynamic forces in particle bubble interaction process. a) capillary, excess 322 

static, and weight forces, where Db is the bubble diameter. b) hydrodynamic drag forces. c) 323 

effect of hydrodynamic impact angle when the particle is above the bubble, d) effect of 324 

hydrodynamic impact angle when the particle is below the bubble, e) local turbulence force due 325 

to the effect of bubble diameter, f) local turbulence force due to the effect of sand particle 326 

diameter, g) local turbulence force due to the effect of fluid energy dissipation.  327 

 328 

 Figs. 7a-c quantify results of force balance analysis between capillary, net hydrostatic, 329 

hydrodynamic, and local turbulence forces. The shear rate and bubble diameter relationship at a 330 

condition of a stable liquid marble, specifically for a single-bubble-single-particle interaction 331 

process, is obtained from the force equilibrium. The system is turbulent for all three sand sizes 332 

when the particle shear rate exceeds 400 s
-1

 and laminar when the particle shear rate is less than 333 

400 s
-1

. The cutoff bubble diameter for the analysis is 5.5 mm.  334 

 335 
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a)  

b)  
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c)  

 336 

Figure 7. Particle shear rate vs. bubble diameter for a stable liquid marble (single-particle-337 

single-bubble interaction) based on force equilibrium analysis: a) fine sand particles, b) medium 338 

sand particles, c) coarse sand particles.  339 

 340 

 Liquid marbles covered with fine sand particles (Fig. 7a) have the largest stable diameter 341 

range between 1 and 5.5 mm in a laminar environment among all three types of sand. The 342 

analysis (see star dots on the x-axis in Figs. 9a-c) predicts a stable liquid marble diameter of 343 

about 1.8 mm using the same forces equations but without the hydrodynamic effect. With a fixed 344 

mixing time and a fixed initial solid volumetric concentration ratio, the interquartile range (IQR, 345 

or middle 50% and is defined as the difference between the 75% and 25% of the data) of 346 

observed liquid marble completely falls below the equilibrium-analysis predicted line for the 347 

lowest shear rate of 311 s
-1

 (Cup A, also in Fig. 8a). However, the maximum observed liquid 348 

marble diameter falls to the right side of the prediction curve. For higher shear rates of 544 s
-1

 349 
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(Cup B, also in Fig. 8b) and 778 s
-1

 (Cup C, also in Fig. 8c), the IQR of observed liquid marbles 350 

will cross the prediction curve further away. Note that the maximum observed liquid marble 351 

diameters both fall to the right side of the curve. For liquid marbles covered with medium sand 352 

particles (Fig. 7b), the range of stable bubble diameter in a laminar environment is narrower, 353 

from 1.5 to 5.5 mm. The stable bubble diameter range is smaller for medium sand compared with 354 

fine sand conditions. Without a hydrodynamic effect, the stable liquid marble has a predicted 355 

bubble diameter of about 1.9 mm. The liquid marble diameter under three different shear rates 356 

for medium sand particles is similar to the cases for fine sand particles. The only difference is 357 

that the maximum observed liquid marble diameter under the shear rate of 311 s
-1

 (Cup D, also in 358 

Fig. 8d) is still within the curve boundary. However, it is very close to the boundary. Observed 359 

liquid marble diameters exceed the prediction limit for shear rates at 544 s
-1

 (Cup E, also in Fig. 360 

8e) and 778 s
-1

 (Cup F, also in Fig. 8f). For liquid marble covered with coarse sand particles 361 

(Fig. 7c), the range of stable bubble diameter in a laminar environment is the shortest, from 4 to 362 

5.5 mm. The stable bubble diameter range is the smallest for coarse sand. That means the liquid 363 

marble stability is the worst for coarse sand among all three types of sand particles. Without 364 

hydrodynamic effects, the stable liquid marble has a predicted bubble diameter of about 2.6 mm. 365 

The IQR of the observed liquid marble still falls within the prediction limit. However, unlike the 366 

other two types of sand particles, the maximum observed liquid marbles all fall to the right side 367 

of the prediction curve (Cup G, also in Fig. 8g; Cup H, also in Fig. 8h; Cup I, also in Fig. 8i). 368 

Overall force equilibrium analysis and experimental data match well, where experimental data 369 

show a range of liquid marble diameters. Roughly 70% of the Interquartile Range (IQR) of 370 

observed liquid marbles falls within the prediction, meaning most of the liquid marbles obtained 371 

from the experiment still follow the general principle of force balances for single-particle-single-372 

bubble interaction. Multiple-particle-single-bubble interaction (Wang et al., 2022) and liquid-373 
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marble-liquid-marble interaction (Jin et al., 2018), particle diameter discrepancies due to sieve 374 

sizes, roundness, and sphericity variances are the possible reasons for the observed ranges. 375 

For fine sand particles with an average diameter of 0.15 mm, the average estimated 376 

bubble diameter of the final liquid marble covered by fine sand is about 0.96 mm using the force 377 

balance method and the three direct estimation equations (see Supporting Information, Eqns. 378 

S14-S16) mentioned previously in this paper. Therefore, the collision efficiency (see Supporting 379 

Information, Eqn. S17) for a single fine sand particle to collide with a bubble is 0.47. Medium 380 

sand particles have an average diameter of 0.27 mm. The average estimated bubble diameter of 381 

the final liquid marble covered by medium sand is about 1.33 mm. Thus, the collision efficiency 382 

for a single medium sand particle to collide with a bubble is 0.61. Coarse sand particles have an 383 

average diameter of 1.33 mm. The average estimated bubble diameter of the final liquid marble 384 

covered by coarse sand is about 6.12 mm. The collision efficiency for a single coarse sand 385 

particle to collide with a bubble is 0.65. 386 

 387 
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 388 

Figure 8. Top Views of Cups A to I in Figure 8.  389 

 390 

3.2 Evaluation of the mixture air entrapment and density  391 

The total volume of air trapped in hydrophobic liquid marbles within mixtures is quantified with 392 

the specific air content (Eqn. 4), and thus, the bulk density of hydrophobic sand slurries 393 

decreases compared to hydrophilic sand slurries. The entrapped air in the three-phase mixture is 394 

measured by subtracting the initial water and solid volumes from the total final mixture. The 395 

measurement error of volume falls within +/- 1 mL. Table 3 shows a comparison of air 396 

entrapments produced with hydrophobic and hydrophilic fine, medium, and coarse sands for a 397 

mixing time of 10 – 120 seconds, a shear rate of 311 – 778 s
-1

, and an initial solid volumetric 398 

concentration of 5 – 25%. As introduced at the beginning of the article, debris flows with regular 399 
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hydrophilic soil can entrap air bubbles if the debris flow impacts an obstacle (Lugni et al., 2006; 400 

Song et al., 2021) or wave surges (Arguden & Rodolfo, 1990); however, it can be seen that 401 

hydrophilic sand does not have as strong capability to trap air during the mixing process as 402 

hydrophobic sand. 403 

 404 

Table 3. A comparison of air entrapment with hydrophobic and hydrophilic sand under selected 405 

conditions. Vs is the volume of sand particles, Vw is the volume of water, and e
*
 is the specific air 406 

content.  407 

Sand Particle 

Type 
Vs/Vw Shear Rates 

Mixing 

Time 

e
*
 for 

Hydrophilic sand 

 e
*
 for 

Hydrophobic Sand 

 
(%) (s

-1
) (s) (%) (%) 

Fine 5 778 60 0.0 17 

Fine 11 778 60 4.3 22 

Fine 18 778 60 2.9 23 

Fine 25 778 60 4.3 27 

Fine 25 778 10 6.5 70 

Fine 25 778 120 4.3 15 

Fine 25 544 60 4.3 39 

Fine 25 311 60 6.5 49 

Medium 5 778 60 0.0 13 

Medium 11 778 60 0.0 19 

Medium 18 778 60 2.9 20 

Medium 25 778 60 4.3 22 

Medium 25 778 10 4.3 43 

Medium 25 778 80 2.2 18 

Medium 25 544 60 4.3 26 

Medium 25 311 60 4.3 33 

Coarse 5 778 60 0.0 9 

Coarse 11 778 60 0.0 12 

Coarse 18 778 60 2.9 13 

Coarse 25 778 60 2.2 16 

Coarse 25 778 10 4.3 48 

Coarse 25 544 60 2.2 26 

Coarse 25 311 60 4.3 35 

 408 

 409 
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 Fig. 9 shows the correlation between the specific air content and shear rate. When the 410 

shear rate increases, the specific air content decreases. The decreasing behavior of air entrapment 411 

changes at around 300 s
-1

. Before this separating shear rate, air entrapment decreases faster as the 412 

shear rate increases. Low mixing power at a low shear rate causes more uneven mixing results, 413 

leading to extremely diverse physical appearances of liquid marbles, as shown in Figs. S4a-b 414 

(see Supporting Information). When mixing at high shear rates, the mixing powers are strong 415 

enough to cause a more uniform physical appearance of marbles (Figs. S4c-f, see Supporting 416 

Information). Hydrodynamic forces from mixing speed must be coupled with other forces, such 417 

as resisting forces due to gravity, at low shear rates when investigating their effect on air 418 

entrapment. Group "Hydrophobic Fine, Vs/Vw = 11%" provides the range of shear rates to form 419 

stable liquid marbles.   420 

 421 

  422 

Figure 9. Specific air content vs. shear rate, where all the experiments mixing exceeds 60 423 

seconds. 424 

 425 

 Fig. 10 further quantifies how the mixing time decreases trapped air aiming towards the 426 

equilibrium state by partial degassing. The equilibrium state is defined as the internal structure of 427 
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the mixture that is stable against longer and more vigorous mixing, characterized by stable liquid 428 

marbles shown in Fig. S4g (see Supporting Information). Figs. 10a-c show that with smaller 429 

diameters and less observable in some cases, liquid marbles form when the mixture undergoes 430 

prolonged mixing. It can be seen that coarser sand needs less time to reach the equilibrium, and 431 

higher initial solid concentration mixes need a longer time to reach the equilibrium state. Fig. 432 

10d synthesizes coupled effects and serves as a base for the proposed empirical relationship:  433 

 
𝑒∗

𝑉𝑠/𝑉𝑤
=  4.44(𝑡𝐷𝑝)−0.31  (5) 

Fig. 10e describes an empirical correlation between air entrapment normalized by initial solid 434 

volumetric concentration and Bo*, which depends on the mean particle diameter and mean 435 

velocity (see Supporting Information, Eqn. S12). Therefore, besides describing the time effect on 436 

the specific air content, this paper proposes another empirical correlation focusing on the 437 

velocity effect on the specific air content: 438 

𝑒∗

Vs/V𝑤
=  −0.56 ln 𝐵𝑜∗ + 1.92 (6) 

 439 

a)  440 
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b)  441 

c)  442 
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d)   443 

e)  444 

Figure 10. Coupled effect mixing time and types of sand particles on the ability to trap air phase 445 

for a) fine sand particles, b) medium sand particles, c) coarse sand particles, and d) combined 446 

results. e) Empirical correlation between specific air content normalized by initial solid 447 

volumetric concentration and modified Bond Number. 448 

 449 

Besides air entrapment as an essential indicator of the mixing behavior of hydrophobic 450 

particles, water, and air, density change before and after mixing is necessary for mudflow 451 

models. The density reduction indicates how much water-sand slurry will reduce due to the 452 

additional entrapment of air phases when the same amount of sand becomes hydrophobic. Fig. 453 
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11a shows the effect of mixing time on the density changes of the final mixture. The density 454 

reduction will reach a stable condition for the extended mixing time, which is shorter for coarser 455 

particles. The average final density reduction is 17%, 13%, and 11% for fine, medium, and 456 

coarse sand particles, respectively, when the shear rate is 778 s
-1

 (i.e., the equivalent downhill 457 

mixing speed is 7.8 m/s). After ruling out the time effect, shear rate consistently impacts all types 458 

of sand (Fig. 11b). Fig. 11b defines two bounding equations as a speed function to provide a 459 

range of estimation of density change normalized by initial solid concentration.  460 

 461 

a)   462 

b)  463 

Figure 11. Density reduction due to a) mixing time and b) shear rate.  464 
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 465 

4 Discussion and Conclusions 466 

This paper investigated complex mixtures that contain water, hydrophobic sand, and entrapped 467 

air. For the first time, this research identified conditions that control air trapping into postwildfire 468 

mudflows due to mechanisms enhanced by the wildfire-induced soil hydrophobicity. During 469 

wildfires, a surficial layer of non-cohesive sandy soils turns hydrophobic due to the deposition of 470 

organic combustion matter on the particle surface. Upon subsequent rain, erosion and mudflows 471 

form easily, causing devastating hazards. The air-trapping occurs due to the hydrophobic sand 472 

particles attaching to the air bubbles attracted into the mixture, forming liquid marbles in water. 473 

This paper shows that sand particles and water are not necessarily only mudflow constituents in 474 

hydrophobic slopes because hydrophobic sands have a high capacity to entrap air via liquid 475 

marbling mechanisms—an extensive controlled laboratory program aided in understanding 476 

liquid marble formation and stability evolution in dense mixtures. The relationship between 477 

density change and parameters that can be back-estimated from field analysis, such as average 478 

flow velocity in a sloped hill or average solid concentration, have been developed. Fine, medium, 479 

and coarse hydrophobic sands represent three different grains of sand as categorized from a 480 

geotechnical perspective.  481 

This paper quantified and compared the effects of coupled equivalent downhill mixing 482 

speeds, mixing time, sand particle type, and variations in initial air-water-solid volumetric ratios 483 

on air entrapment. In addition, the experiments confirm findings from Cervantes-Álvarez et al. 484 

(2020), which showed that an initial solid volumetric concentration dominates the final air 485 

trapping volume over any other tested factors. Specifically, the initial solid volumetric 486 

concentration dominates over shear rates (311 to 778 s
-1

), shear time (10 to 120 s), and sand 487 

particle types (fine, medium, or coarse) in the current study. For the first time, the paper proposes 488 
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a forecasting formula for mudflow density for a sand-dominated site under various mixing 489 

conditions. Specific new findings show that a longer mixing time gradually decreases the amount 490 

of entrapped air. Mixing time affects amount of air and relates to the time from the start rain-491 

induced erosion on burned scar with hydrophobic partices to later times of mudflow dynamics. 492 

In addition, mixing time is coupled with the average particle size, and coarser sand needs 493 

consistently less mixing time than fine sands to reach a steady volume of trapped air in the 494 

mixture at all investigated equivalent downhill mixing speeds. Collision efficiency between a 495 

particle and a bubble is higher for coarser sands. Next, considering the mixing rate, air trapped in 496 

the mixture decreases as the mixing velocity and sand coarseness increase. Observing air bubbles 497 

and liquid marbles can explain the variation and decrease of entrapped air in the mixture under 498 

faster, longer mixing and with coarser hydrophobic sands. Coarser sand forms larger liquid 499 

marbles than finer sand, with larger modified Bond number, which indicates higher initial bubble 500 

shape irregularities where larger marbles deform more and break more easily. Liquid marble 501 

breakage is more prominent at a higher speed with a longer mixing time in coarser sand than in 502 

other sand. This experiment provides evidence that local turbulence and flow instabilities make 503 

particle-bubble interaction more unpredictable and increase the vulnerability of formed liquid 504 

marbles toward breakage. As mixing velocity increases, experimental observation deviates more 505 

from theoretical calculation. Besides, as mixing velocity increases, larger liquid marbles are hard 506 

to survive.  507 

The experiments shown in this paper specialize in narrow particle size to investigate the 508 

role of particle size in air entrapment. Although the small-scale mixing experiments in this 509 

research are limited compared to site and large-scale soil heterogeneity, they provide an excellent 510 

baseline. Experiments show that coarser sand reduces the volume of entrapped air, and with 511 

gravel or boulders, air entrapment could be less, because gravity forces from gravels or boulders 512 
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and hydrodynamic forces from large particles can easier break the multiphase force balance 513 

among air bubbles, water, and solid particles. With less entrapped air and smaller density 514 

reduction, the upper bound equation does not change, and the lower bound equation will shift 515 

upwards. Since the experiments only consider sand particles, the amount of trapped air could be 516 

different if the mixture contains hydrophilic particles and sand, or clays.  517 
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