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Abstract

Increasing anthropogenic CO2 emissions to the atmosphere are partially sequestered into the global oceans through the air-sea

exchange of CO2 and its subsequent movement to depth, and this collective large-scale absorption is commonly referred to as

the global ocean carbon sink. Quantifying this ocean carbon sink provides a key component for closing the global carbon budget

which is used to inform and guide policy decisions. These estimates are typically accompanied by an uncertainty budget built by

selecting what are perceived as critical uncertainty components based on selective experimentation. However, there is a growing

realisation that these budgets are incomplete and may be underestimated, which limits their power as a constraint within global

budgets. In this study, we present a methodology for quantifying spatially and temporally varying uncertainties in the air-sea

CO2 flux calculations and data that allows an exhaustive assessment of all known sources of uncertainties, including decorrelation

length scales between gridded measurements, and the approach follows standard uncertainty propagation methodologies. The

resulting standard uncertainties are higher than previously suggested budgets, but the components are consistent with previous

work, and they identify how the significance and importance of key uncertainty components change in space and time. For

an exemplar method (the UEP-FNN-U method) the work identifies that we can currently estimate the annual ocean carbon

sink to an accuracy of ±0.72PgCyr-1 (1 standard deviation uncertainty). Due to this method having been built on established

uncertainty propagation and approaches, it appears applicable to all data-product assessments of the ocean carbon sink.
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Abstract 17 

Increasing anthropogenic CO2 emissions to the atmosphere are partially sequestered into the global 18 

oceans through the air-sea exchange of CO2 and its subsequent movement to depth, and this collective 19 

large-scale absorption is commonly referred to as the global ocean carbon sink. Quantifying this 20 

ocean carbon sink provides a key component for closing the global carbon budget which is used to 21 

inform and guide policy decisions. These estimates are typically accompanied by an uncertainty 22 

budget built by selecting what are perceived as critical uncertainty components based on selective 23 

experimentation. However, there is a growing realisation that these budgets are incomplete and may 24 

be underestimated, which limits their power as a constraint within global budgets. In this study, we 25 

present a methodology for quantifying spatially and temporally varying uncertainties in the air-sea 26 

CO2 flux calculations and data that allows an exhaustive assessment of all known sources of 27 

uncertainties, including decorrelation length scales between gridded measurements, and the approach 28 

follows standard uncertainty propagation methodologies. The resulting standard uncertainties are 29 

higher than previously suggested budgets, but the components are consistent with previous work, and 30 

they identify how the significance and importance of key uncertainty components change in space and 31 

time. For an exemplar method (the UEP-FNN-U method) the work identifies that we can currently 32 

estimate the annual ocean carbon sink to an accuracy of ±0.72 Pg C yr
-1

 (1 standard deviation 33 

uncertainty). Due to this method having been built on established uncertainty propagation and 34 

mailto:d.ford@exeter.ac.uk
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approaches, it appears applicable to all data-product assessments of the ocean carbon sink. 35 

 36 

Highlights 37 

1. A framework to calculate standard uncertainty budgets for air-sea CO2 flux data that considers all 38 

known sources of uncertainty is described. 39 

2. Spatially and temporally varying air-sea CO2 flux uncertainties including their spatial 40 

decorrelation lengths are calculated. 41 

3. For an exemplar data-product based estimate of the global ocean carbon sink we identify a 1 42 

uncertainty of 0.72 Pg C yr
-1

. 43 

 44 

1. Introduction 45 

Anthropogenic carbon dioxide (CO2) emissions are continuing to increase and since the 1800s the 46 

ocean has acted as a natural CO2 sink helping to slow the rise in atmospheric CO2 and the resultant 47 

global heating. This uptake equates to ~25 % of all anthropogenic CO2 emissions and is occurring at 48 

an increasing rate reaching ~2.9 petagrams of carbon per year (Pg C yr
-1

; 1 Pg C = 10
15

 grams of 49 

carbon) in recent years (Friedlingstein et al., 2023). Our ability to quantify and resolve the annual 50 

uptake of CO2 by the global oceans currently comes from two sources; (1) observation data-product 51 

based assessments that extrapolate and combine sparse ocean CO2 observations with satellite and re-52 

analysis data into global fields through time and (2) analyses from complex global biogeochemical 53 

models. Along with globally complete datasets, the data-product based assessments also rely on 54 

sparse in situ observations of the fugacity of CO2 in seawater (fCO2 (sw)) which are collated into the 55 

annual releases of the Surface Ocean CO2 Atlas (SOCAT) (Bakker et al., 2016). In many of these data-56 

product based approaches, these in situ data are matched to variables such as satellite, reanalysis and 57 

model-based data of sea surface temperature (SST), salinity (SSS), mixed layer depth (MLD) and 58 

chlorophyll-a (Chau et al., 2022; Gregor & Gruber, 2021; Iida et al., 2021; Landschützer et al., 2014; 59 

Watson et al., 2020), which are used to describe the physical, biological and chemically driven 60 

variability in fCO2 (sw) (Shutler et al., 2024). The relationships between these variables and fCO2 (sw) 61 

are then estimated within predefined provinces or biogeochemical regions (e.g., using multi linear 62 

regressions, neural network or other machine learning techniques) to allow globally complete fCO2 (sw) 63 

fields through time to be produced (Chau et al., 2022; Gregor & Gruber, 2021; Iida et al., 2021; 64 

Landschützer et al., 2016; Watson et al., 2020). These complete fields are then combined with a host 65 

of data including more satellite observations, model and re-analysis datasets to calculate the air-sea 66 

CO2 fluxes, and then integrated into global or regional annual budgets (as described within Shutler et 67 

al., 2024 and used by most of the data-product based ocean sink estimates within Friedlingstein et 68 

al.,2023; and the six methods in Fay et al., 2021). 69 
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The current uncertainty characterisation on the resulting air-sea fluxes and the integrated net sink 70 

estimates from these outputs are largely based on a single estimates that are assumed constant in space 71 

or time. For example, Landschützer et al. (2014) estimate an uncertainty of ~0.53 Pg C yr
-1

 for one 72 

data-product based assessment which comprised three sources of uncertainty, though dominated 73 

mainly by one empirical parameterisation used within the calculation (the gas transfer 74 

parameterisation, which was assessed to contribute to ~0.4 Pg C yr
-1

 of the uncertainty budget). 75 

Within the Global Carbon Budget (GCB) (Friedlingstein et al., 2023) uncertainties on all data-product 76 

ocean carbon sink assessments are estimated (as 1 standard deviation, 1) using literature values for a 77 

selection of uncertainty sources including the standard deviation of the seven data product ensemble 78 

in the GCB (contributing 0.3 Pg C yr
-1

), the fCO2 (sw) mapping (contributing 0.2 Pg C yr
-1

 to the 79 

uncertainty budget) from Landschützer et al. (2014), the gas transfer coefficient (0.2 Pg C yr
-1

) from 80 

Ho et al. (2011) and Wanninkhof et al. (2013), the wind speed data input (0.1 Pg C yr
-1

) from Fay et 81 

al. (2021), the in situ fCO2 (sw) observation uncertainty (0.2 Pg C yr
-1

) from Wanninkhof et al. (2013) 82 

and a land to ocean river flux adjustment (0.3 Pg C yr
-1

 which unlike the other components is the 2 83 

value) due to natural CO2 outgassed due to riverine material from Regnier et al. (2022). These 84 

components are assumed spatially and temporally independent (i.e. uncorrelated), resulting in a fixed 85 

annual standard 1 uncertainty of ±0.6 Pg C yr
-1

. Whilst a good first step and pragmatic solution, this 86 

approach does not systematically identify and characterise all sources of uncertainty and largely 87 

overlooks spatial correlation which is important for some variables critical in the calculation (Watson 88 

et al., 2009). Because of this, it is likely that these estimates of the uncertainties may be 89 

underestimated, whilst many will vary through both space and time dependent upon data coverage 90 

(Hauck, Nissen, et al., 2023) and environmental conditions. Furthermore, the apparent gradual 91 

divergence that has been observed between the model and data-product based assessments within the 92 

GCB assessments (Friedlingstein et al., 2022, 2023) may be, in part, driven by, or at least confused by, 93 

unconstrained or incomplete uncertainty budgets. Jersild and Landschützer (2024) provide spatially 94 

and temporally explicit uncertainties for some components of the air-sea CO2 flux but do not 95 

systematically evaluate all known sources of uncertainty and their approach is not simply applicable 96 

to all data-products within the GCB. Clearly, a full uncertainty budget for both the model and data-97 

product based estimates is needed to support any conclusions as to which estimate is the more 98 

credible. Similarly, a more complete standard uncertainty budget would guide where to focus efforts 99 

towards reducing these uncertainties and improving the quantification of the global ocean CO2 sink. 100 

These complexities identify a desire for spatially and temporally varying uncertainties where all 101 

known sources of uncertainty are systematically evaluated into a full standard uncertainty budget. 102 

Established frameworks and methods for assessing uncertainty components exist which can be used to 103 

build standard uncertainty budgets (BIPM, 2008) which were originally developed by the metrology 104 

community, but have since seen widespread application in other scientific realms including ocean 105 
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satellite remote sensing and in situ studies (e.g., Banks et al., 2020; Dong et al., 2021) and these use 106 

standard uncertainty propagation techniques (Taylor, 1997).  107 

Within this study, we present a complete spatially and temporally varying air-sea CO2 flux uncertainty 108 

budget which systematically assesses all known sources of uncertainty and propagates these using 109 

standard techniques (Taylor, 1997). To complement the baseline air-sea CO2 flux uncertainty budget, 110 

we also develop an approach to estimate spatially and temporally complete fCO2 (sw) uncertainties for 111 

an exemplar feed forward neural network interpolation approach, that considers multiple sources of 112 

uncertainty. We highlight how the uncertainty approach for the interpolated fields can be adapted to 113 

other data-product based approaches which use different fCO2 (sw) interpolation methods. The resulting 114 

air-sea CO2 flux uncertainties are then globally integrated to produce a global time varying 115 

uncertainty budget for the net air-sea CO2 flux, or ocean CO2 sink, and the dominant components 116 

within this uncertainty budget are assessed. These results are discussed in the context of the GCB 117 

global ocean CO2 sink uncertainty estimates but the methods can also be applied regionally. The 118 

uncertainty approach for the complete air-sea CO2 fluxes and the integrated net sink values are 119 

applicable to any data based approach. 120 

  121 
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 122 

Figure 1: Flowchart indicating the sources of uncertainty that contribute to each term in the air-sea CO2 flux calculation described in section 2.2 and 123 

integrated in section 2.5. Green boxes indicate a component that decorrelates over a spatial and temporal scale, blue boxes indicate globally correlated 124 

components and grey boxes indicate functions for which uncertainties are propagated through using a Monte Carlo approach. The fCO2 (sw) uncertainty 125 

components (grouped by the dashed line box) are described in section 2.4.2. References within the flowchart are for the gas transfer algorithm uncertainty 126 

(Woolf et al., 2019), wind speed uncertainty (Mears et al., 2022a), Schmidt number algorithm uncertainty (Wanninkhof, 2014), partial pressure of water 127 

vapour (pH2O) algorithm (Weiss & Price, 1980), xCO2 (atm) uncertainty (Lan et al., 2023), SST uncertainty (Merchant et al., 2019), SSS uncertainty (Jean-128 

Michel et al., 2021), solubility algorithm uncertainty (Weiss, 1974) and the sea ice concentration uncertainty (OSI SAF, 2022). Acronyms in flowchart are gas 129 

transfer coefficient (K600), Schmidt number (Sc), fugacity of CO2 in atmosphere (fCO2 (atm)) and seawater (fCO2 (sw)) and solubility at the subskin (αsubskin) and 130 

skin (αskin). 131 
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2. Methods 132 

2.1.Input datasets 133 

In situ monthly 1 degree gridded SOCAT2023 fCO2 (sw) observations which have been reanalysed to 134 

the depth consistent temperature CCI-SST v2.1 (Merchant et al., 2019) dataset were downloaded from 135 

Ford et al. (2023). Data were extracted for the period 1985 to 2022. Following the recommendations 136 

of Shutler et al. (2024) all satellite or re-analysis data choices focussed on climate data to ensure long-137 

term data stability and the availability of uncertainty data. Satellite or reanalysis datasets were 138 

retrieved from their respective sources at their native temporal and spatial resolution (see 139 

Supplementary Table S1 for all the datasets used within this study) and averaged (mean) to the same 140 

monthly 1 degree global grid as the SOCAT observations. Some datasets did not cover the full 141 

temporal period and these periods were filled with a 10 year climatological monthly mean from the 142 

respective end of the timeseries (i.e if missing data occurred at the start of the timeseries, a 10 year 143 

monthly climatology from the start of the available data was constructed). Anomalies for each 144 

variable were calculated with respect to a monthly climatology between 1985 and 2022. The GCB 145 

(Friedlingstein et al., 2023) version of the UoEx-Watson product was retrieved from Hauck, 146 

Landschützer et al. (2023). 147 

The CCI-SST and EUMETSAT Ocean and Sea Ice Satellite Application Facility (OSISAF) sea ice 148 

concentrations were retrieved with a daily coincident uncertainty field. The uncertainties within these 149 

data are correlated spatially to around 100-300 km and 3 days temporally (Kern, 2021), and therefore 150 

we assumed the uncertainties are correlated within these scales when producing the monthly 1 degree 151 

uncertainties. 152 

 153 

2.2.Air-sea CO2 fluxes 154 

The air-sea CO2 flux calculations were carried out using the open source FluxEngine toolbox 155 

(Holding et al., 2019; Shutler et al., 2016), which provides traceable, consistent, and configurable air-156 

sea CO2 flux calculations. The air-sea CO2 flux (F) can be expressed in a bulk parameterisation as: 157 

𝐹 = 𝐾600 (𝑆𝑐
600⁄ )−0.5(𝛼𝑠𝑢𝑏𝑠𝑘𝑖𝑛𝑓𝐶𝑂2 (𝑠𝑤,𝑠𝑢𝑏𝑠𝑘𝑖𝑛) −  𝛼𝑠𝑘𝑖𝑛𝑓𝐶𝑂2 (𝑎𝑡𝑚))(1 − 𝑖𝑐𝑒)               (1) 158 

Which is consistent with the rapid model of Woolf et al., (2016) and where K600 is the gas transfer 159 

coefficient estimated using the Nightingale et al. (2000) parameterisation and wind speeds from the 160 

Cross Calibrated Multi-Platform dataset (CCMP; v3.1) (Mears et al., 2022a, 2022b). Sc is the Schmidt 161 

number estimated using the calculation in Wanninkhof et al. (2014) and the ocean’s skin temperature. 162 

α is the solubility of CO2 at the respective subskin or skin temperature and salinities which was 163 

estimated as in Weiss (1974). fCO2 (atm) and fCO2 (sw,subskin) are the fugacity of CO2 in the atmosphere 164 

and the seawater subskin layer respectively. Eq. 1 and the use of skin and subskin temperatures 165 
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accounts for vertical temperature gradients across the ocean’s mass boundary layer as described in 166 

Woolf et al. (2016), where we refer the reader for further information and the assignment of data to 167 

the skin and subskin quantities is described below.  168 

For the fCO2 (sw,subskin), we use complete fCO2 (sw,subskin) fields generated by an exemplar neural network 169 

approach (University of Exeter Physics Feed Forward Neural Network with Uncertainties; UEP-FNN-170 

U) described in section 2.4. The CCI-SST and CMEMS SSS are considered representative of the 171 

subskin temperature and salinities and used in the calculation of αsubskin. For the atmospheric side, the 172 

ocean’s skin temperature was estimated from the CCI-SST with a cool skin deviation calculated with 173 

NOAA-COARE3.5 (Bariteau Ludovic et al., 2021; Edson et al., 2013; Fairall et al., 1996) using 174 

CCMP wind speed, CCI-SST and ERA5 fields (Hersbach et al., 2019) as inputs. Skin salinity was 175 

calculated assuming a +0.1 psu change from the CMEMS SSS (i.e a salty skin) as in Watson et al. 176 

(2020) and Woolf et al. (2019). fCO2 (atm) was calculated using NOAA-ERSL atmospheric dry mixing 177 

ratio of CO2 (xCO2 (atm)), the skin temperature and ERA5 atmospheric pressure. Sea ice concentrations 178 

from the OSISAF (OSI SAF, 2022) dataset were used for the ice component of Eq. 1.  179 

 180 

2.3.Air-sea CO2 flux uncertainties 181 

The spatially and temporally varying air-sea CO2 flux uncertainties were calculated using a 182 

framework that assesses all identified sources of uncertainties (Figure 1). Figure 1 indicates the 183 

sources of uncertainties that contribute to the individual components of Eq. 1. Uncertainties within 184 

each component were propagated through the flux calculations using standard propagation techniques 185 

(e.g., where a specific value is known) or a Monte Carlo uncertainty propagation approach (e.g., 186 

where the component is dependent upon input data), to produce an uncertainty in the air-sea CO2 flux 187 

due to each component (considered 95% confidence). 188 

As an example, the process for propagating the uncertainties contributing to the K600 uncertainty are 189 

described, where these principles apply to all components. K600 shows two sources of uncertainty: (1) 190 

the gas transfer parameterisation uncertainty when parameterised with in situ observations, which has 191 

been indicated as ~20% (Woolf et al., 2019) and (2) the uncertainty within the wind speed product 192 

used in driving the gas transfer parameterisation. The first component can be propagated with 193 

standard propagation techniques, resulting in a 20 % uncertainty (assumed to be 95 % confidence) in 194 

the calculated CO2 flux. The second wind speed uncertainty component was propagated through the 195 

gas transfer parameterisation using a Monte Carlo uncertainty propagation, where the wind speed was 196 

perturbed randomly 100 times within its uncertainty (0.9 ms
-1

 where we assume this was a 95% 197 

confidence) (Mears et al., 2022a). The one standard deviation of the resulting distribution of K600 were 198 

calculated, converted to a percentage uncertainty, and propagated using standard propagation 199 

techniques to a CO2 flux uncertainty. This resulted in a spatially varying uncertainty with a global 200 
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mean of ~20 %, however significantly varying regionally, ranging from 10 % to greater than 100 %. 201 

For a total uncertainty on K600 for each 1 degree region, the two components could be combined in 202 

quadrature assuming they are independent and uncorrelated (Taylor, 1997).  This approach and 203 

principles apply to all components in Figure 1 except for the sea ice concentration and the 204 

interpolation of the fCO2 data. The uncertainty estimate of the interpolated fCO2 is a more specialised 205 

case which needs to capture multiple sources of uncertainty, which are the network uncertainty, input 206 

parameter uncertainties (of the inputs used for the interpolation) and the evaluation uncertainty, and 207 

the approach taken for this are given in the section 2.4.2. The sea ice uncertainty contribution was not 208 

included in the total air-sea CO2 flux uncertainty due to the asymmetric nature of the sea ice 209 

concentration when applying a Monte Carlo uncertainty propagation (i.e the sea ice concentration 210 

cannot be less than 0 % or greater than 100 % and therefore the resulting uncertainty distribution after 211 

applying the Monte Carlo uncertainty propagation would become skewed). These asymmetric 212 

distributed uncertainties cannot be combined with the symmetric uncertainty distributions using 213 

standard propagation techniques (Taylor, 1997). Therefore the sea ice concentration uncertainties are 214 

assessed within the globally integrated uncertainties described in section 2.5. 215 

 216 

2.4. Calculating spatially complete fCO2 (sw) data and estimating their uncertainties 217 

The sparse sampling of the in situ data used, the need to use an interpolation method, and the need for 218 

input data for the interpolation methods warrants a more comprehensive analysis of the fCO2 data 219 

uncertainties. These sections now describe the interpolation technique and the approach for assessing 220 

the uncertainties for input into the framework in Figure 1. 221 

2.4.1 The neural network approach - University of Exeter physics feed forward neural 222 

network with uncertainties (UEP-FNN-U)  223 

The self-organising map feed forward neural network (SOM-FNN) method (Landschützer et al., 2014, 224 

2016) used within the GCB (Friedlingstein et al., 2023) UoEx-Watson product (Watson et al., 2020) 225 

was applied with modifications to interpolate the re-analysed SOCAT sourced in situ fCO2 data. These 226 

modification were: the Arctic Ocean was defined as a single province using the Longhurst province 227 

(Longhurst, 1998) Boreal Arctic (Province 1). The Mediterranean Sea and Red Sea Longhurst 228 

provinces (Province 16 and 25 respectively) were combined into a single province covering these 229 

regions, leading to a total of 18 provinces (instead of 17 as in UoEx-Watson) and near global 230 

coverage. Whereas the predictor variables remained consistent to the UoEx Watson product, 231 

consisting of SST, SSS, MLD, xCO2 (atm), and anomalies of all four variables (Table 1). 232 

These predictor variables were matched in space and time to the re-analysed SOCAT observations 233 

(Figure 2). For each province the SOCAT gridded fCO2 (sw) observations, with their respective 234 
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predictor variables, were split into two datasets; (1) an independent test dataset that was not used in 235 

the neural network training or validation steps (5 %) and (2) a training and validation dataset (95 %). 236 

This data split provides as much of the data to the neural network training, whilst retaining a sufficient 237 

sample to independently assess the neural network performance. The training and validation dataset 238 

was then used within a feed forward neural network (FNN). The FFN approach consists of an input 239 

layer, hidden layer, and output layer. The input layer consists of nodes corresponding to the number of 240 

predictor variables, and a single node in the output layer. The number of nodes within the hidden layer 241 

was determined through a pre-training step (Ford et al., 2022a; Landschützer et al., 2014), which 242 

incrementally increases the hidden layer nodes in a set range (30 to 300 nodes at 30 increments) and 243 

finds the minimum of the neural network loss function which corresponds to the root mean square 244 

difference (RMSD) between the neural network output and the validation component training dataset. 245 

The pre-training step was required to provide the optimum number of hidden neurons to fit the in situ 246 

observations, whilst preventing overfitting (Demuth et al., 2008). Once the optimum number of nodes 247 

in the hidden layer was selected an ensemble of 10 neural networks are trained using the training and 248 

validation dataset. The training and validation dataset was split further and randomly into the training 249 

(70 %) and validation datasets (30 %) for each ensemble member. The split percentages were 250 

estimated with the optimal split approach described in Amari et al. (1997). This random splitting 251 

allows the neural network ensemble a high probability to see all the dataset as either training or 252 

validation data. Once all ensembles have been trained, the output fCO2 (sw) for the province was the 253 

mean of the ensembles. Applying this ‘mean’ neural network for each province to the complete fields 254 

of the predictor variables allows the generation of complete and spatially complete fCO2 (sw) fields 255 

(Figure 2). 256 

Table 1: Input parameters used within the University of Exeter physics feed forward neural network 257 

(UEP-FNN-U) as predictor variables, with their respective uncertainties used within the parameter 258 

uncertainty. 259 

Predictor Variables Defined Uncertainty Reference 

NOAA xCO2 (atm) 1 ppm (Lan et al., 2023) 

CCI Sea Surface Temperature 

(v2.1) 
0.15 K (Merchant et al., 2019) 

CMEMS sea surface salinity 

(GLORYSV12) 
0.1 psu (Jean-Michel et al., 2021) 

CMEMS mixed layer depth  

(GLORYSV12; log10 transformed) 
0.05 log10(m) (Jean-Michel et al., 2021) 
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 260 

Figure 2: Flowchart indicating the structure and training scheme of the feed forward neural network approach and uncertainty analysis as described within 261 

section 2.4.1 and 2.4.2. Acronyms in the flowchart are Surface ocean CO2 Atlas (SOCAT), fugacity of CO2 in seawater (fCO2 (sw)), feed forward neural 262 

network (FFN) and root mean square difference (RMSD).263 
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2.4.2 Spatial and temporally varying fCO2 (sw) uncertainty determination 264 

The characterisation of uncertainties in the fCO2 (sw) neural network approach applied here allows the 265 

determination of spatially and temporally varying uncertainties in the estimated fCO2 (sw). Three 266 

sources of uncertainty in the neural network fCO2 (sw) are considered (and shown in Figure 2 in detail) 267 

and these are analysed and then included within the air-sea CO2 flux uncertainties framework within 268 

Figure 1 (see the three boxes that are grouped by a dashed line in the bottom right of Figure 1). 269 

The first uncertainty component consists of the neural network uncertainty, whereby the random 270 

nature of the neural network approaches can lead to different optimum outcomes of a single network. 271 

This uncertainty was assessed as two standard deviations (2σ) of 10 neural network ensemble runs 272 

described in section 2.4.1 thereby providing the mean and standard deviation of the ensembles on a 273 

per pixel basis. Regions where the 2 value is small, indicates where the neural networks ensembles 274 

are well constrained with different training and validation splits, and so output similar fCO2 (sw) 275 

estimates with low variability between estimates. The first ensemble member is also used within the 276 

second uncertainty component of the fCO2 (sw). 277 

The second uncertainty component considered is the impact of the uncertainties in the predictor 278 

variables on the resulting interpolated fields, as described in Ford et al. (2021), and applied to fCO2 (sw) 279 

in Ford et al. (2022a). The uncertainties in the predictor variables were propagated through the first 280 

neural network ensemble (for practical reasons, this analysis was only applied to the first member of 281 

the ensemble described above due to the computational load). In summary, a n-dimensional (n being 282 

the number of predictor variables) linear spaced grid was constructed between the maximum and 283 

minimum of each predictor variable. The linear spacing was determined such that the total number of 284 

grid points does not exceed a defined value (whereby increasing this number increases the resolution 285 

of the grid but increases computation). At each point in the grid, the predictor variables were 286 

randomly perturbed within their uncertainty (Table 1; assuming these are 95% confidence) and the 287 

fCO2 (sw) estimated for each perturbation. The one standard deviation of the resulting fCO2 (sw) 288 

distribution was taken as the input parameter uncertainty. The process is repeated for every 289 

combination in the n-dimensional grid. This grid became a look-up table for the input parameter 290 

uncertainty on the fCO2 (sw) using linear interpolation between grid points. Thus, allowing the 291 

determination of the input parameter uncertainty at any combination of input variables, in a 292 

computationally efficient setup.  293 

The third uncertainty component considered was the evaluation uncertainty, or how accurate and 294 

precise the neural network estimates of the fCO2 (sw) are with respect to the in situ gridded SOCAT 295 

observations. For each province the independent test observations are compared to the neural network 296 

ensemble mean using a weighted statistical analysis as described in Ford et al. (2021). The weighting 297 

procedure allows both uncertainties in the neural network and the in situ data to be included in the 298 
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assessment of the evaluation uncertainty. The neural network uncertainty for the weighting was 299 

determined as the network and input parameter uncertainties combined in quadrature (Taylor, 1997), 300 

consistent with Ford et al. (2021). The in situ observation uncertainty was calculated as the standard 301 

deviation of the in situ SOCAT observations in a particular grid cell combined in quadrature with an 302 

assumed measurement uncertainty of 5 μatm (Bakker et al., 2016; Taylor, 1997) (so information from 303 

the two previously described uncertainty components are used within the derivation of this third 304 

component) . The weighted statistical analysis provides the bias (accuracy), root mean square 305 

difference (RMSD; precision), along with the slope and intercept of a type II linear regression and the 306 

number of observations. The neural network approaches generally have a bias (accuracy) near ~0 307 

μatm indicating a high accuracy, however the RMSD (precision) is generally larger (values closer to 308 

~0 indicate a higher precision) (Ford et al., 2022a; Gregor et al., 2019; Landschützer et al., 2014). For 309 

each province the weighted RMSD was taken as the combined algorithm uncertainty, and the bias 310 

assumed to be negligible (i.e. maximum biases are ~10 % of the corresponding RMSD) compared to 311 

the RMSD (example per province scatter plots shown in Supplementary Figure S1). 312 

Once all three components are calculated, these are combined in quadrature (Taylor, 1997) to provide 313 

the total uncertainty on the fCO2 (sw). The three uncertainty components are all calculated or applied 314 

during the mapping procedure to produce complete fields of fCO2 (sw) with a concurrent total 315 

uncertainty (considered a 95% confidence uncertainty). 316 

 317 

2.5. Integrated air-sea CO2 fluxes and uncertainties 318 

The monthly air-sea CO2 fluxes and their uncertainties can be used to construct annual global budgets 319 

of the net CO2 flux. The area of each pixel was calculated assuming the Earth is an ellipsoid, and high 320 

resolution land percentage masks were produced from The General Bathymetric Chart of the Oceans 321 

(GEBCO) bathymetry data (GEBCO Bathymetric Compilation Group, 2023). The high resolution 322 

approach ensures that coastal region contours are well captured to avoid unnecessary precision or 323 

rounding errors (as described by Shutler et al., 2016). The calculated CO2 fluxes (g C m
-2

 d
-1

) are 324 

multiplied by the pixel area (m
2
), land percentage masks, the days within each month and then 325 

summed into annual CO2 fluxes (Pg C yr
-1

). The annual absolute air-sea CO2 flux was also calculated 326 

(i.e.|𝐹|, the absolute air-sea CO2 flux from Eq 1, regardless of whether into or out of the ocean). 327 

The integration of the air-sea CO2 flux uncertainties within the uncertainty budget must be treated 328 

carefully (Figure 1). In general most components within the air-sea CO2 flux calculations have a 329 

systematic component that will be correlated globally (Figure 1; blue boxes) and a component that 330 

will be correlated to a spatial and temporal scale (Figure 1; green boxes). Following standard 331 

geostatistical methods these two components (correlated globally and correlated to a spatial/temporal 332 

scale) must be treated differently when integrating globally (see the Supplementary of Watson et al., 333 
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2009). The globally correlated components (Figure 1; blue boxes) can be integrated in the same way 334 

as the air-sea CO2 fluxes. So the CO2 flux uncertainty (g C m
-2

 d
-1

) at each pixel location was first 335 

multiplied by the area of the pixel (m
2
), land percentage mask and the number of days in the month, 336 

and then summed into an annual CO2 flux uncertainty for each systematic component (Pg C yr
-1

). 337 

Whereas the procedure for globally integrating the uncertainty component that correlates to a spatial 338 

and temporal scale (Figure 1; green boxes) requires an understanding of the scales at which spatial 339 

features, and therefore their associated uncertainties, decorrelate. It was firstly assumed that the 340 

uncertainties are not correlated between months (i.e no temporal correlation) as previous work shows 341 

that for the SST (from the CCI-SST data) and sea ice concentrations (from the OSISAF data) the 342 

uncertainties correlate up to period of only a few days (Kern, 2021). The spatial decorrelation length 343 

for each component (Figure 1; green boxes) was assessed using a semi-variogram approach, as used 344 

in previous studies (Landschützer et al., 2013, 2014; Watson et al., 2009). The analysis calculates the 345 

semi-variance within the uncertainty field at point-to-point Haversine distances and estimates the 346 

‘range’, or the distance at which the semi-variance does not change. The range indicates the distance 347 

within which the uncertainties can be deemed to be correlated. 348 

The following methods are consistent with the variogram analysis used for air-sea CO2 gas fluxes 349 

within Watson et al. (2009) and Landschützer et al. (2013, 2014). The semi-variogram analysis was 350 

implemented using SciKit-GStat v1.0 (Mälicke, 2022) parameterised with the Dowd semi-variance 351 

estimator and fit to an exponential variogram model. The semi-variogram was fit to a random 352 

subsample of 200 points extracted from each month’s uncertainty fields and repeated 100 times. The 353 

monthly perturbations were combined into an annual distribution (~1200 perturbations) and the 354 

median and interquartile range extracted from the distribution (example histograms for SST shown in 355 

Supplementary Figure S2). In cases where a monthly uncertainty field had less than 200 points, the 356 

subsample was constructed on the number of available points divided by two.  357 

The uncertainty fields supplied to the semi variogram analysis fell into three categories: (1) a 358 

complete uncertainty field, (2) incomplete fields of the residuals between the parameter and in situ 359 

observations or (3) complete residual fields between two datasets for the parameter. The SST (CCI-360 

SST), and sea ice concentration (OSISAF) and fCO2 (sw) network uncertainty (Figure 1) had full 361 

uncertainty fields (category 1) which were applied to the semi variogram analysis indicating median 362 

decorrelation lengths of ~1300 km, ~1500 km and ~1800 km respectively between 1985 and 2022. 363 

Although complete uncertainty fields were available for fCO2 (sw) parameter and evaluation, these 364 

fields have non-continuous values resulting in a lack of convergence for the semi-variogram analysis 365 

(i.e the methodological decisions in section 2.4.2 cause these fields to be roughly single values for 366 

each province). Therefore for the fCO2 (sw) evaluation and parameter uncertainties, we have to use an 367 

incomplete uncertainty field (category 2 field) to estimate the decorrelation lengths. The residuals 368 

between the in situ monthly SOCAT fCO2 (sw) observations and the neural network ensemble mean are 369 
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mapped (category 2) and supplied to the semi-variogram approach. This gave a median decorrelation 370 

length of ~2400 km. The wind speed uncertainty presents no complete uncertainty field or in situ 371 

observations and therefore we assess the spatial residual variability between two differing wind speed 372 

datasets, CCMP v3.1 and ERA5 wind speeds (category 3) as an estimate of the decorrelation lengths. 373 

This analysis estimated a median decorrelation lengths of ~4000 km. Finally for xCO2 (atm) we assign a 374 

decorrelation length of 2000 ±1500 km estimated using the global locations of the in situ stations that 375 

supply data to the NOAA-ERSL product, and for SSS we assume the uncertainty decorrelated at the 376 

same spatial scale as the CCI-SST (~1300 km). The calculated decorrelation lengths varied in time 377 

and had their respective uncertainties. 378 

These decorrelation lengths have previously been used to estimate the number of decorrelated areas 379 

within a region, either globally (Landschützer et al., 2014) or regionally (Landschützer et al., 2013; 380 

Watson et al., 2009). The number of decorrelated regions are then combined with a spatially fixed 381 

uncertainty to estimate the integrated uncertainty. However, in this study we have estimated spatially 382 

varying uncertainty fields which cannot be applied to the methodology of the previous studies. We 383 

therefore integrate the uncertainty component that correlates to a spatial scale using the calculated 384 

decorrelation lengths and spatially varying uncertainty fields within a Monte Carlo uncertainty 385 

propagation.  386 

In summary, a global grid of points was calculated where each point was separated by twice the 387 

decorrelation length for the component being calculated. At each point a random value between -1 and 388 

1 was assigned. These values were then linearly interpolated onto the same 1 degree global grid as the 389 

air-sea CO2 flux data, such that each global 1 degree location has a value between -1 and 1 assigned. 390 

This was repeated for each month in the timeseries between 1985 and 2022 producing a global grid of 391 

perturbation values through time. This perturbation grid has systematic spatial structures (of values 392 

between -1 and 1) that are consistent with the decorrelation length scale, and therefore the number of 393 

decorrelated areas in previous studies (Landschützer et al., 2014; Watson et al., 2009). The complete 394 

space time fields of the air-sea CO2 flux uncertainty were multiplied by the perturbation values and 395 

added to the calculated air-sea CO2 flux. The annual net CO2 flux budget calculations described at the 396 

start of section 2.5 were conducted on the perturbed air-sea CO2 fluxes. This process was repeated 100 397 

times with the decorrelation length perturbed randomly within its uncertainty at the start of each 398 

ensemble. The two standard deviations of the resulting 100 ensembles of annual net CO2 fluxes were 399 

taken as the globally integrated uncertainty of the component.  400 

To provide confidence in our Monte Carlo uncertainty propagation methodology we replicate the 401 

global integrated fCO2 (sw) uncertainty presented in Landschützer et al. (2014) of ~0.18 Pg C yr
-1

 (1σ) 402 

for the period 1998 to 2010. Here we supply the calculated decorrelation lengths for the fCO2 (sw) 403 

evaluation uncertainty in this study, as our neural network approach is based on the Landschützer et 404 
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al. (2014) methodology, and a fixed fCO2 (sw) evaluation uncertainty of 12 uatm. With these inputs the 405 

Monte Carlo uncertainty propagation estimates a 1σ uncertainty of ~0.17 Pg C yr
-1

 for the period 1998 406 

to 2010, which is within 6% of, and consistent with, the Landschützer et al. (2014) result. 407 

The integrated uncertainty components were calculated at the 95% confidence (or equivalent to a 2 408 

sigma uncertainty), but to enable comparisons to the GCB values (Friedlingstein et al., 2023) we also 409 

express these at 1 sigma. 410 

 411 

3. Results 412 

3.1. fCO2 (sw) and fCO2 (sw) uncertainties 413 

The UEP-FNN-U estimated mean fCO2 (sw) between 1985 and 2022 showed global spatial variability 414 

consistent to the UoEx-Watson data product, but with extended coverage into the Arctic ocean and 415 

Mediterranean Sea (Supplementary Figure S3; Figure 3a). The concurrent mean total fCO2 (sw) 416 

uncertainty estimated from the neural network showed a mean value of ~30 μatm, with clear 417 

geographical differences (Figure 3b). The subtropics generally showed lower uncertainties around ~20 418 

μatm, whereas larger uncertainties were prevalent in the Arctic Ocean, Southern Ocean and Equatorial 419 

Pacific with values greater than 40 μatm.  420 

The dominant component driving the total fCO2 (sw) uncertainty varied spatially (Figure 3 c,d,e). The 421 

fCO2 (sw) parameter uncertainty showed consistently lower values ranging from 2 μatm up to maxima 422 

at ~10 μatm (Figure 3d). Maxima generally occurred in dynamic regions including the Arctic and 423 

Equatorial Pacific, however the parameter uncertainty was not a dominant source to the total 424 

uncertainty. The network uncertainty indicated minima around ~10 μatm which occurred in the 425 

subtropics and increased to maxima greater than ~50 μatm in the Arctic Ocean (Figure 3c). The 426 

evaluation uncertainty ranged from ~10 μatm in the subtropics and Mediterranean Sea, up to maxima 427 

~40 μatm in the polar North Atlantic Ocean (Figure 3e). The evaluation uncertainty was generally the 428 

dominant component in the subtropics and the polar North Atlantic, whereas the network uncertainty 429 

was the dominant component in the Arctic Ocean and Equatorial Pacific. The network and evaluation 430 

uncertainties were both important components within the Southern Ocean (Figure 3c, e).  431 

 432 

3.2.Air-sea CO2 flux uncertainties 433 

The mean total air-sea CO2 flux uncertainties between 1985 and 2022 showed minima around ~0.01 g 434 

C m
-2

 d
-1

 in the subtropics to maxima greater than 0.1 g C m
-2

 d
-1

 in the polar oceans (Figure 4a). In all 435 

regions, the total fCO2 (sw) uncertainty was the dominant component, with relative contributions 436 

ranging from 50 % to 75 % (Figure 4 b,c,d,e; Bar 0). In most regions, the next largest components to 437 

the uncertainty generally stemmed from the gas transfer parameterisation and the wind speed 438 
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uncertainties which is the dominant input to the gas transfer calculation (Figure 4 b,c,d,e; Bar 1). In 439 

the Southern Ocean, the gas transfer parameterisation uncertainty was larger with relative 440 

contributions greater than 50 %, compared to the wind speed uncertainty (Figure 4e; Bar 2). In the 441 

polar North Atlantic, the gas transfer parameterisation and wind speed both contributed the same 442 

(Figure 4c; Bar 2). However, in the subtropical South Atlantic and Equatorial Pacific the wind speed 443 

uncertainty was larger than the gas transfer parameterisation component (Figure 4 a,d; Bar 2). The 444 

remaining uncertainty components, including the fCO2 (atm), air and waterside solubilities and Schmidt 445 

number, were generally smaller components with relative contributions totalling to around 5 % of the 446 

total uncertainty (Figure 4 b,c,d; Bar 0). However in the Southern Ocean, the air and waterside 447 

solubility components accounted for ~20 % of the total uncertainty and were larger than the gas 448 

transfer and wind components (Figure 4e; Bar 0). 449 

 450 

3.3. Integrated net air-sea CO2 flux and uncertainties 451 

The globally integrated net air-sea CO2 flux indicated a net CO2 sink of ~2.2 Pg C yr
-1

 between 1985 452 

to 1995 before reducing to a minimum in 2000 of ~2.0 Pg C yr
-1

. There after the CO2 sink increased 453 

steadily from~2.0 Pg C yr
-1

 in 2002 to ~3.4 Pg C yr
-1

 in 2020 (Figure 5d). The evolution of the CO2 454 

sink estimated by the UEP-FNN-U was consistent with that of the UoEx-Watson product (Figure 5d). 455 

The one sigma total integrated CO2 flux uncertainty had a mean of ~0.72 Pg C yr
-1

 between 1985 and 456 

2022, ranging from a minimum of ~0.60 Pg C yr
-1

 around 2000 to a maximum of ~0.85 Pg C yr
-1

 in 457 

2021 (Figure 5d; Table 2).  458 

The dominant components contributing to the total uncertainty changed over the period 1985 to 2022 459 

(Figure 5a). Between 1985 and 2000, the fCO2 (sw) uncertainty decreased from ~0.65 Pg C yr
-1

 to 460 

~0.45 Pg C yr
-1

 but remained the dominant component in this period. During the period 2001 to 2022, 461 

the fCO2 (sw) and gas transfer uncertainties show relatively equal contributions to the total uncertainty 462 

of ~0.49 Pg C yr
-1

. However after ~2010 the gas transfer uncertainties were marginally more 463 

dominant. The fCO2 (sw) uncertainty was made up by the three sources of neural network uncertainty 464 

(Figure 5b). The parameter uncertainty showed the lowest contribution of ~10 %, whereas the 465 

evaluation and network uncertainties have contributions of 50 % and 40 % respectively. But these 466 

contributions changed through time, whereby the evaluation uncertainty contribution were generally 467 

higher at the start and end of the timeseries, with minima around 1997. The network uncertainty 468 

showed a reciprocal change to that of the evaluation uncertainty, whereas the parameter uncertainty 469 

stayed relatively constant through time. 470 

The gas transfer parameterisation uncertainty was the next dominant component of uncertainty after 471 

the fCO2 (sw), increasing from 0.40 Pg C yr
-1

 in 1985 to 0.58 Pg C yr
-1

 in 2022. This increase largely 472 

followed the increase in the absolute air-sea CO2 flux, from 4 Pg C yr
-1

 in 1985 to 5.8 Pg C yr
-1

 in 473 
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2022 (Figure 5d). After ~2010 the gas transfer parameterisation became the marginally more 474 

dominant source of uncertainty, and before this period the fCO2 (sw) remained the dominant source of 475 

uncertainty. The other components showed lower contributions to the total uncertainty with mean 476 

contributions between 1985 and 2022 of 0.14 Pg C yr
-1

 for the wind speed, 0.08 Pg C yr
-1

 for the 477 

solubility components, 0.06 Pg C yr
-1

 for the Schmidt number, 0.02 Pg C yr
-1

 for the fCO2 (atm) and 478 

0.003 Pg C yr
-1

 for the sea ice uncertainty. The fCO2 (atm) component was dominated by the xCO2 (atm) 479 

uncertainty and contained a 25 % relative contribution from the partial pressure of water vapour 480 

(pH2O) component used in the calculation (Figure 5c). These components showed small increases 481 

following the increase in the absolute air-sea CO2 flux (Figure 5d).  482 
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 483 

Figure 3: (a) Global mean fCO2 (sw) between 1985 and 2022 where the colorbar is centred on the mean atmospheric CO2 concentration for the same period. (b) 484 

Global mean total fCO2 (sw) uncertainty between 1985 and 2022. (c) same as (b) but for the fCO2 (sw) network uncertainty. (d) same as (b) but for the fCO2 (sw) 485 

parameter uncertainty. I same as (b) but for the fCO2 (sw) evaluation uncertainty. Note (c), (d) aI(e) are plotted on the same colorbar as (b).    486 
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 487 

Figure 4: (a) Global mean air-sea CO2 flux uncertainty between 1985 and 2022. (b) Mean relative contribution bar chart for each of the air-sea CO2 flux 488 

uncertainty components between 1985 and 2022 at the highlighted location. Bar 0 shows all labelled sources of uncertainty. Bar 1 shows the contributions for 489 

all components removing the fCO2 (sw) component. Bar 2 shows the relative contribution for the wind speed and gas transfer components. (c), (dInd (e) same 490 

as (b) but for the respective points highlighted.491 
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 492 

Figure 5: (a) Mean relative contributions between 1985 to 2022 for each uncertainty component to 493 

the globally integrated air-sea CO2 flux. (b) Same as (a) but for the three fCO2 (sw) uncertainty 494 

components that contribute to the total fCO2 (sw) in (a). (c) same as (b) but for the two uncertainty 495 

components that contribute to the fCO2 (atm) in (a). (d) Net air-sea CO2 flux calculated between 1985 496 

and 2022 (black line). Dark grey region indicates the one sigma, and light grey region indicates the 497 

two sigma total air-sea CO2 flux uncertainty. Blue dashed line indicates the absolute air-sea CO2 flux 498 

(i.e the integrated absolute CO2 flux across the air-sea interface). Blue line indicates the UoEx-Watson 499 

product from the Global Carbon Budget 2023 (Friedlingstein et al., 2023).  500 



Manuscript submitted to Global Biogeochemical Cycles 

Table 2: Mean 1σ uncertainty between 1985 to 2022 for each component. These mean uncertainty can 501 

be split into a fixed (globally correlated) component and a component that was correlated to a spatial 502 

and temporal period. The total mean uncertainty between 1985 and 2022 assuming the uncertainties 503 

are independent and uncorrelated (Taylor, 1997) is shown in the total row. Equivalent 2σ uncertainties 504 

shown in Supplementary Table S2. 505 

Component Mean 1σ uncertainty 

between 1985 to 2022  

(Pg C yr
-1

) 

Mean fixed component 

contribution  

(Pg C yr
-1

) 

Mean spatially varying 

component 

(Pg C yr
-1

) 

Gas transfer 0.47 0.47 N/A 

Wind 0.14 N/A 0.14 

Sea ice 0.003 N/A 0.003 

Schmidt 0.06 0.06 0.001 

Solubility skin 0.08 0.08 0.02 

Solubility subskin 0.07 0.07 0.02 

fCO2 (atm) 0.02 0.005 0.02 

fCO2 (sw) 0.51 N/A 0.51 

Total 0.72   

 506 

4. Discussion 507 

4.1. Air-sea CO2 flux and fCO2 (sw) uncertainties 508 

Within this study, we present an air-sea CO2 flux uncertainty budget that builds on the principles of in 509 

situ Fiducial Reference Measurement (Banks et al., 2020) where all known sources of uncertainty are 510 

systematically considered (however small) and propagated to the final uncertainty using standard 511 

propagation techniques and a well-established uncertainty framework (BIPM, 2008; Taylor, 1997). 512 

Applying this approach has allowed the production of spatially and temporally complete air-sea CO2 513 

flux uncertainties. We showed in all cases that the fCO2 (sw) uncertainties were the dominant source of 514 

uncertainty to the air-sea CO2 flux when investigating individual locations and time points. This 515 

would indicate that when assessing variability or trends in the air-sea CO2 fluxes, as a first step the 516 

fCO2 (sw) uncertainty should be accounted for within these assessments. For example, Ford et al. 517 

(2022b) calculated trends in the air-sea CO2 fluxes in the South Atlantic Ocean and showed significant 518 

trends whilst accounting for the fCO2 (sw) and gas transfer uncertainties. However, in this study in the 519 

South Atlantic Ocean the wind speed uncertainty component was larger than the gas transfer 520 

uncertainty (Figure 4e), consistent with the results of Jersild and Landschützer (2024). Similarly in the 521 

Southern Ocean, the air and waterside solubility component were larger than both the gas transfer and 522 

wind speed uncertainties (Figure 4e). Therefore, it is important to assess all sources of uncertainties 523 

within the air-sea CO2 fluxes as some components may be more dominant in some regions as opposed 524 
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to others (Figure 4). These uncertainties should also be considered when assessing trends and/or more 525 

complex decompositions of seasonal, interannual and decadal variability (Ford et al., 2022b; 526 

Landschützer et al., 2016, 2018). A concerted effort to implement these full uncertainty budgets for 527 

the air-sea CO2 fluxes in preparation for future advances and reductions of uncertainties in the air-sea 528 

CO2 flux calculations would appear critical. 529 

Within this air-sea CO2 flux uncertainty budget, a spatially and temporally explicit approach to 530 

estimating the total fCO2 (sw) uncertainty from an exemplar feed forward neural network approach 531 

(Landschützer et al., 2014; Watson et al., 2020) was implemented (named UEP-FNN-U). Previous 532 

fCO2 (sw) uncertainty estimates have assumed a fixed global value based on a comparison to the in situ 533 

SOCAT observations (Landschützer et al., 2013, 2014) which is equivalent to the evaluation 534 

uncertainty in this study. Our results show that in the subtropics the use of the single fixed evaluation 535 

uncertainty may be applicable, as this was the dominant uncertainty within these regions. However, 536 

within more dynamic regions, such as the Arctic Ocean and Equatorial Pacific, the evaluation 537 

uncertainty will likely underestimate the total uncertainty due to the dominance of the network 538 

uncertainty within these regions. Some regional approaches have started to incorporate these further 539 

sources of uncertainty into their total fCO2 (sw) uncertainty (Ford et al., 2022a). Therefore, these results 540 

would indicate a need to expand the current uncertainty estimation for globally resolved fCO2 (sw), 541 

using the approach in this study as a framework. 542 

Within the GCB multiple data-products produce globally complete fCO2 (sw) fields, which use different 543 

interpolation methodologies (Friedlingstein et al., 2023). These methods include neural networks 544 

(Chau et al., 2022; Landschützer et al., 2014; Watson et al., 2020), multi-linear regression (Iida et al., 545 

2021) or other machine learning techniques (Gloege et al., 2022), and therefore the basis of the three 546 

uncertainty components to the fCO2 (sw) in this study can be adapted to equivalent uncertainties for 547 

these methodologies. For example, for a method that uses multi-linear regression e.g. (Iida et al., 548 

2021) instead of a feed-forward neural network, the calculation of the evaluation uncertainty (i.e 549 

comparison to the in situ SOCAT observations) would remain the same. The network uncertainty 550 

could be formed from either the standard deviation of multiple ensemble runs of the multi-linear 551 

regression (similar to the network uncertainty in this study) or could be constructed from the 552 

uncertainty in the linear regression fit parameters as the source of uncertainty. The parameter 553 

uncertainty would be similar to the approach in this study and would involve a Monte Carlo 554 

uncertainty propagation which propagates the input parameter uncertainties through the multi-linear 555 

regression. It is therefore clear that these uncertainties could be equivalently mapped by data-products 556 

to produce spatially and temporally complete fCO2 (sw) uncertainty fields in future releases. This would 557 

be important as clearly the complete fCO2 (sw) uncertainty fields form a key component in calculating 558 

spatially and temporally complete air-sea CO2 flux. 559 
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 560 

4.2.Integrated air-sea CO2 flux uncertainties 561 

Within the GCB the ocean carbon sink has been assessed by annually integrating the calculated air-562 

sea CO2 fluxes. The uncertainty on these estimates is assessed using literature values, and not all 563 

sources of uncertainty are evaluated within the assessment. In this study we have systematically 564 

assessed the components that contribute to the total air-sea CO2 flux uncertainty and showed that 565 

these vary through time (Figure 5a, d). In this section we discuss the uncertainty estimates for the 566 

different components and compare these to the current GCB uncertainty estimate. 567 

The GCB estimate for the fCO2 (sw) mapping uncertainty is 0.20 Pg C yr
-1

, compared to the 0.51 Pg C 568 

yr
-1

 (Table 2) uncertainty identified in this study. The GCB estimate stems from Landschützer et al. 569 

(2014) where the uncertainty was estimated using the evaluation uncertainty of ~12 μatm. As an 570 

example, applying a 12 μatm evaluation uncertainty, and assuming the network and parameter 571 

uncertainties are 0, our methodology produces a mean 0.17 Pg C yr
-1

 uncertainty due to the fCO2 (sw) 572 

between 1998 and 2010 (same period as Landschützer et al., 2014) so our calculation methods are 573 

consistent with that of the earlier Landschützer et al. (2014) work. Since the initial work by 574 

Landschützer et al. (2014), the evaluation uncertainty for most data products has increased to around 575 

~20 μatm (22 μatm for the UEP-FNN-U; Supplementary Figure S3c) (Gregor et al., 2019). This 576 

increase in the evaluation uncertainty increases the fCO2 (sw) evaluation uncertainty to a mean of 0.41 577 

Pg C yr
-1

 between 1985 and 2022, but within this study we also consider the network (0.29 Pg C yr
-1

) 578 

and parameter uncertainties (0.09 Pg C yr
-1

). These three components all contribute to the larger 579 

uncertainty of 0.51 Pg C yr
-1

 than that estimated by Landschützer et al. (2014). 580 

The gas transfer uncertainty has been assessed at 0.20 Pg C yr
-1

 within the GCB, compared to the 0.47 581 

Pg C yr
-1

 (Table 2) in this study. Woolf et al. (2019) suggest two representative values for the gas 582 

transfer uncertainty of 0.20 Pg C yr
-1

 (1 sigma assuming a 10 % gas transfer uncertainty) or 0.40 Pg C 583 

yr
-1

 (1 sigma assuming a 20 % gas transfer uncertainty). In this study we estimate a slightly higher 584 

uncertainty then suggested by Woolf et al. (2019), however our results indicate that this uncertainty 585 

was proportional to the absolute air-sea CO2 flux (Figure 5d) which is feasible given the potential bias 586 

introduced by bubbles and increasing atmospheric CO2 concentrations (Leighton et al., 2018). 587 

Although our result was higher than the current GCB estimate it remains consistent if the 10 % gas 588 

transfer uncertainty were selected. However, we propose the use of the 20 % uncertainty as a 589 

conservative estimate for the gas transfer uncertainty, and that this component be calculated for each 590 

product based on the absolute air-sea CO2 flux. 591 

Recently the evaluation of wind speed products has indicated that a 0.09 Pg C yr
-1

 (Fay et al., 2021; 592 

Roobaert et al., 2018) uncertainty stems from the wind speed uncertainty. We have shown a slightly 593 
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larger but still consistent value of 0.14 Pg C yr
-1

 (Table 2) using a different methodology. Fay et al. 594 

(2021) estimate the uncertainty as the standard deviation of the net CO2 sink calculated using three 595 

different wind products, where the standard deviation may not, with a small sample size, represent the 596 

full uncertainty within the wind products. Our results may also be slightly larger due to the connection 597 

to the absolute air-sea CO2 flux, which is likely different from the products used within the previous 598 

work. 599 

The other components assessed in this study have not previously been investigated and are currently 600 

not included within the GCB estimates. The solubility components within this study introduce a 0.08 601 

Pg C yr
-1

 uncertainty. The inclusion of two solubility terms within this study stems from the inclusion 602 

of vertical temperature gradients at the ocean’s surface, as described in Woolf et al. (2016). The skin 603 

and subskin solubilities are calculated at slightly different temperatures and salinities (cool and salty 604 

skin), and therefore have subtly different values when integrated globally. Within the GCB, all the 605 

data-product based assessments, except for the UoEx-Watson, do not include the vertical temperature 606 

gradients (Friedlingstein et al., 2023) and therefore have a single solubility term. Although the 607 

evidence is growing for the inclusion of these temperature gradients (Bellenger et al., 2023; Dong et 608 

al., 2022; Shutler et al., 2020; Watson et al., 2020; Woolf et al., 2016), the use of a single or two 609 

solubilities does not have a large effect on the uncertainty (i.e 0.10 Pg C yr
-1

 for two solubilities, or 610 

0.08 Pg C yr
-1

 for one solubility assuming the solubilities are independent and uncorrelated).  611 

The sea ice component presents a very small uncertainty on the global scale of 0.003 Pg C yr
-1

. The 612 

inclusion of sea ice within the air-sea CO2 flux calculation assumes the flux decreases linearly within 613 

increasing sea ice concentration (i.e. ice is a complete barrier to air-sea fluxes) (Arrigo & Van Dijken, 614 

2007; Shutler et al., 2016; Takahashi et al., 2009). Although there remains debate within sea ice 615 

communities as to the relationship between sea ice coverage and air-sea CO2 fluxes. This is in part 616 

due conflicting observations that fluxes can occur through sea ice (e.g. Geilfus et al., 2014) and 617 

whether sea ice inhibits (e.g. Prytherch & Yelland, 2021) or enhances (e.g. Kohout & Meylan, 2008) 618 

turbulence, thereby modifying the CO2 flux (see discussion and references within Watts et al., 2022). 619 

These components will introduce further uncertainties into the sea ice component but cannot currently 620 

be quantified. However, at the global scale these uncertainties will remain small relative to the other 621 

components due to the small areal coverage but will likely increase on regional scales. 622 

We have focussed our uncertainty analysis on the global scale, however the principles and 623 

calculations applied globally are applicable to the regional scale. Within regional assessments the 624 

fixed components will remain of similar relative magnitudes. However, the spatially correlated 625 

components will increase in magnitude due to the calculated decorrelation lengths (i.e as the region 626 

assessed gets smaller, the uncertainties within the region become more correlated and therefore larger 627 

when integrated). Previous GCB assessments have shown global agreement between the data-product 628 
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based approaches within the uncertainties (Friedlingstein et al., 2022, 2023) but regional differences 629 

are still relatively large e.g. (Fay & McKinley, 2021; Ford et al., 2022a; Friedlingstein et al., 2023). In 630 

future work, the application of the uncertainty framework in this study to regional air-sea CO2 flux 631 

budgets will be an important step to improve future regional air-sea CO2 flux budgets.  632 

 633 

4.3. Uncertainty estimates for the Global Carbon Budget 634 

The GCB has identified that the data-products and models which assess the global ocean carbon sink 635 

have been slowly diverging, and are starting to diverge outside the current calculated uncertainty (see 636 

Figure 10 in Friedlingstein et al., 2023). Hauck, Nissen et al. (2023) indicated the ocean carbon sink 637 

uncertainty for the data products may be underestimated and suggested a value of 0.6 Pg C yr
-1

 before 638 

the riverine adjustment uncertainty was included. Within this study we show an updated mean 639 

uncertainty of 0.72 Pg C yr
-1

 between 1985 and 2022, before the riverine adjustment and in situ fCO2 640 

(sw) uncertainty were included. When the in situ fCO2 (sw) uncertainty of 0.2 Pg C yr
-1

 (which can be 641 

calculated within the approach assuming a 2 μatm fCO2 (sw) uncertainty that is correlated globally; 642 

(Bakker et al., 2016)) and river flux adjustment uncertainty of 0.15 Pg C yr
-1

 (0.3 Pg C yr
-1

 is the 2 643 

sigma equivalent uncertainty (Regnier et al., 2022)) are included, assuming these are independent and 644 

uncorrelated we estimate a GCB equivalent mean uncertainty for the UEP-FNN-U of 0.76 Pg C yr
-1

. 645 

Although we have calculated a fixed value here which could be used within future GCB assessments, 646 

we strongly recommend that each data product be assessed to determine their own uncertainty budgets 647 

and then a full and temporally varying uncertainty budget for the GCB data-product ensemble can be 648 

derived. Our results have shown that the size and dominance of the different components vary through 649 

time, and some components show variability that follows the absolute air-sea CO2 flux which will be 650 

different for each product and will likely track atmospheric emissions. This study could be used as a 651 

framework to allow these uncertainties to be calculated for each data product for future releases of the 652 

GCB assessments. All software for the analysis framework and the gas flux calculations are available 653 

as open-source (CC-BY licence) and these are version controlled and fully traceable (Ford et al., 654 

2024).  655 

 656 

5. Conclusions 657 

In this study, we have presented a framework to estimate spatially and temporally varying air-sea CO2 658 

flux uncertainties, which systematically assessed all sources of uncertainties and was built upon 659 

standard uncertainty propagation methodologies and an established uncertainty approach. We show 660 

when investigating single locations the fCO2 (sw) was the dominant source of uncertainty to the air-sea 661 

CO2 fluxes. However, we show the relative contributions by the remaining sources of uncertainty 662 



Manuscript submitted to Global Biogeochemical Cycles 

varied spatially, such that the gas transfer uncertainty was not always the second most dominant 663 

source of uncertainty. The fCO2 (sw) uncertainties were estimated using a similar systematic uncertainty 664 

budget that considered three sources of uncertainties in an exemplar feed forward neural network 665 

scheme (the UEP-FNN-U). We show that the evaluation uncertainty (comparison to SOCAT in situ 666 

observations) was the largest source of uncertainty in the subtropics, however the network uncertainty 667 

(uncertainty within the neural network ensemble) was dominant in dynamic regions such as the Arctic 668 

Ocean. The parameter uncertainty (propagated input parameter uncertainties through the neural 669 

network) was a small contribution to the combined uncertainty.  670 

The calculated air-sea CO2 fluxes were integrated into an annual estimates of the net air-sea CO2 flux, 671 

or the ocean carbon sink, between 1985 to 2022 as commonly produced for the Global Carbon Budget 672 

assessments. We present an approach to integrate the calculated air-sea CO2 flux uncertainties 673 

providing temporally varying ocean carbon sink uncertainties. We showed a mean 1 sigma ocean 674 

carbon sink uncertainty between 1985 and 2022 of 0.72 Pg C yr
-1

. Over this period, the fCO2 (sw) 675 

component equated to a mean of 0.51 Pg C yr
-1

, followed by the gas transfer at 0.47 Pg C yr
-1

. The 676 

dominant component switched from the fCO2 (sw) before ~2010, to the gas transfer after ~2010. 677 

Smaller sources of uncertainty included the wind speed uncertainty (0.14 Pg C yr
-1

), solubility (0.08 678 

Pg C yr
-1

) and Schmidt number (0.06 Pg C yr
-1

).  679 

Finally we provide a Global Carbon Budget equivalent mean 1 sigma uncertainty (i.e including the 680 

riverine flux adjustment and in situ fCO2 (sw) uncertainties) of 0.76 Pg C yr
-1

 for the UEP-FNN-U. This 681 

study provides an approach to estimating a complete air-sea CO2 flux uncertainty budget, that could 682 

be used by the community to provide time varying and consistent uncertainties for use within the 683 

Global Carbon Budget and other assessment studies. 684 
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