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Abstract

Regional patterns of sea level rise are affected by a range of factors including glacial melting, which has occurred in recent

decades and is projected to increase in the future, perhaps dramatically. Previous modeling studies have typically included

fluxes from melting glacial ice only as a surface forcing of the ocean or as an offline addition to the sea surface height fields

produced by climate models. However, observational estimates suggest that the majority of the meltwater from the Antarctic

Ice Sheet actually enters the ocean at depth through ice shelf basal melt. Here we use simulations with an ocean general

circulation model in an idealized configuration. The results show that the simulated global sea level rise pattern is sensitive to

the depth at which Antarctic meltwater enters the ocean. Further analysis suggests that the response is dictated primarily by

the steric response to the depth of the meltwater flux.
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Key Points:7

• The depth at which Antarctic meltwater enters the ocean influences global sea level8

rise patterns9

• The sea level rise signal tends to travel more slowly when meltwater fluxes occur10

at depth11

• This is dictated primarily by the steric response to the depth of the meltwater fluxes12
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Abstract13

Regional patterns of sea level rise are affected by a range of factors including glacial melt-14

ing, which has occurred in recent decades and is projected to increase in the future, per-15

haps dramatically. Previous modeling studies have typically included fluxes from melt-16

ing glacial ice only as a surface forcing of the ocean or as an offline addition to the sea17

surface height fields produced by climate models. However, observational estimates sug-18

gest that the majority of the meltwater from the Antarctic Ice Sheet actually enters the19

ocean at depth through ice shelf basal melt. Here we use simulations with an ocean gen-20

eral circulation model in an idealized configuration. The results show that the simulated21

global sea level rise pattern is sensitive to the depth at which Antarctic meltwater en-22

ters the ocean. Further analysis suggests that the response is dictated primarily by the23

steric response to the depth of the meltwater flux.24

Plain Language Summary25

The time-varying pattern of sea level rise is projected to cause some coastal com-26

munities to be impacted more than others during the coming century. This is influenced27

by the melting of Antarctic ice. Previous modeling studies have injected this meltwa-28

ter at the ocean surface, despite observational evidence suggesting that it enters the ocean29

primarily at depth. Here we use simulations with a model in an idealized configuration30

to investigate how the sea level rise pattern depends on the depth at which Antarctic31

meltwater enters the ocean. We find that the sea level change signal tends to travel more32

slowly across the global ocean when the meltwater enters the ocean at depth. These re-33

sults have implications for projected regional sea level changes in response to the melt-34

ing of Antarctic ice.35

1 Introduction36

Sea level rise is expected to be a major consequence of global warming, with costs37

from coastal flooding estimated to reach 3% of global GDP by 2100 (Jevrejeva et al., 2018).38

This impact depends crucially on the time-varying spatial pattern of future sea level rise.39

Sea level varies regionally due to factors including surface forcing, ocean circulation changes,40

thermal expansion of seawater, and melting of glacial ice.41

Observational estimates of sea level changes during recent decades show substan-42

tial spatial variations (Supporting Information (SI) Fig. S1a). Future projections are also43

characterized by large spatial variations (SI Fig. S1b), although there is considerable un-44

certainty in the regional structure of projected sea level rise during the coming century45

(e.g., Gregory et al., 2016; Couldrey et al., 2023).46

The melting of glacial ice influences global and regional sea level changes due to47

the volume added to the ocean, the effect of the freshwater flux on the ocean salinity,48

and the effect of latent heat of melting on the ocean temperature if the ice melts in the49

ocean (e.g., Church et al., 2013). Variations in the distribution of ice on land also influ-50

ence regional sea level due to changes in the shape of the gravitational field of the Earth51

(e.g., Bamber et al., 2009; Mitrovica et al., 2009; Gomez et al., 2010).52

The Antarctic Ice Sheet is the largest body of frozen ice on earth and contains enough53

ice to cause a global sea level rise of 60 m. Observational studies have found that the54

mass of the Antarctic Ice Sheet has decreased during recent decades (e.g., Rignot et al.,55

2011; Velicogna & Wahr, 2013; Bamber et al., 2018; Rignot et al., 2019; Smith et al., 2020;56

Otosaka et al., 2023). This is associated with an increase in freshwater discharge into57

the ocean, which impacts global and regional sea level. Floating ice shelves around Antarc-58

tica have also been losing mass during recent decades (Shepherd et al., 2010; Paolo et59

al., 2015; Rignot et al., 2019). Model projections suggest that the rate of ice mass loss60
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in Antarctica will increase in the future, perhaps dramatically (e.g., Nick et al., 2013;61

Joughin et al., 2014; DeConto & Pollard, 2016; Edwards et al., 2019; Seroussi et al., 2020).62

Freshwater fluxes into the ocean from glacial mass loss are not included in the com-63

prehensive global climate model (GCM) simulations carried out for the Coupled Model64

Intercomparison Project Phase 5 (CMIP5) and Phase 6 (CMIP6) (Taylor et al., 2011;65

Eyring et al., 2016), which are used for the future projections in the IPCC Assessment66

Reports. These GCMs do not resolve ice sheet changes, instead typically representing67

ice sheets essentially as land with a thick snow cover and routing any excess snow ac-68

cumulation back to the ocean. For example, in the CMIP5 model NCAR CCSM4, if snow69

accumulation reaches 1 m of snow water equivalent then any additional snowfall is added70

as runoff to the ocean surface net freshwater flux near the coast (Oleson et al., 2010).71

Future sea level projections in the IPCC AR5 were created from CMIP5 simula-72

tion output as the sum of two non-interactive components (Church et al., 2013): (i) the73

ocean dynamic sea level field plus the global-mean sea level rise due to thermal expan-74

sion of the ocean, which is computed in each GCM, and (ii) the sea level change from75

ice sheets, smaller glaciers, and terrestrial water, which is calculated using a separate mod-76

eling framework (note that the GCMs do not simulate changes in ocean volume). The77

latter is forced by the global-mean temperature from the GCMs, and it accounts for the78

mass balance of the Antarctic and Greenland Ice Sheets and smaller glaciers, ground-79

water storage changes, and the regional influence of gravitational and rotational changes.80

Hence the sea level projection shown in SI Fig. S1, which is equivalent to the projections81

used in the IPCC AR5, does not include the influence of glacial melt on ocean circula-82

tion and dynamic sea level changes. A similar approach is used in the IPCC AR6 based83

on CMIP6 simulation results.84

Previous climate modeling studies that have explicitly included fluxes from Antarc-85

tic ice mass loss have typically treated them as part of the surface forcing of the ocean86

(e.g., Stouffer et al., 2007; Stammer, 2008; Bronselaer et al., 2018; Golledge et al., 2019;87

Moorman et al., 2020; Park et al., 2023). However, observational evidence suggests that88

the largest source of ablation in Antarctica is basal melt of ice shelves in contact with89

the ocean at depth, with a smaller contribution coming from iceberg calving (Rignot et90

al., 2013; Depoorter et al., 2013). Consistent with this, in situ measurements of the wa-91

ter column near an Antarctic ice shelf show that the meltwater is most concentrated near92

a depth of 0.5 km below the surface (Kim et al., 2016). Furthermore, in situ measure-93

ments from another study indicate that Antarctic glacial meltwater is often injected into94

the coastal ocean considerably deeper than the basal melt source due to overturning in-95

stability of the outflow from the ice shelf cavity (Garabato et al., 2017). Measurements96

such as these suggest that a substantial fraction of the meltwater fluxes associated with97

Antarctic ice mass loss should be applied at a depth greater than 0.5 km below the sur-98

face in model projections of sea level rise, since GCMs used for future projections nor-99

mally do not simulate ice shelf ablation or cavity flow.100

The regional sea level response to Antarctic ice melt may be expected to poten-101

tially depend on the depth of the forcing, because this forcing can trigger a range of depth-102

dependent baroclinic responses within the ocean. To this end, a study using satellite mea-103

surements together with an ocean model found considerable spatial structure of sea level104

changes near Antarctica associated with the vertical structure of temperature and salin-105

ity variations from the ablation of the ice shelves (Rye et al., 2014). Similarly, an ocean106

modeling study found that the simulated temperature and salinity along the continen-107

tal shelf depends on whether Antarctic ice shelf melt fluxes are applied at the surface108

or at depth (Mathiot et al., 2017).109

However, although some previous modeling studies have applied subsurface Antarc-110

tic ice shelf melt fluxes to study the response of the Southern Ocean stratification, sea111

ice cover, and pattern of sea surface temperature changes (Pauling et al., 2016, 2017; Merino112
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Figure 1: Bathymetry including re-entrant Southern Ocean channel, wind stress forcing, and sea surface 
temperature (SST) and sea surface salinity (SSS) relaxation fields. During the spinup simulation, the SST 
and SST are relaxed to these fields with timescales of 10 and 30 days, respectively. Then the relaxation 
conditions are replaced with specified surface fluxes during the meltwater perturbation experiments. The 
wind stress forcing remains constant. This configuration is consistent with the eddy-permitting resolution 
runs being carried out by Aurora Basinski at NYU. 

 

 
Figure 2: Evolution during spin-up simulation of (a) global-mean forcing from SST relaxation condition 
(W m2), (b) volume-mean ocean temperature (oC), (c) maximum residual meridional overturning 
circulation (MOC) (restricted to latitudes north of 0°N and density less than 1027 kg m-3), (d) global-mean 
forcing from salinity relaxation (g/m2/s), (e) volume-mean salinity (g/kg), (f) minimum residual MOC 
(restricted to latitudes south of 0°N and density greater than 1027 kg m-3).  

Summary of MITgcm Basin Model - November 2022

1 Basin Model Set-up
• The basin model set up uses the same forcing as Munday et al 2012 but with a wider basin

(Figure 1).

• The model has a 1 degree resolution and the bathymetry decreases linearly from 0 m depth
to 5500 m depth over 4 degrees, with the channel at 2750 m.

• SST and SSS are relaxed on timescales of 10 and 30 days, respectively.

• There is no seasonal cycle and no slip boundary conditions of the side and bottom.

• The GM background k is set at 1000 m2s�1. Other mixing parameters are varied in the
sensitivity tests.

Figure 1: Inputs for basin model.

2 Sensitivity Tests
The model is run for 300 years with the following default parameters:
diffKrT/S = varied between 0.1 and 1.5 ⇥10�4 m2s�1,
kivdc = 1 m2s�1,
GM taper scheme = dm95,
GM Kminhoriz = 0 m2s�1.

1

𝝉x (N/m2) SST (°C) SSS (g/kg)

a) b) c) d)

D
ep

th
 (m

)

Figure 1. MITgcm simulation setup. (a) Basin bathymetry, including re-entrant Southern

Ocean channel. (b) Specified zonal wind stress forcing. (c) Sea surface temperature relaxation

field. (d) Sea surface salinity relaxation field. This setup is similar to Munday et al. (2013) but

adopts a wider basin and adds continental shelves. During the Spin-up simulation, the tempera-

ture and salinity are relaxed to these fields. The relaxation conditions are replaced with specified

surface fluxes during the Control and freshwater perturbation simulations following Zika et al.

(2018) and Todd et al. (2020).

et al., 2018; Mathiot et al., 2017; Jeong et al., 2020; Dong et al., 2022), there has been113

a paucity of previous work exploring model simulations of the global sea level response114

to subsurface ice melt forcing.115

Improved understanding of the ocean response to subsurface fluxes from Antarc-116

tica can help reduce the uncertainty in the future ocean circulation and climate response117

to such perturbations. It may also help elucidate the role of sub-surface processes in trig-118

gering ice melt feedbacks that have been proposed in recent studies (Schmidtko et al.,119

2014; Bronselaer et al., 2018; Silvano et al., 2018; Golledge et al., 2019; Si et al., 2023).120

Here we use ocean GCM simulations in an idealized configuration in order to provide an121

initial proof-of-concept to demonstrate how the pattern of sea level rise depends on the122

depth of melt fluxes around Antarctica.123

2 Description of simulations124

The simulations were carried out with the Massachusetts Institute of Technology125

General Circulation Model (MITgcm: Marshall et al., 1997) setup in an idealized rect-126

angular ocean basin bathymetry with a re-entrant channel in the Southern Ocean. We127

begin with a “Spin-up” simulation, in which we use surface temperature and salinity re-128

laxation conditions with relaxation timescales of 10 and 30 days, respectively, as well as129

specified surface wind stress over the Southern Ocean. The basin configuration and forc-130

ing are shown in Fig. 1. We adopt a relatively coarse horizontal resolution of 1◦× 1◦, us-131

ing the Gent-McWilliams (GM) parameterization with an eddy thickness diffusivity of132

1000 m2s−1 to represent unresolved mesoscale eddies. We run the model with constant133

forcing, rather than including seasonal variations. We use idealized continental shelves134

along the basin edges, with the bathymetry decreasing linearly from a depth of 0 m to135

the basin depth of 5500 m over 4 degrees, with no-slip boundary conditions along the136

walls and bottom of the basin, and we use a channel depth of 2750 m.137
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The simulations are described in more detail in SI Sec. S1. We branch the “Con-138

trol”, “Surface” freshwater perturbation, and “Deep” freshwater perturbation simula-139

tions from the approximately equilibrated state at the beginning of year 7540 of the Spin-140

up simulation (note that the simulations start at the beginning of year 0). These sim-141

ulations have the temperature and salinity relaxation condition replaced by specified tem-142

perature and salinity fluxes, using a repeating 60-year cycle of daily fluxes that we save143

from years 7540-7599 of the Spin-up simulation. This follows the method of Zika et al.144

(2018) and Todd et al. (2020), allowing us to directly examine the response of the ocean145

to perturbations without damping by the atmosphere. The Control simulation has no146

freshwater perturbation and hence is similar to the Spin-up simulation, except that it147

has fixed surface fluxes rather than relaxation conditions. The Surface and Deep sim-148

ulations have freshwater perturbations as described below. We run each of these three149

fixed-flux simulations for 240 years while also continuing the Spin-up simulation for 435150

years to the end of year 7974.151

Some previous studies of the ocean response to Antarctic ice melt have applied a152

horizontal structure of the meltwater flux that is uniform around the Antarctic coast (e.g.,153

Bronselaer et al., 2018), others have scaled the observed pattern (e.g., Snow et al., 2016),154

and others have used more sophisticated representations such as scaling the linear trend155

of recent observed ice shelf thickness changes (Moorman et al., 2020). Each of these ap-156

proaches has strengths and weaknesses. Using a horizontally-uniform forcing is simple157

and hence conducive to building conceptual understanding, but it may miss key features158

of the horizontal structure of the ice melt forcing. Scaling observed fluxes could be more159

accurate, but the fluxes from ice shelves with the largest basal melt rates today will not160

necessarily increase the most in the future. Amplifying observed ice shelf thickness changes161

may better capture these sensitivities, but the observational record may be too short to162

separate interannual variability in basal melt from secular trends, and ice shelf thickness163

changes do not directly map to basal melt changes due to factors including changes in164

ice flow across the grounding line (e.g., Adusumilli et al., 2020).165

In the present study, we apply meltwater fluxes in zonally-uniform bands along the166

southern border of the basin (60◦S), with the aim of providing a first step toward un-167

derstanding how the sea level adjustment depends on the depth of the flux. The Sur-168

face simulation has a 0.1 Sv freshwater flux applied at the surface, and the Deep sim-169

ulation has a 0.1 Sv freshwater flux applied at a depth of 1 km. The fluxes are held con-170

stant throughout the simulations. We do not include cooling from the latent heat of ice171

shelf melting. This 0.1 Sv flux is similar to the Antarctic Ice Sheet meltwater discharge172

rates in some projections. Edwards et al. (2019) report an 83 cm Antarctic contribution173

to sea level during 2000-2100, and DeConto and Pollard (2016) similarly report a 105 cm174

Antarctic contribution to sea level during 2000-2100, where in both cases we are citing175

the highest reported scenarios, which use RCP8.5 forcing and include the marine ice cliff176

instability. These amount to century-averaged freshwater inputs of 0.091 Sv and 0.12 Sv,177

respectively. The DeConto and Pollard (2016) ice sheet simulation has similarly been178

used for the forcing in a number of other ocean modeling studies (e.g., Bronselaer et al.,179

2018; Lago & England, 2019; Schloesser et al., 2019). Note that this imposed 0.1 Sv flux180

anomaly is about twice as large as the Antarctic Ice Sheet basal melt rate in the cur-181

rent climate, which is estimated by Rignot et al. (2013) to be 1325 gigatons per year,182

amounting to a freshwater flux of 0.042 Sv. Estimates of future Antarctic meltwater fluxes183

are subject to uncertainty in the ice sheet model physics, including the hypothesized ma-184

rine ice cliff instability process, as well as uncertainty in the future radiative forcing sce-185

nario. Here we adopt a value on the high side of the uncertainty range in order to em-186

phasize the possible sensitivity to meltwater depth.187
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Figure 2. Ocean dynamic sea level ζ. (a) Control simulation. (b) Surface freshwater pertur-

bation simulation anomaly from Control. (c) Deep freshwater perturbation simulation anomaly

from Control. The fields are averaged over the last decade of each of the 240-year simulations.

3 Results188

We focus on the ocean dynamic sea level ζ, which is the regional pattern of sea sur-189

face height; it is defined as the departure from the geoid, with a global-mean value of190

zero. This is equivalent to the MITgcm output variable “Eta” with the global-mean value191

removed. Note that ζ is reported in CMIP5 and CMIP6 as the simulation output vari-192

able “zos”.193

The dynamic sea level ζ in the Control simulation is shown in Fig. 2a. It is pos-194

itive at latitudes equatorward of about 40◦N and 40◦S and negative at higher latitudes,195

which qualitatively resembles the observed global ocean (e.g., Mulet et al., 2021, their196

Fig. 6a).197

The dynamic sea level anomalies from the Control simulations, ζ ′, are plotted for198

the Surface and Deep simulations in Fig. 2b,c. The constant freshwater fluxes applied199

at the southern edge of the basin in both simulations leads to a higher regional sea level200

in southern high latitudes, and it broadly causes a reduction in the amplitude of the spa-201

tial pattern of ζ in the Control simulation. The key difference between the two simula-202

tions is that after the first couple decades, ζ ′ remains lower in the Northern Hemisphere203

and higher in the Southern Hemisphere in the Deep simulation, indicating that the ap-204

plied freshwater flux is spreading more slowly across the ocean basin.205

This can be seen clearly in line plots of ζ ′ averaged spatially over each hemisphere206

(Fig. 3). Averaged over the final 200 years of the simulations, ζ ′ is 2.9 cm higher in the207

Southern Hemisphere than in the Northern Hemisphere in the Deep simulation, com-208

pared with just 1.8 cm in the Surface simulation. Note that since ζ is defined to have209

a global-mean value of zero, the value in the Northern Hemisphere is equal and oppo-210

site to the value in the Southern Hemisphere.211

The results in Figs. 2 and 3 show that the global sea level change pattern depends212

critically on the depth of the Antarctic meltwater perturbation, with far field sea level213

differences that persist throughout the simulations. Broadly, the elevated regional sea214

level moves more slowly out of the Southern Hemisphere when the freshwater is injected215

at depth.216
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Figure 3. Time series of dynamic sea level anomaly from the Control simulation, ζ′, in the

Surface and Deep simulations. (a) Southern Hemisphere spatial mean. (b) Northern Hemisphere

spatial mean. All curves are smoothed with a 10-year running mean.

4 Sea level change decomposition217

The dynamic sea level pattern in each perturbed simulation (Surface or Deep) can218

be decomposed as follows (e.g., Gill & Niiler, 1973; Yin et al., 2010; Griffies et al., 2014;219

Gregory et al., 2019):220

ζ ′ =
p′b
ρ0 g︸︷︷︸
Mass

− 1

ρ0

∫ ζ−B

−H

ρ′ dz︸ ︷︷ ︸
Steric

, (1)

where ρ is the ocean density field, ρ0 is the ocean reference density, g is the acceleration221

of gravity, pb is the ocean bottom hydrostatic pressure, H is the ocean depth, and B rep-222

resents the inverse barometer correction due to variations in sea level pressure (adopting223

the terminology of Gregory et al., 2019). Here primed quantities represent the anomaly224

in a perturbed simulation relative to the Control simulation, with the global mean re-225

moved. Note that Eq. (1) is derived from the hydrostatic balance with the near-surface226

density approximated to be ρ0 (e.g., Yin et al., 2010, their Sec. 2b).227

The first term on the right-hand side of Eq. (1) captures sea level increases due to228

seawater being added to the column, i.e., it represents ocean mass redistribution. The229

second term on the right-hand side of Eq. (1) captures sea level increases due to the col-230

umn becoming less dense without changing its mass, i.e., it represents the sea level change231

from local steric changes in the density field. Note that in Boussinesq models such as MIT-232

gcm the steric term is not a true expansion or contraction, but it does influence the sim-233

ulated currents.234

The first term is approximately associated with the barotropic component of the235

flow, and the second term is approximately associated with the baroclinic component236

of the flow (e.g., Savage et al., 2017). Explicitly decomposing the sea level changes into237

components associated with the barotropic and baroclinic components of the flow, fol-238

lowing the method of McWilliams et al. (2023), leads to qualitatively similar results (Fig. S4).239

Freshwater injection causes an increase in mass, which leads to a positive contri-240

bution to local sea level from the mass term in Eq. (1). This increase in sea level is mit-241

igated by the column becoming less dense due to the reduction in salinity from the fresh-242

water injection, which leads to a negative contribution to local sea level from the steric243

term in Eq. (1).244

The terms in Eq. (1) can be readily computed from the MITgcm simulation out-245

put. The left-hand side is the difference in the dynamic sea level ζ between the perturbed246
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Figure 4. Decomposition of Northern Hemisphere dynamic sea level anomaly ζ′ into mass

redistribution and steric contributions (Eq. (1)). (a) Surface simulation. (b) Deep simulation. (c)

Difference between the two simulations. All curves are smoothed with a 10-year running mean.

simulation and the Control simulation. The mass term is computed using the hydrostatic247

relationship as the difference between the perturbed simulations in the quantity 1
ρ0

∫ η

−H
ρ dz;248

here, the global mean is removed after calculating this term for each simulation. Since249

the surface pressure is constant in the MITgcm simulations, we take B = 0, and the250

steric term is computed as 1
ρ0

∫ ζ

−H
ρ′ dz, with ρ′ defined as above and ζ the dynamic sea251

level in the perturbed simulation.252

The resulting quantities, averaged over the Northern Hemisphere, are plotted in253

Fig. 4. Since the dynamic sea level is higher in the hemisphere where freshwater is con-254

tinuously injected, ζ ′ is negative in the Northern Hemisphere in both perturbed simu-255

lations (Fig. 3). This is associated primarily with the steric term, which explains most256

of the dynamic sea level anomaly ζ ′ (Fig. 4). The mass term, by contrast, is relatively257

small in both perturbed simulations, indicating that this component of the dynamic sea258

level spreads rapidly across the globe (Fig. 4), consistent with the rapid propagation of259

barotropic waves.260

As noted above, the difference in ζ ′ between the two hemispheres is larger in the261

Deep simulation, consistent with the injected freshwater flux spreading more slowly across262

the basin. The decomposition shows that this difference occurs primarily due to the steric263

term (Fig. 4). Although the mass from the injected freshwater spreads quickly into the264

Northern Hemisphere in both simulations (near-zero values of green curves in Fig. 4),265

the density change from the injected freshwater spreads more slowly (substantial neg-266

ative values of blue curves in Fig. 4), especially in the Deep simulation.267

5 Summary and conclusions268

Previous climate modeling studies that have explicitly included fluxes from Antarc-269

tic ice mass loss have typically treated them as part of the surface forcing of the ocean.270

However, observational estimates suggest that the largest source of ablation in Antarc-271

tica is basal melt of ice shelves, with the freshwater entering the ocean considerably be-272

low the surface. In the present study, we use MITgcm simulations of an idealized ocean273

basin with freshwater injected at the surface or at depth in southern high latitudes. The274

results suggest that the global sea level change pattern is sensitive to the depth of the275

Antarctic meltwater perturbation. When the fluxes are applied at depth the signal tends276

to travel more slowly to the Northern Hemisphere. This is consistent with expectations277

that the propagation speeds of baroclinic waves will depend on the stratification which278
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is influenced by the depth of the meltwater injection. A decomposition of the sea level279

changes shows that the sensitivity to meltwater depth occurs primarily due to differences280

in the baroclinic response.281

Many factors have been neglected in these idealized simulations, including the in-282

fluence of realistic basin geometry, the detailed spatial and temporal structure of the melt-283

water injection, and the latent heat flux in addition to freshwater injection associated284

with ice shelf basal melt. Further research into how these factors would influence the re-285

sult is called for. The simulations were carried out with a 1◦ GCM, raising important286

questions about how the results may differ in a higher-resolution model. Furthermore,287

the scale of the regional patterns of change in the simulation results (Fig. 2c), while of288

a similar order of magnitude to the projected regional pattern of sea level rise during the289

coming century (SI Fig. S1), would be considerably smaller than the global-mean sea level290

rise due to substantial Antarctic Ice Sheet melting. This is true in general for local pat-291

terns of dynamic sea level compared to global mean sea level change. Nonetheless, the292

results presented here suggest that sea level changes are sensitive to the depth of fresh-293

water injections, which suggests that capturing the depth of Antarctic ice shelf meltwa-294

ter may lead to more accurate projections of future regional sea level changes, in par-295

ticular when considering local impacts such as increased risk of flooding and storm surge.296

Open Research Section297

All relevant MITgcm simulation output will be posted on FigShare, and all rele-298

vant analysis code will be posted on GitHub, by the time of publication.299
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Supporting Information518

S1 Description of simulation519

We initially run the model for 300 years. We then test the sensitivity of model pa-520

rameters that control mixing, diffusion, and convection, and we adjust the parameters521

in order to simulate a relatively realistic ocean circulation including the global residual522

meridional overturning circulation. Specifically, we change the parameter “diffKrT/S”,523

which is the background vertical diffusivity and was set by default during the sensitiv-524

ity testing to vary with depth between 0.1×10−4 m2s−2 and 1.5×10−4 m2s−2, to instead525

vary with depth between 0.5×10−4 m2s−2 and 1.75×10−4 m2s−2 in the Spin-up simu-526

lation.527

We then run the Spin-up simulation until the end of year 7974. We find that the528

global volume-mean temperature and salinity evolve approximately exponentially toward529

their equilibrium values with e-folding timescales of 1090 years and 1340 years, respec-530

tively, after the first few thousand years (Fig. S2).531

The Control, Surface, and Deep simulations are branched from the beginning of532

year 7540 of the Spin-up simulation. We set the Spin-up simulation to save daily out-533

put of the temperature and salinity relaxation fields during years 7540-7599, which we534

use to generate a 60-year cycle of daily fluxes. Note that the simulations with specified535

fluxes use the “Qnet” and “saltflux” surface forcing options in MITgcm. This requires536

changing the sign of the Spin-up simulation output to be used as input in the simula-537

tions with specified fluxes. In order to preserve the daily-mean values when the model538

linearly interpolates between values at the midpoint of each day, we use a process called539

“diddling” to adjust the daily data (Killworth, 1996). The perturbations in the Surface540

and Deep simulations are added as water at 0 psu and 0◦C using the “AddMass” option541

in MITgcm.542

We select year 7540 as the start time of the simulations with specified fluxes be-543

cause (i) it allows the Spin-up simulation to reach a relatively high level of equilibration544

(SI Fig. S2) and (ii) the 60-year mean during years 7540–7599 of the global-means of both545

flux fields is approximately zero (SI Fig. S3). The latter condition is important because546

the global volume-mean temperature and salinity in the Control simulation evolves at547

a constant rate that is set by the global-mean values of these fixed surface fluxes. The548

drift in volume-mean temperature and salinity in the Control simulation is 2.5×10−5 K/yr549

and 7×10−6 g/kg/yr, which is considerably smaller than some other studies that used550

a similar method (e.g., 0.02 K/yr and 0.02 g/kg/yr in Zika et al., 2018).551

–14–



manuscript submitted to Geophysical Research Letters

manuscript submitted to Geophysical Research Letters

Supporting Information

S1 Description of Spin-up simulation

We initially run the Spin-up simulation for 300 years. We then test the sensitiv-
ity of model parameters that control mixing, di↵usion, and convection, and we adjust
the parameters in order to simulate a relatively realistic residual meridional overturn-
ing circulation (MOC). Specifically, we change the parameter “di↵KrT/S”, which is the
background vertical di↵usivity and was set by default during the initial 300 years to vary
with depth between 0.1⇥10�4 m2s�2 and 1.5⇥10�4 m2s�2, to instead vary with depth
between 0.5⇥10�4 m2s�2 and 1.75⇥10�4 m2s�2; we change the parameter “ivdc”, which
is the vertical di↵usivity for mixing due to static instability and is typically set to be sev-
eral orders of magnitude above di↵KrT/S, from 1 m2s�1 to 100 m2s�1; and we change
the parameter “Kminhoriz”, which is the minimum horizontal di↵usivity for GM, from
0 to 50 m2s�1. Lastly, tapering is used in MITgcm to avoid numerical instability asso-
ciated with large slopes in the GM parameterization, and we change the tapering param-
eters from the scheme of Danabasoglu and McWilliams (1995) [“dm95”] to that of Gerdes
et al. (1991) [“gkw91”].

We then continue the Spin-up simulation with these adjusted parameter values, ul-
timately running it until year 7779. We find that the global volume-mean temperature
and salinity evolve approximately exponentially toward their equilibrium values with e-
folding timescales of 1090 years and 1340 years, respectively, after the first few thousand
years (Fig. S2).
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Figure S1. Maps of observed and projected regional sea level changes. (a) Observed sea level

trends during 1993 to 2018, computed using the AVISO satellite altimetry dataset (Ducet et

al., 2000). Only the latitude range 60�S–60�N is plotted due to limited data coverage in higher

latitudes. (b) Projected future regional pattern of sea level change generated using the GFDL-

ESM2M simulation of the CMIP5 scenario RCP 4.5, shown as the average during years 2090-2099

compared with 2006-2015. The simulation results include dynamic contributions due to changes

in ocean density and mass redistribution, as well as land ice and terrestrial water components

which are calculated using a separate modeling framework (see main text as well as Church et

al., 2013, for details). Here the global-mean sea level rise, which is 41 cm, is subtracted from the

future projection in order to better illustrate the regional patterns.
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trends during 1993 to 2018, computed using the AVISO satellite altimetry dataset (Ducet et

al., 2000). Only the latitude range 60�S–60�N is plotted due to limited data coverage in higher

latitudes. (b) Projected future regional pattern of sea level change generated using the GFDL-

ESM2M simulation of the CMIP5 scenario RCP 4.5, shown as the average during years 2090-2099

compared with 2006-2015. The simulation results include dynamic contributions due to changes

in ocean density and mass redistribution, as well as land ice and terrestrial water components

which are calculated using a separate modeling framework (see main text as well as Church et

al., 2013, for details). Here the global-mean sea level rise, which is 41 cm, is subtracted from the

future projection in order to better illustrate the regional patterns.
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Figure S1. Maps of observed and projected regional sea level changes. (a) Observed sea level

trends during 1993 to 2018, computed using the AVISO satellite altimetry dataset (Ducet et

al., 2000). Only the latitude range 60◦S–60◦N is plotted due to limited data coverage in higher

latitudes. (b) Projected future regional pattern of sea level change generated using the GFDL-

ESM2M simulation of the CMIP5 scenario RCP 4.5, shown as the average during years 2090-2099

compared with 2006-2015. The simulation results include dynamic contributions due to changes

in ocean density and mass redistribution, as well as land ice and terrestrial water components

which are calculated using a separate modeling framework (for details see main text as well as

Church et al., 2013). Here the global-mean sea level rise, which is 41 cm, is subtracted from the

future projection in order to better illustrate the regional patterns.
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Figure S2. Evolution of (a,b) temperature and (c,d) salinity during (a,c) the entire Spin-up

simulation and (b,d) the final 5000 years of the 7975-year Spin-up simulation. The dashed lines

show exponential fits, with e-folding timescales of 1090 years for temperature and 1340 years for

salinity.
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a) b)

Figure S3. Evolution of the global-mean value of (a) the temperature flux and (b) the salin-

ity flux due to the surface relaxation conditions during years 7540-7599 of the Spin-up simulation.

The black dashed line shows the time average. The fluxes during the time period plotted here are

used as the fixed surface fluxes in the Control, Surface, and Deep simulations.

Figure S4. As in Fig. 4, but using a decomposition of Northern Hemisphere dynamic sea

level anomaly ζ′ into components associated with barotropic and baroclinic circulation changes

(McWilliams et al., 2023), rather than components associated with mass redistribution and steric

changes (Gill & Niiler, 1973; Yin et al., 2010; Griffies et al., 2014; Gregory et al., 2019). Here,

only the sea level away from the continental shelves is decomposed, as per the requirements in

McWilliams et al. (2023).
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