
P
os
te
d
on

2
F
eb

20
24

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
es
so
ar
.1
70
68
91
30
.0
24
57
80
9/
v
1
—

T
h
is

is
a
p
re
p
ri
n
t
a
n
d
h
as

n
o
t
b
ee
n
p
ee
r-
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

LPS Neural Operator (LPSNO): A Novel Deep Learning

Framework to Predict the Indian Monsoon Low-Pressure Systems

K. S. S. Sai Srujan1, Sukumaran Sandeep1, and Hariprasad Kodamana1

1Indian Institute of Technology Delhi

April 16, 2024

Abstract

The synoptic scale variability of the Indian summer monsoon (ISM) is contributed by the weak cyclonic vortices known as

low-pressure systems (LPSs). LPSs are the primary mechanism by which central Indian plains receive rainfall. Traditionally,

synoptic variability is considered to have a low predictability. In the present study, we developed a framework, namely, LPS

Neural Operator (LPSNO), using the neural operator-based deep learning to predict the spatial structure of daily mean sea

level pressure anomalies over the Bay of Bengal at a resolution of 1°x1°. The proposed neural operator extends the Fourier

neural operator framework by employing convolutional LSTMs in the operator backbone. Further, the mean sea level pressure

is reconstructed using the predicted anomaly and the climatology, which is then used to track the LPSs using a Lagrangian

tracking algorithm. The median pattern correlation between the predicted and actual mean sea-level pressure anomalies over the

BoB is about 88%, 60%, and 50% for 24, 48, and 72-hour forecasts, respectively. The proposed model improves the accuracy of

predictions compared with the earlier ConvLSTM models. The pattern correlation between the observed and predicted synoptic

activity index (SAI) is 0.94, 0.9, and 0.87 for 1, 2, and 3-day ahead predictions, respectively. A well-trained model of LPSNO

takes only ˜3.2 s to generate a one-day forecast on a single GPU node of Nvidia V100, which is computationally extremely cheap

compared to the conventional numerical weather prediction models. The proposed LPSNO can advance operational weather

forecasting substantially.
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Abstract18

[The synoptic scale variability of the Indian summer monsoon (ISM) is contributed by19

the weak cyclonic vortices known as low-pressure systems (LPSs). LPSs are the primary20

mechanism by which central Indian plains receive rainfall. Traditionally, synoptic variability21

is considered to have a low predictability. In the present study, we developed a framework,22

namely, LPS Neural Operator (LPSNO), using the neural operator-based deep learning23

to predict the spatial structure of daily mean sea level pressure anomalies over the Bay24

of Bengal at a resolution of 1◦x1◦. The proposed neural operator extends the Fourier25

neural operator framework by employing convolutional LSTMs in the operator backbone.26

Further, the mean sea level pressure is reconstructed using the predicted anomaly and the27

climatology, which is then used to track the LPSs using a Lagrangian tracking algorithm.28

The median pattern correlation between the predicted and actual mean sea-level pressure29

anomalies over the BoB is about 88 %, 60 %, and 50 % for 24, 48, and 72-hour forecasts,30

respectively. The proposed model improves the accuracy of predictions compared with the31

earlier ConvLSTM models. The pattern correlation between the observed and predicted32

synoptic activity index (SAI) is 0.94, 0.9, and 0.87 for 1, 2, and 3-day ahead predictions,33

respectively. A well-trained model of LPSNO takes only ∼3.2 s to generate a one-day34

forecast on a single GPU node of Nvidia V100, which is computationally extremely cheap35

compared to the conventional numerical weather prediction models. The proposed LPSNO36

can advance operational weather forecasting substantially.]37

Plain Language Summary38

[The weak cyclonic vortices during the Indian Summer Monsoon (ISM) season, com-39

monly known as Low-Pressure Systems (LPSs), are predominantly present over the head Bay40

of Bengal (BoB). More than half of ISM rainfall over the hugely populated Indo-Gangetic41

plains is contributed from LPSs, making them an important component of the hydrological42

cycle over South Asia with huge socio-economic impacts. Therefore, the prediction for LPS43

genesis will be helpful in better disaster preparedness and food security planning. A machine44

learning (ML) framework is developed initially to predict the spatial map of perturbations45

in mean sea level pressure (MSLP). Using the predicted perturbations and climatology, the46

full MSLP field is reconstructed. The LPSs are tracked from the MSLP field. The corre-47

lation of the spatial map of fluctuations in MSLP between actual and predicted is about48

88%, 60%, and 50% at a lead time of 24, 48, and 72-hours. A well-trained ML model will49

be computationally efficient compared to traditional numerical weather prediction models.]50

1 Introduction51

The Indian summer monsoon (ISM) is an important component of the hydrological52

cycle of South Asia, which is essential to the water security of more than 1.5 billion inhab-53

itants. Relatively weaker synoptic-scale cyclonic vortices embedded in the ISM circulation54

are known as the low-pressure systems (LPSs). Although the LPSs form in all monsoon55

regions around the world, they are most prominent in the ISM domain, with about 1256

systems forming in each June - September period (Hurley & Boos, 2015). These are the57

main rain baring systems, with a life span of 3–7 days and a diameter of 1000 – 2000 km58

(D. R. Sikka, 1977) contributing nearly half of the ISM rainfall over the Indo-Gangetic plains59

(Krishnamurthy & Ajayamohan, 2010; Praveen et al., 2015; Hunt & Fletcher, 2019; Sandeep60

et al., 2018; Thomas et al., 2021; Deoras et al., 2021). Conventionally, the propagation of61

LPSs have been identified manually using the surface pressure charts for which a long term62

archive exists (Mooley & Shukla, 1987; Sikka, 2006; Krishnamurthy & Ajayamohan, 2010).63

The dynamical and statistical models face difficulties in predicting the synoptic-scale rain-64

fall (B. Wang et al., 2005, 2015; Saha et al., 2019). The chaotic nature of ISM makes the65

prediction of synoptic scale variability challenging (Goswami et al., 2006; Saha et al., 2019).66
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The conventional NWP models solve the prognostic partial differential equations using67

numerical methods, such as the finite difference method, which discretize time and space.68

Therefore, there is always a trade off between the grid resolution and the computational69

time. The computational stability of NWP models is measured by a condition called as CFL70

condition (Courant et al., 1967). However, data-driven deep learning models are not limited71

by these issues (Greenfeld et al., 2019; Kochkov et al., 2021; Li et al., 2020). For example,72

Convolutional Neural Networks (CNNs) in predicting the ENSO (Ham et al., 2019; Gupta73

et al., 2020) and estimating the intensity of the tropical cyclone (C. Wang et al., 2022;74

R. Zhang et al., 2020). The CNNs are known for the application of spatial data prediction.75

Also, the convolutions with the long short-term memory (ConvLSTM) show robust skills in76

nowcasting the precipitation (Shi et al., 2015) and predicting sea level pressure time series77

(Sinha et al., 2021).78

The recent rapid advancement of data driven deep learning (DL) models suggest that79

they can be useful in the prediction of atmospheric and oceanic states (Q. Zhang et al.,80

2017; Ham et al., 2019; Gupta et al., 2020; Sinha et al., 2021; Andersson et al., 2021; Chen81

et al., 2022; Ling et al., 2022; Kurth et al., 2023). Recent reports suggest that the DL82

models are able to generate short and medium range weather forecasts globally with a skill83

that matches the best NWP models Bi et al. (2023); Lam et al. (2023); Y. Zhang et al.84

(2023). These developments suggest that the DL models can soon be cheaper alternatives85

to the computationally expensive NWP models. The DL models have also shown potential86

in sub-seasonal to seasonal scale forecasts as well (Weyn et al., 2021). They can also used87

in combination with the NWP models to improve the forecast skill (Rojas-Campos et al.,88

2023). Gupta et al. (2020) predicted the ENSO beyond the spring predictability barrier89

using the ConvLSTM, whereas the traditional models are unable to. Recently, a developed90

framework named Fourier Neural Operator (FNO) shows a robust skill in predicting partial91

differential equations (Li et al., 2020; Lu et al., 2021; Kossaifi et al., n.d.; Azzizadenesheli92

et al., 2023; Wen et al., 2023). However, the skill of DL models in forecasting the extreme93

weather events, such as tropical cyclones and monsoon LPSs, is yet to be proven.94

Earlier studies predicted the MSLP time series, and used it as a proxy to predict the95

strength of active and break cycles of ISM (Sinha et al., 2021). However, the spatial map96

of MSLP anomalies are not yet predicted using a deep learning model. Here, we propose a97

framework to predict the genesis and track of LPSs by using a two step approach. Firstly, we98

predict the spatial pattern of daily MSLP anomalies using FNO. Secondly, we reconstructed99

the total MSLP field by adding the predicted anomalies to daily climatology. Then, the LPSs100

are tracked using an automated algorithm developed by Praveen et al. (2015), which mimics101

the manual tracking of trajectories of LPSs from the surface pressure charts. Though the102

model is used to predict the LPSs, it can also be potentially extended to predict tropical103

cyclones. The data and methodology are explained in section 2, the framework and the skill104

for predicting LPSs are shown in section 3, and the conclusions are presented in section 4.105

2 Data and methods106

Data107

The daily mean sea-level pressure (MSLP) of the European Centre for Medium-Range108

Weather Forecasts fifth-generation (ERA5) reanalysis dataset (Hersbach et al., 2020) at a109

spatial resolution of 0.25◦ × 0.25◦ from 1979–2018 is used in this study. For training and110

validation of the DL model 1979 – 2007 is used, and prediction is done for 2008 – 2018. The111

MSLP anomalies are computed by removing the long-term mean from 1979 – 2018. The112

region considered for the present study is 75◦E – 90◦, 10◦N – 25◦N. The LPSs are tracked113

using the algorithm developed by Praveen et al. (2015) from ERA5 using the daily MSLP.114

This LPS tracking algorithm identifies closed isobars at every one hPa interval from gridded115

MSLP data, and the storm’s center is identified as the centroid of the innermost isobar. The116

LPS centers identified from consecutive time intervals of gridded MSLP data are connected117
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to get the track. This algorithm mimics the manual tracking of LPSs from the pressure118

charts used by the India Meteorological Department and has been found to have a robust119

skill in tracking LPSs (Praveen et al., 2015).120

LPS tracking121

The LPS over the BoB (65◦ – 95◦E and 0 – 23◦N) and TC tracks over the WNP122

(110◦E – 180◦E and 0 – 30◦N) from the model experiments are tracked using the algorithm123

developed by the Praveen et al. (2015), which mimics the conventional manual tracking124

algorithm based on sea level pressure closed isobars over the surface pressure charts. This125

algorithm searches for closed isobar at 1hPa interval at every time step around the grid126

of SLP minimum, and the storm center is taken as the centroid of the innermost closed127

isobar. The pressure depth (∆SLP) is considered as the difference between the outermost128

and innermost closed isobar, and it signifies the intensity of the storm. ∆SLP ≤ 2 hPa is129

called “low”, 2 hPa < ∆SLP ≤ 4 hPa is “depression”, 4 hPa < ∆SLP ≤ 10 hPa is “deep130

depression”, 10 hPa < ∆SLP ≤ 16 hPa is “cyclonic storm”, and ∆SLP > 16 hPa is “severe131

cyclonic storm” (Mooley & Shukla, 1987; Sikka, 2006; Praveen et al., 2015).132

Synoptic Activity Index133

The genesis location, number of LPS days, and storm intensity of LPSs are together134

explained by defining an index named “Synoptic Activity Index” (SAI; (Ajayamohan et al.,135

2010)). The ∆SLP (pressure depth) measures the storm intensity. SAI is defined as the136

track density of LPS weighted by wind speed.137

SAI =

n=l∑
n=0

x+△x∑
x−△x

y+△y∑
y−△y

Ucat (1)

where l is the life span of an LPS in days, △x and △y are the grid spacing (1.5◦) in138

X and Y directions, and x and y are the longitudinal and latitudinal positions of a storm139

center. The values of Ucat are 4.25, 11, 15, 20, 27.5 for the categories lows, depressions,140

deep depressions, cyclonic storms, and severe cyclonic storms, respectively (Ajayamohan et141

al., 2010; Sandeep et al., 2018).142

ML layers143

Convolutional layer144

A convolutional layer is widely used in many computer vision algorithms, including145

CNNs that learn the spatial pattern robustly. A Convolution layer is also known as kernel146

convolution, where a kernel or filter (small matrix) is multiplied by an image or output from147

the previous layer. In a simple understanding, a convolutional layer acts like a spatial filter148

and extracts useful features from an image. The mathematical representation of an output149

from a convolutional layer is:150

F [m,n] = X ∗ h[m,n] (2)
151

F [m,n] =
∑
j

∑
k

h[j, k]X[m− j, n− k] (3)

where F [m,n] is the output feature matrix from a convolutional layer, X[m,n] is the152

input image to a convolutional layer of width m and height n. The filter or kernel matrix is153

denoted by h[m,n], which is multiplied by the input image.154

The output from the convolutional layer (F [m,n]) is multiplied by a weights tensor155

(W ), and bias (b) is added while training the model. Then, the output feature matrix156
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is passed to a nonlinear activation function. In each iteration, while optimizing the cost157

junction (J), the weights tensor (W ) will be updated. The whole process in this layer is158

mathematically represented as:159

Z [I] = F [I] ∗WT [I] + b[I] (4)
160

Y [I] = g(Z [I]) (5)

where Y [I] is the final output from a convolutional layer while training, [I] denotes the161

iteration, and g is a nonlinear activation function.162

Max-pooling layer163

A pooling layer aids in reducing the dimensions of a convolutional layer. In general, a164

pooling layer is placed just after a convolutional layer. The pooling layer involves sliding a165

filter along all channels in a feature matrix. In the case of max pooling, it picks a maximum166

value at a particular region of the sliding filter. The output dimensions from a pooling layer167

are:168

(m− f + 1)/s ∗ (n− f + 1)/s ∗ c (6)

where, m,n, c are the width, height, and number of channels of an image. s is the169

stride length and f is the size of the pooling filter. Pooling reduces the dimensions of the170

feature matrix from the convolutional layer therefore reducing the number of parameters171

to learn by the model and saving the amount of computational time. The pooling layer172

summarizes the features in a particular region instead of point-to-point or kernel-to-kernel173

mapping therefore helps the model learn robustly irrespective of the position and orientation174

of the features in an image.175

Batch normalization layer176

A batch normalization layer reduces the covariance shift problem. It normalizes the177

intermediate output of each layer within the batch during the training of a model. This178

helps in stabilizing the optimization process and reduces the demand for dropout or other179

optimizations like the l2 norm. The mathematical representation of the batch normalization180

is:181

X ′ = (x−Mb[x])/sqrt(var(x)) (7)

where Mb[x] is the mean of the mini-batch size and var(x) is the variance of the mini-batch182

size and X ′ is the normalized component from the previous layer, and x is the output from183

the previous layer and input into the batch normalization layer.184

It can be further developed as:185

X ′′ = γ ∗X ′ + β (8)

where X ′′ is the final output from the normalization layer. γ and β are the learnable186

parameters during the training of the model.187

Dropout188

A dropout is a type of regularization that prevents the overfitting of the data during189

the training process. A dropout layer randomly makes the value of the nodes in a layer into190

zeros. The number of nodes to make zero depends on the input probability decided while191

tuning the hyperparameters.192
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Flatten and dense layers193

As the name implies, a flatten layer flattens the multidimensional output from previous194

layers to a simple two-dimensional matrix. The output dimensions from a flatten layer are195

given below:196

(Mb ∗m ∗ n ∗ f)output = (Mb ∗ (m ∗ n ∗ f))input (9)

Where Mb denotes the batch size and m,n, andf are image width, height, and kernel size197

respectively. L.H.S. represents the output dimensions from a flatten layer and R.H.S. rep-198

resents the input multidimensional matrix to a flatten layer. A dense layer is a regular fully199

connected layer generally placed after a flatten layer. The operation done by a dense layer200

is given below:201

Y = g(Σ(X ∗WT ) +B) (10)

Where Y is the output from a dense layer, g is the nonlinear activation function, X is the202

input vector to a dense layer, WT is a matrix of weights, and B is a bias vector.203

ConvLSTM and Fourier layer204

A ConvLSTM layer is a combination of a convolutional layer followed by a LSTM205

layer. The LSTM layer is a type of recurrent neural network that learns the sequential206

data, and the convolutional layer helps in understanding the pattern in the data. Therefore,207

collectively, a ConvLSTM is useful in learning spatiotemporal data robustly (Gupta et al.,208

2020; Sinha et al., 2021). The mathematical equations representing a ConvLSTM layer are209

as follows (Shi et al., 2015):210

it = g1(wix ∗ xt + wih ∗ ht−1 + wic · ct−1 + bi) (11)

211

ft = g2(wfx ∗ xt + wfh ∗ ht−1 + wfc · ct−1 + bf ) (12)
212

ot = g3(wox ∗ xt + woh ∗ ht−1 + woc · ct + b0) (13)
213

mt = g4(wmx ∗ xt + wmh ∗ ht−1 + bm) (14)
214

ct = ft ∗ ct−1 + it ·mt (15)
215

ht = ot · tanh(ct) (16)

Where t is the tth step, gi is the nonlinear activation function like sigmoid. ∗ indicates the216

convolutional operation and · denotes the element-wise multiplication. tanh is an activation217

function. it, ft, ot, andmt represent the input gate, forget gate, output gate, and modulation218

gate. xt is the input data to the ConvLSTM layer, and ct and ht are the cell and hidden219

state, respectively.220

The main principle of a Fourier layer is to decompose the signal of a time domain221

into a frequency domain and to filter out the dominating frequency modes. The Fourier222

decomposition involves representing the input signal into the sum of cosine and sine wave223

components. The mathematical representation of a Fourier decomposition is given as follows:224

f(x) =

∞∑
i=1

1/(len(x)/2)[ai ∗ cos(i ∗ 2πωx+ ϕi)] (17)

The function f(x) expresses the infinite linear combinations of sines and cosines of225

different frequencies of input variable x, where a and ϕ determine the amplitude and phase226

of the corresponding frequency (ω). The operation done in the Fourier layer is given below:227

F ′ = FFT (X) ∗ FFT (W ) (18)
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228

F ′′ = IFFT (F ′) (19)

where W and X are the randomly initialized weight matrix and the input X into the229

Fourier layer. FFT is the Fast-Fourier Transform and IFFT is the Inverse of FFT.230

231

We employed a combination of a Fourier layer (F-layer), ConvLSTM layer, and con-232

volutional layers. The Fourier layers convert the input into the frequency domain, and the233

weights are helpful in penalizing the dominant modes. Further, the ConvLSTM layers have234

a robust skill in predicting the sequential spatio-temporal data. We have also compared the235

skill of the LPS neural operator with the simple ConvLSTM without the Fourier layer.236

3 Results and discussion237

A Deep Learning Framework238

The overall framework for predicting the MSLP anomaly is shown in Fig. 1. A se-239

quential architecture uses both F-layer and ConvLSTM 2D layers as its first layer with five240

filters and ten filters, respectively, and Relu as an activation function in the ConvLSTM 2D241

layer. From recent studies, the ConvLSTM 2D is known for its efficiency in handling spatial-242

temporal data (Gupta et al., 2020). The input data into the model is a 5-dimensional tensor243

containing the length of the training data stack, input channels, latitude points, longitude244

points, and the stack of the input data for the past six days. The input data to the model245

is fed as stacked data, which means that the daily MSLP anomalies for the past six days246

are stacked and used to predict the next time step. The output from both the F-layer and247

the ConvLSTM 2D layer are concatenated and passed into two blocks of convolutional layer248

(Conv3D-1&2) having an activation of Relu, and five filters with a kernel size of 1× 1, and249

output is passed to a batch normalization layer (BatchNorm). Subsequently, the output250

from this step is passed to a Dropout (0.2), MaxPooling3D, Flattening layer, and two fully251

connected dense layers with 10 and 1 filters, respectively. Dropouts are added to the model252

wherever necessary during the parameter tuning to avoid overfitting the training data. The253

prominent features of the architecture are listed in Table 1. The model is optimized by tun-254

ing the hyper-parameters and the number of layers to obtain the best suitable combination255

of activation, number of filters, optimizers, dropouts, loss functions, etc. Satisfactory results256

were obtained with an epoch of 200 and a batch size of 160. Application of the MSE loss257

function yielded a model with good prediction capability. A total of 64 iterations are taken258

to learn the whole spatial map, satisfactorily. Therefore, in each iteration, the weights are259

not initialized randomly; rather, weights from the previous iteration were considered. The260

LPSNO is converged in the initial iteration of 200 epochs, as shown in Fig. 2. The shaded261

region shows the error bar (± standard deviation of loss function of all the 64 iterations262

from the initial iteration). The idea behind showing only the initial iteration of 200 epochs263

is the convergence of the model.264

With the aid of the Fourier transforms, the MSLP anomaly is decomposed into a265

combination of sinusoidal waves, as shown in Fig. 3. The actual MSLP anomaly for the266

training period is shown in Fig. 3a, and the sinusoidal waves obtained from the Fourier267

decomposition are shown in Fig. 3b. Each sinusoidal wave has different amplitudes and268

phases; therefore, learning these high and low-frequency signals by an ML model helps269

in better prediction by considering the underlying weather modes. MSLP field can be270

reconstructed by combining the decomposed Fourier components (Fig. 3c). The power271

spectrum of daily MSLP anomaly for one JJAS season shows the maximum peak in the272

intraseasonal (30 - 60 day) period, and a secondary maximum in the synoptic and quasi-273

biweekly periods (Fig. 4). Therefore, the intraseasonal and synoptic scales are the two274

major components of the JJAS MSLP anomaly. The top nine sinusoidal components from275

Fig. 3b are shown in Fig. 5 for better visualizing the Fourier decomposition. The top276

–7–



manuscript submitted to JGR: Machine Learning and Computation

four panels in Fig. 5 show the Fourier components from intraseasonal oscillations, and the277

bottom four panels show the signals from the synoptic scale.278

The Fourier layer introduced in the model architecture used in this study penalizes the279

important Fourier components by multiplying weights. Therefore, optimizing the Fourier280

weights helps the model learn the important weather modes. The Fourier layer primarily281

consists of three major layers: one is the Fourier transform of input time series, the second282

is the multiplication of weights to the Fourier transform, and the last one is the inverse283

transform into the time domain from the Fourier domain (Fig. 1b). The starting input to284

the model is a spatial map with latitude and longitude coordinates. However, the input285

map is fed into the model as an iterative 4 × 4 grid averaged time series out of a 64 × 64286

grid. The output from the model at each iteration of 200 epochs is compiled and depicted287

as a spatial structure again as a 16x16 grid size (1◦ resolution, Fig. 6).288

The model predicts the daily MSLP anomalies at various lead times in a sequential289

fashion, i.e., the predicted one day lead is fed into the model to predict the day two, and so290

on. The LPSNO model was reasonably able to predict the MSLP anomaly spatial structure291

at a lead time of 3 days (Fig. 6). The right and left panels of Fig. 6 show the predictions of292

a low and high MSLP anomaly cases. The predictions are compared with the observations293

(Figs. 6a and e). The one day ahead prediction captured the spatial structure and magnitude294

of the MSLP anomalies reasonably well, for both negative and positive anomaly cases (Figs.295

6b and f). When the lead times are increased to two and three days, the quality of predictions296

weakened (Fig. 6c-h). Nevertheless, the overall structure of both the low and high pressure297

anomalies are predicted by the model at increased lead times.298

The pattern correlation between the observed and the predicted spatial map of MSLP299

anomaly is shown in Fig. 7. The pattern correlation is defined as the Pearson product-300

moment coefficient of linear correlation between the two variables of the same dimensions.301

The prediction at the lead time of one day has a median pattern correlation of about 87%.302

Similarly, the median pattern correlation of lead two and lead three predictions is about303

∼60% and ∼50%, respectively. The correlation is weakening as time progresses; much lower304

values are observed in leads four and five (Fig. 7). An accurate prediction of the magnitudes305

and spatial pattern of MSLP anomalies is necessary to identify the intensity category and306

trajectory of LPSs, by reconstructing the full MSLP field using Eq. 6.16. The same strategy307

can be used to predict tropical cyclones as well. However, here, we focus only on LPSs.308

MSLP = (MSLP )′ +MSLP (20)

where (MSLP)’ is the anomaly of the MSLP and the MSLP is the climatology (long-term309

mean).310

Recent advancement of deep learning in this research area shows the ConvLSTM311

model’s efficacy in handling spatial-temporal data (Gupta et al., 2020). Therefore, the312

current model of the Fourier layer variant is compared with the ConvLSTM model to see313

the prediction. Only the comparison of results from two iterations is shown in Table 2. The314

architecture of the LPS neural operator is the same as discussed above, with a Fourier layer315

concatenated with the ConvLSTM layer. Whereas in the case of the ConvLSTM model,316

there is no Fourier layer branch as shown in Fig. 1 and the rest of all architecture is the317

same; therefore, in ConvLSTM, the concatenation layer is also removed. The ConvLSTM318

model shows a correlation of around 0.77 in both the iterations between the observed and319

the predicted at lead 1. Whereas the LPSNO model shows a significant improvement in320

the prediction with a correlation of 0.84 in both iterations. The superiority of the proposed321

LPS neural operator over the simple ConvLSTM is seen.322

The LPSs are tracked from the reconstructed daily MSLP field for 10 JJAS seasons.323

The lead 1 prediction captured 50 LPSs while 51 LPSs are observed during the same period.324

Although the lead time for the prediction is short, the accuracy of the model is remarkable.325
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The statistics for the different lead time predictions is shown in Table 3. The model’s326

ability to capture LPSs at higher leads diminishes gradually. One reason for this might be327

the deterioration of the skill in predicting the magnitude of the MSLP anomalies at greater328

lead times.329

SAI is very useful for understanding the spatial distribution of LPS trajectories and330

their strength. The SAI for the observed period shows a maximum density over the head331

BoB, which is the core genesis region of the LPSs (Fig. 8a). The prediction at Lead 1 to332

5 days also shows the maxima over the head BoB, though with diminishing intensity with333

lead time of the prediction (Fig. 8b–f). At lead one, the model is also able to predict the334

propagation of LPSs in the nortwest direction towards the continental India. The lead 5335

prediction captures the weakest synoptic activity, in line with the number of LPSs. The336

pattern of observed and predicted SAI is compared using the pattern correlation. The337

pattern correlation between the SAI of actual and the predictions at different lead times is338

also shown in Fig. 9. The pattern correlation between lead one predictions and observations339

shows the highest value of 0.94. Pattern correlations between observed and predicted SAI at340

lead 2 to 5 are 0.9, 0.87, 0.82, and 0.84, respectively (Fig. 9a). The pattern correlation alone341

is not a good measure of the skill of the model. The Root Mean Squared Error (RMSE)342

score between the predicted and observed SAI has a minimum value for lead time 1 and343

increases at subsequent lead times with the maximum RMSE score for lead 5 (Fig. 9b).344

When the pattern correlation and RMSE are taken together, the model skill in predicting345

the synoptic activity is quite low beyond a lead time of three days. The current LPS neural346

operator takes ∼3.2 s to generate one day ahead prediction, which is significantly efficient in347

terms of computational resources required for a prediction using an NWP model. Further,348

the MSLP anomaly is predicted as a continuous variable in time, as discussed above, which349

makes it useful in operation weather forecast.350

4 Conclusions351

In this study, comprehensive deep learning framework to predict the spatial structure352

of the daily mean sea level pressure (MSLP) anomalies is proposed. Subsequently, synoptic-353

scale tropical storms known as “monsoon low pressure systems (LPS)” that contribute about354

60% of monsoon rainfall over the hugely populated Indo-Gangetic plains are tracked from355

the MSLP anomalies. To this extent, a start-of-the-art neural operator model comprised356

of a combination of Fourier and Convolutional Long Short Term Memory (LPS Neural357

Operator) is employed to predict the spatial MSLP anomaly map. A sequential prediction358

of MSLP anomalies is made using the prediction from the previous time step, similar to359

the conventional numerical weather prediction models. Median pattern correlations of 88%360

, 65% , and 50% , respectively, between the observed and predicted MSLP anomalies over361

the Bay of Bengal are obtained. Daily MSLP field is reconstructed by using the predicted362

anomalies and climatology. This MSLP field is used to track the LPSs over the BoB. The363

one day lead prediction captured almost the same number of LPSs as observed in a ten364

year period. At longer lead times, as expected, the model’s skill in capturing the LPSs365

diminished.366

In the recent years, deep learning models are creating a revolution in the field of weather367

forecasting, with the models attaining the skill of the best operational numerical weather368

prediction models in the short and medium range forecasts Lam et al. (2023); Bi et al.369

(2023). However, the deep learning models are yet to prove their skill in capturing extreme370

weather phenomena such as tropical cyclones and LPSs. Here, we showed that a combination371

of Fourier and Convolutional Long Short Term Memory model is capable of accurately372

predicting the genesis of monsoon LPSs at one day lead time over a span of ten seasons.373

The predictions at lead times of up to three days are found to be reasonably well. Further374

improvements to this model will make it suitable for operational prediction of LPSs over375

the Indian region.376
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Table 1. LPS NEURAL OPERATOR ARCHITECTURE DETAILS

Layer (type) Activation # Filters Kernel size Dropout Bias Pool size

Fourier Layer - 5 1x1 - - -
ConvLSTM2D Relu 10 3x3 - -
Conv3D-1 Relu 5 1x1 - True -
Conv3D-2 Relu 5 1x1 0.2 True -
MaxPooling3D - - - 0.2 - 1x1x1
Dense-1 Relu 10 - - True -
Dense-2 Linear 1 - - True -
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Figure 1. (a) Deep learning architecture used to predict the sea level pressure anomaly over the

Bay of Bengal (details of the architecture are explained in Table 1). The plus symbol indicates the

concatenation of two layers. The F-layer is the Fourier layer introduced in the deep learning model.

The architecture of the Fourier Layer is shown in the bottom panel (b). The Roman numbers in

(b) are explained as follows: (i) is the input time series, (ii) is the Fourier transform of (i, i.e., Xf ),

(iii) weight (W) multiplied to the Xf , (iv) is the inverse Fourier transform of the (iii), and (v) is

the time series obtained from (iv).

Table 2. Comparison between ConvLSTM and F-layer ConvLSTM (LPSNO) at the lead time

of 24 hrs

Model #Filters Correlation

LPSNO
iteration 1 5 0.83
iteration 2 5 0.84

ConvLSTM
iteration 1 5 0.77
iteration 2 5 0.76
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Figure 2. The loss function of the LPSNO model trained for the first step for 200 epochs is

shown. Shading indicates the overall spread of the loss function computed as the total standard

deviation in all steps. The red and blue indicate the training and validation curve, respectively.
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Figure 3. (a) Time series of MSLP anomaly area averaged over 75◦E – 90◦E, 10◦N – 25◦N from

1979 – 2014 (period of training the model). (b) Fourier decomposed sinusoidal waves of MSLP

anomaly from (a). (c) The reconstructed time series of MSLP anomaly using the decomposed

Fourier components shown in (b)
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Figure 4. Normalized power spectrum MSLP anomaly for JJAS season of 1979. Red circle

indicates the 1st maximum (represents the intraseasonal signal) and the maroon circle indicates the

2nd maxima (represents the synoptic signal) of normalized power spectrum

Table 3. Statistics of the actual and predicted MSLP anomaly at different lead times

Type (actual/predicted Number of LPSs

Actual 51
Lead 1 50
Lead 2 35
Lead 3 23
Lead 4 25
Lead 5 15
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Figure 5. Top Nine sinusoidal wave components from the Fourier decomposition of MSLP

anomaly as shown in Fig. 3. The y-axis shows the amplitude of the sinusoidal wave components,

and the x-axis is the time (in days) of MSLP anomaly considered in this study, as mentioned in

the data section.
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Figure 6. The actual (a,e) and predicted (b–d, f–h) spatial structure of sea-level pressure

anomaly (units: hPa) over the Bay of Bengal at different lead times (24, 48, 72 hrs). The right and

left panels are two different time steps.
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Figure 9. (a) The pattern correlation and (b) Root Mean Square Error (RMSE) score between
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Abstract18

[The synoptic scale variability of the Indian summer monsoon (ISM) is contributed by19

the weak cyclonic vortices known as low-pressure systems (LPSs). LPSs are the primary20

mechanism by which central Indian plains receive rainfall. Traditionally, synoptic variability21

is considered to have a low predictability. In the present study, we developed a framework,22

namely, LPS Neural Operator (LPSNO), using the neural operator-based deep learning23

to predict the spatial structure of daily mean sea level pressure anomalies over the Bay24

of Bengal at a resolution of 1◦x1◦. The proposed neural operator extends the Fourier25

neural operator framework by employing convolutional LSTMs in the operator backbone.26

Further, the mean sea level pressure is reconstructed using the predicted anomaly and the27

climatology, which is then used to track the LPSs using a Lagrangian tracking algorithm.28

The median pattern correlation between the predicted and actual mean sea-level pressure29

anomalies over the BoB is about 88 %, 60 %, and 50 % for 24, 48, and 72-hour forecasts,30

respectively. The proposed model improves the accuracy of predictions compared with the31

earlier ConvLSTM models. The pattern correlation between the observed and predicted32

synoptic activity index (SAI) is 0.94, 0.9, and 0.87 for 1, 2, and 3-day ahead predictions,33

respectively. A well-trained model of LPSNO takes only ∼3.2 s to generate a one-day34

forecast on a single GPU node of Nvidia V100, which is computationally extremely cheap35

compared to the conventional numerical weather prediction models. The proposed LPSNO36

can advance operational weather forecasting substantially.]37

Plain Language Summary38

[The weak cyclonic vortices during the Indian Summer Monsoon (ISM) season, com-39

monly known as Low-Pressure Systems (LPSs), are predominantly present over the head Bay40

of Bengal (BoB). More than half of ISM rainfall over the hugely populated Indo-Gangetic41

plains is contributed from LPSs, making them an important component of the hydrological42

cycle over South Asia with huge socio-economic impacts. Therefore, the prediction for LPS43

genesis will be helpful in better disaster preparedness and food security planning. A machine44

learning (ML) framework is developed initially to predict the spatial map of perturbations45

in mean sea level pressure (MSLP). Using the predicted perturbations and climatology, the46

full MSLP field is reconstructed. The LPSs are tracked from the MSLP field. The corre-47

lation of the spatial map of fluctuations in MSLP between actual and predicted is about48

88%, 60%, and 50% at a lead time of 24, 48, and 72-hours. A well-trained ML model will49

be computationally efficient compared to traditional numerical weather prediction models.]50

1 Introduction51

The Indian summer monsoon (ISM) is an important component of the hydrological52

cycle of South Asia, which is essential to the water security of more than 1.5 billion inhab-53

itants. Relatively weaker synoptic-scale cyclonic vortices embedded in the ISM circulation54

are known as the low-pressure systems (LPSs). Although the LPSs form in all monsoon55

regions around the world, they are most prominent in the ISM domain, with about 1256

systems forming in each June - September period (Hurley & Boos, 2015). These are the57

main rain baring systems, with a life span of 3–7 days and a diameter of 1000 – 2000 km58

(D. R. Sikka, 1977) contributing nearly half of the ISM rainfall over the Indo-Gangetic plains59

(Krishnamurthy & Ajayamohan, 2010; Praveen et al., 2015; Hunt & Fletcher, 2019; Sandeep60

et al., 2018; Thomas et al., 2021; Deoras et al., 2021). Conventionally, the propagation of61

LPSs have been identified manually using the surface pressure charts for which a long term62

archive exists (Mooley & Shukla, 1987; Sikka, 2006; Krishnamurthy & Ajayamohan, 2010).63

The dynamical and statistical models face difficulties in predicting the synoptic-scale rain-64

fall (B. Wang et al., 2005, 2015; Saha et al., 2019). The chaotic nature of ISM makes the65

prediction of synoptic scale variability challenging (Goswami et al., 2006; Saha et al., 2019).66
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The conventional NWP models solve the prognostic partial differential equations using67

numerical methods, such as the finite difference method, which discretize time and space.68

Therefore, there is always a trade off between the grid resolution and the computational69

time. The computational stability of NWP models is measured by a condition called as CFL70

condition (Courant et al., 1967). However, data-driven deep learning models are not limited71

by these issues (Greenfeld et al., 2019; Kochkov et al., 2021; Li et al., 2020). For example,72

Convolutional Neural Networks (CNNs) in predicting the ENSO (Ham et al., 2019; Gupta73

et al., 2020) and estimating the intensity of the tropical cyclone (C. Wang et al., 2022;74

R. Zhang et al., 2020). The CNNs are known for the application of spatial data prediction.75

Also, the convolutions with the long short-term memory (ConvLSTM) show robust skills in76

nowcasting the precipitation (Shi et al., 2015) and predicting sea level pressure time series77

(Sinha et al., 2021).78

The recent rapid advancement of data driven deep learning (DL) models suggest that79

they can be useful in the prediction of atmospheric and oceanic states (Q. Zhang et al.,80

2017; Ham et al., 2019; Gupta et al., 2020; Sinha et al., 2021; Andersson et al., 2021; Chen81

et al., 2022; Ling et al., 2022; Kurth et al., 2023). Recent reports suggest that the DL82

models are able to generate short and medium range weather forecasts globally with a skill83

that matches the best NWP models Bi et al. (2023); Lam et al. (2023); Y. Zhang et al.84

(2023). These developments suggest that the DL models can soon be cheaper alternatives85

to the computationally expensive NWP models. The DL models have also shown potential86

in sub-seasonal to seasonal scale forecasts as well (Weyn et al., 2021). They can also used87

in combination with the NWP models to improve the forecast skill (Rojas-Campos et al.,88

2023). Gupta et al. (2020) predicted the ENSO beyond the spring predictability barrier89

using the ConvLSTM, whereas the traditional models are unable to. Recently, a developed90

framework named Fourier Neural Operator (FNO) shows a robust skill in predicting partial91

differential equations (Li et al., 2020; Lu et al., 2021; Kossaifi et al., n.d.; Azzizadenesheli92

et al., 2023; Wen et al., 2023). However, the skill of DL models in forecasting the extreme93

weather events, such as tropical cyclones and monsoon LPSs, is yet to be proven.94

Earlier studies predicted the MSLP time series, and used it as a proxy to predict the95

strength of active and break cycles of ISM (Sinha et al., 2021). However, the spatial map96

of MSLP anomalies are not yet predicted using a deep learning model. Here, we propose a97

framework to predict the genesis and track of LPSs by using a two step approach. Firstly, we98

predict the spatial pattern of daily MSLP anomalies using FNO. Secondly, we reconstructed99

the total MSLP field by adding the predicted anomalies to daily climatology. Then, the LPSs100

are tracked using an automated algorithm developed by Praveen et al. (2015), which mimics101

the manual tracking of trajectories of LPSs from the surface pressure charts. Though the102

model is used to predict the LPSs, it can also be potentially extended to predict tropical103

cyclones. The data and methodology are explained in section 2, the framework and the skill104

for predicting LPSs are shown in section 3, and the conclusions are presented in section 4.105

2 Data and methods106

Data107

The daily mean sea-level pressure (MSLP) of the European Centre for Medium-Range108

Weather Forecasts fifth-generation (ERA5) reanalysis dataset (Hersbach et al., 2020) at a109

spatial resolution of 0.25◦ × 0.25◦ from 1979–2018 is used in this study. For training and110

validation of the DL model 1979 – 2007 is used, and prediction is done for 2008 – 2018. The111

MSLP anomalies are computed by removing the long-term mean from 1979 – 2018. The112

region considered for the present study is 75◦E – 90◦, 10◦N – 25◦N. The LPSs are tracked113

using the algorithm developed by Praveen et al. (2015) from ERA5 using the daily MSLP.114

This LPS tracking algorithm identifies closed isobars at every one hPa interval from gridded115

MSLP data, and the storm’s center is identified as the centroid of the innermost isobar. The116

LPS centers identified from consecutive time intervals of gridded MSLP data are connected117
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to get the track. This algorithm mimics the manual tracking of LPSs from the pressure118

charts used by the India Meteorological Department and has been found to have a robust119

skill in tracking LPSs (Praveen et al., 2015).120

LPS tracking121

The LPS over the BoB (65◦ – 95◦E and 0 – 23◦N) and TC tracks over the WNP122

(110◦E – 180◦E and 0 – 30◦N) from the model experiments are tracked using the algorithm123

developed by the Praveen et al. (2015), which mimics the conventional manual tracking124

algorithm based on sea level pressure closed isobars over the surface pressure charts. This125

algorithm searches for closed isobar at 1hPa interval at every time step around the grid126

of SLP minimum, and the storm center is taken as the centroid of the innermost closed127

isobar. The pressure depth (∆SLP) is considered as the difference between the outermost128

and innermost closed isobar, and it signifies the intensity of the storm. ∆SLP ≤ 2 hPa is129

called “low”, 2 hPa < ∆SLP ≤ 4 hPa is “depression”, 4 hPa < ∆SLP ≤ 10 hPa is “deep130

depression”, 10 hPa < ∆SLP ≤ 16 hPa is “cyclonic storm”, and ∆SLP > 16 hPa is “severe131

cyclonic storm” (Mooley & Shukla, 1987; Sikka, 2006; Praveen et al., 2015).132

Synoptic Activity Index133

The genesis location, number of LPS days, and storm intensity of LPSs are together134

explained by defining an index named “Synoptic Activity Index” (SAI; (Ajayamohan et al.,135

2010)). The ∆SLP (pressure depth) measures the storm intensity. SAI is defined as the136

track density of LPS weighted by wind speed.137

SAI =

n=l∑
n=0

x+△x∑
x−△x

y+△y∑
y−△y

Ucat (1)

where l is the life span of an LPS in days, △x and △y are the grid spacing (1.5◦) in138

X and Y directions, and x and y are the longitudinal and latitudinal positions of a storm139

center. The values of Ucat are 4.25, 11, 15, 20, 27.5 for the categories lows, depressions,140

deep depressions, cyclonic storms, and severe cyclonic storms, respectively (Ajayamohan et141

al., 2010; Sandeep et al., 2018).142

ML layers143

Convolutional layer144

A convolutional layer is widely used in many computer vision algorithms, including145

CNNs that learn the spatial pattern robustly. A Convolution layer is also known as kernel146

convolution, where a kernel or filter (small matrix) is multiplied by an image or output from147

the previous layer. In a simple understanding, a convolutional layer acts like a spatial filter148

and extracts useful features from an image. The mathematical representation of an output149

from a convolutional layer is:150

F [m,n] = X ∗ h[m,n] (2)
151

F [m,n] =
∑
j

∑
k

h[j, k]X[m− j, n− k] (3)

where F [m,n] is the output feature matrix from a convolutional layer, X[m,n] is the152

input image to a convolutional layer of width m and height n. The filter or kernel matrix is153

denoted by h[m,n], which is multiplied by the input image.154

The output from the convolutional layer (F [m,n]) is multiplied by a weights tensor155

(W ), and bias (b) is added while training the model. Then, the output feature matrix156
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is passed to a nonlinear activation function. In each iteration, while optimizing the cost157

junction (J), the weights tensor (W ) will be updated. The whole process in this layer is158

mathematically represented as:159

Z [I] = F [I] ∗WT [I] + b[I] (4)
160

Y [I] = g(Z [I]) (5)

where Y [I] is the final output from a convolutional layer while training, [I] denotes the161

iteration, and g is a nonlinear activation function.162

Max-pooling layer163

A pooling layer aids in reducing the dimensions of a convolutional layer. In general, a164

pooling layer is placed just after a convolutional layer. The pooling layer involves sliding a165

filter along all channels in a feature matrix. In the case of max pooling, it picks a maximum166

value at a particular region of the sliding filter. The output dimensions from a pooling layer167

are:168

(m− f + 1)/s ∗ (n− f + 1)/s ∗ c (6)

where, m,n, c are the width, height, and number of channels of an image. s is the169

stride length and f is the size of the pooling filter. Pooling reduces the dimensions of the170

feature matrix from the convolutional layer therefore reducing the number of parameters171

to learn by the model and saving the amount of computational time. The pooling layer172

summarizes the features in a particular region instead of point-to-point or kernel-to-kernel173

mapping therefore helps the model learn robustly irrespective of the position and orientation174

of the features in an image.175

Batch normalization layer176

A batch normalization layer reduces the covariance shift problem. It normalizes the177

intermediate output of each layer within the batch during the training of a model. This178

helps in stabilizing the optimization process and reduces the demand for dropout or other179

optimizations like the l2 norm. The mathematical representation of the batch normalization180

is:181

X ′ = (x−Mb[x])/sqrt(var(x)) (7)

where Mb[x] is the mean of the mini-batch size and var(x) is the variance of the mini-batch182

size and X ′ is the normalized component from the previous layer, and x is the output from183

the previous layer and input into the batch normalization layer.184

It can be further developed as:185

X ′′ = γ ∗X ′ + β (8)

where X ′′ is the final output from the normalization layer. γ and β are the learnable186

parameters during the training of the model.187

Dropout188

A dropout is a type of regularization that prevents the overfitting of the data during189

the training process. A dropout layer randomly makes the value of the nodes in a layer into190

zeros. The number of nodes to make zero depends on the input probability decided while191

tuning the hyperparameters.192
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Flatten and dense layers193

As the name implies, a flatten layer flattens the multidimensional output from previous194

layers to a simple two-dimensional matrix. The output dimensions from a flatten layer are195

given below:196

(Mb ∗m ∗ n ∗ f)output = (Mb ∗ (m ∗ n ∗ f))input (9)

Where Mb denotes the batch size and m,n, andf are image width, height, and kernel size197

respectively. L.H.S. represents the output dimensions from a flatten layer and R.H.S. rep-198

resents the input multidimensional matrix to a flatten layer. A dense layer is a regular fully199

connected layer generally placed after a flatten layer. The operation done by a dense layer200

is given below:201

Y = g(Σ(X ∗WT ) +B) (10)

Where Y is the output from a dense layer, g is the nonlinear activation function, X is the202

input vector to a dense layer, WT is a matrix of weights, and B is a bias vector.203

ConvLSTM and Fourier layer204

A ConvLSTM layer is a combination of a convolutional layer followed by a LSTM205

layer. The LSTM layer is a type of recurrent neural network that learns the sequential206

data, and the convolutional layer helps in understanding the pattern in the data. Therefore,207

collectively, a ConvLSTM is useful in learning spatiotemporal data robustly (Gupta et al.,208

2020; Sinha et al., 2021). The mathematical equations representing a ConvLSTM layer are209

as follows (Shi et al., 2015):210

it = g1(wix ∗ xt + wih ∗ ht−1 + wic · ct−1 + bi) (11)

211

ft = g2(wfx ∗ xt + wfh ∗ ht−1 + wfc · ct−1 + bf ) (12)
212

ot = g3(wox ∗ xt + woh ∗ ht−1 + woc · ct + b0) (13)
213

mt = g4(wmx ∗ xt + wmh ∗ ht−1 + bm) (14)
214

ct = ft ∗ ct−1 + it ·mt (15)
215

ht = ot · tanh(ct) (16)

Where t is the tth step, gi is the nonlinear activation function like sigmoid. ∗ indicates the216

convolutional operation and · denotes the element-wise multiplication. tanh is an activation217

function. it, ft, ot, andmt represent the input gate, forget gate, output gate, and modulation218

gate. xt is the input data to the ConvLSTM layer, and ct and ht are the cell and hidden219

state, respectively.220

The main principle of a Fourier layer is to decompose the signal of a time domain221

into a frequency domain and to filter out the dominating frequency modes. The Fourier222

decomposition involves representing the input signal into the sum of cosine and sine wave223

components. The mathematical representation of a Fourier decomposition is given as follows:224

f(x) =

∞∑
i=1

1/(len(x)/2)[ai ∗ cos(i ∗ 2πωx+ ϕi)] (17)

The function f(x) expresses the infinite linear combinations of sines and cosines of225

different frequencies of input variable x, where a and ϕ determine the amplitude and phase226

of the corresponding frequency (ω). The operation done in the Fourier layer is given below:227

F ′ = FFT (X) ∗ FFT (W ) (18)
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228

F ′′ = IFFT (F ′) (19)

where W and X are the randomly initialized weight matrix and the input X into the229

Fourier layer. FFT is the Fast-Fourier Transform and IFFT is the Inverse of FFT.230

231

We employed a combination of a Fourier layer (F-layer), ConvLSTM layer, and con-232

volutional layers. The Fourier layers convert the input into the frequency domain, and the233

weights are helpful in penalizing the dominant modes. Further, the ConvLSTM layers have234

a robust skill in predicting the sequential spatio-temporal data. We have also compared the235

skill of the LPS neural operator with the simple ConvLSTM without the Fourier layer.236

3 Results and discussion237

A Deep Learning Framework238

The overall framework for predicting the MSLP anomaly is shown in Fig. 1. A se-239

quential architecture uses both F-layer and ConvLSTM 2D layers as its first layer with five240

filters and ten filters, respectively, and Relu as an activation function in the ConvLSTM 2D241

layer. From recent studies, the ConvLSTM 2D is known for its efficiency in handling spatial-242

temporal data (Gupta et al., 2020). The input data into the model is a 5-dimensional tensor243

containing the length of the training data stack, input channels, latitude points, longitude244

points, and the stack of the input data for the past six days. The input data to the model245

is fed as stacked data, which means that the daily MSLP anomalies for the past six days246

are stacked and used to predict the next time step. The output from both the F-layer and247

the ConvLSTM 2D layer are concatenated and passed into two blocks of convolutional layer248

(Conv3D-1&2) having an activation of Relu, and five filters with a kernel size of 1× 1, and249

output is passed to a batch normalization layer (BatchNorm). Subsequently, the output250

from this step is passed to a Dropout (0.2), MaxPooling3D, Flattening layer, and two fully251

connected dense layers with 10 and 1 filters, respectively. Dropouts are added to the model252

wherever necessary during the parameter tuning to avoid overfitting the training data. The253

prominent features of the architecture are listed in Table 1. The model is optimized by tun-254

ing the hyper-parameters and the number of layers to obtain the best suitable combination255

of activation, number of filters, optimizers, dropouts, loss functions, etc. Satisfactory results256

were obtained with an epoch of 200 and a batch size of 160. Application of the MSE loss257

function yielded a model with good prediction capability. A total of 64 iterations are taken258

to learn the whole spatial map, satisfactorily. Therefore, in each iteration, the weights are259

not initialized randomly; rather, weights from the previous iteration were considered. The260

LPSNO is converged in the initial iteration of 200 epochs, as shown in Fig. 2. The shaded261

region shows the error bar (± standard deviation of loss function of all the 64 iterations262

from the initial iteration). The idea behind showing only the initial iteration of 200 epochs263

is the convergence of the model.264

With the aid of the Fourier transforms, the MSLP anomaly is decomposed into a265

combination of sinusoidal waves, as shown in Fig. 3. The actual MSLP anomaly for the266

training period is shown in Fig. 3a, and the sinusoidal waves obtained from the Fourier267

decomposition are shown in Fig. 3b. Each sinusoidal wave has different amplitudes and268

phases; therefore, learning these high and low-frequency signals by an ML model helps269

in better prediction by considering the underlying weather modes. MSLP field can be270

reconstructed by combining the decomposed Fourier components (Fig. 3c). The power271

spectrum of daily MSLP anomaly for one JJAS season shows the maximum peak in the272

intraseasonal (30 - 60 day) period, and a secondary maximum in the synoptic and quasi-273

biweekly periods (Fig. 4). Therefore, the intraseasonal and synoptic scales are the two274

major components of the JJAS MSLP anomaly. The top nine sinusoidal components from275

Fig. 3b are shown in Fig. 5 for better visualizing the Fourier decomposition. The top276
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four panels in Fig. 5 show the Fourier components from intraseasonal oscillations, and the277

bottom four panels show the signals from the synoptic scale.278

The Fourier layer introduced in the model architecture used in this study penalizes the279

important Fourier components by multiplying weights. Therefore, optimizing the Fourier280

weights helps the model learn the important weather modes. The Fourier layer primarily281

consists of three major layers: one is the Fourier transform of input time series, the second282

is the multiplication of weights to the Fourier transform, and the last one is the inverse283

transform into the time domain from the Fourier domain (Fig. 1b). The starting input to284

the model is a spatial map with latitude and longitude coordinates. However, the input285

map is fed into the model as an iterative 4 × 4 grid averaged time series out of a 64 × 64286

grid. The output from the model at each iteration of 200 epochs is compiled and depicted287

as a spatial structure again as a 16x16 grid size (1◦ resolution, Fig. 6).288

The model predicts the daily MSLP anomalies at various lead times in a sequential289

fashion, i.e., the predicted one day lead is fed into the model to predict the day two, and so290

on. The LPSNO model was reasonably able to predict the MSLP anomaly spatial structure291

at a lead time of 3 days (Fig. 6). The right and left panels of Fig. 6 show the predictions of292

a low and high MSLP anomaly cases. The predictions are compared with the observations293

(Figs. 6a and e). The one day ahead prediction captured the spatial structure and magnitude294

of the MSLP anomalies reasonably well, for both negative and positive anomaly cases (Figs.295

6b and f). When the lead times are increased to two and three days, the quality of predictions296

weakened (Fig. 6c-h). Nevertheless, the overall structure of both the low and high pressure297

anomalies are predicted by the model at increased lead times.298

The pattern correlation between the observed and the predicted spatial map of MSLP299

anomaly is shown in Fig. 7. The pattern correlation is defined as the Pearson product-300

moment coefficient of linear correlation between the two variables of the same dimensions.301

The prediction at the lead time of one day has a median pattern correlation of about 87%.302

Similarly, the median pattern correlation of lead two and lead three predictions is about303

∼60% and ∼50%, respectively. The correlation is weakening as time progresses; much lower304

values are observed in leads four and five (Fig. 7). An accurate prediction of the magnitudes305

and spatial pattern of MSLP anomalies is necessary to identify the intensity category and306

trajectory of LPSs, by reconstructing the full MSLP field using Eq. 6.16. The same strategy307

can be used to predict tropical cyclones as well. However, here, we focus only on LPSs.308

MSLP = (MSLP )′ +MSLP (20)

where (MSLP)’ is the anomaly of the MSLP and the MSLP is the climatology (long-term309

mean).310

Recent advancement of deep learning in this research area shows the ConvLSTM311

model’s efficacy in handling spatial-temporal data (Gupta et al., 2020). Therefore, the312

current model of the Fourier layer variant is compared with the ConvLSTM model to see313

the prediction. Only the comparison of results from two iterations is shown in Table 2. The314

architecture of the LPS neural operator is the same as discussed above, with a Fourier layer315

concatenated with the ConvLSTM layer. Whereas in the case of the ConvLSTM model,316

there is no Fourier layer branch as shown in Fig. 1 and the rest of all architecture is the317

same; therefore, in ConvLSTM, the concatenation layer is also removed. The ConvLSTM318

model shows a correlation of around 0.77 in both the iterations between the observed and319

the predicted at lead 1. Whereas the LPSNO model shows a significant improvement in320

the prediction with a correlation of 0.84 in both iterations. The superiority of the proposed321

LPS neural operator over the simple ConvLSTM is seen.322

The LPSs are tracked from the reconstructed daily MSLP field for 10 JJAS seasons.323

The lead 1 prediction captured 50 LPSs while 51 LPSs are observed during the same period.324

Although the lead time for the prediction is short, the accuracy of the model is remarkable.325
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The statistics for the different lead time predictions is shown in Table 3. The model’s326

ability to capture LPSs at higher leads diminishes gradually. One reason for this might be327

the deterioration of the skill in predicting the magnitude of the MSLP anomalies at greater328

lead times.329

SAI is very useful for understanding the spatial distribution of LPS trajectories and330

their strength. The SAI for the observed period shows a maximum density over the head331

BoB, which is the core genesis region of the LPSs (Fig. 8a). The prediction at Lead 1 to332

5 days also shows the maxima over the head BoB, though with diminishing intensity with333

lead time of the prediction (Fig. 8b–f). At lead one, the model is also able to predict the334

propagation of LPSs in the nortwest direction towards the continental India. The lead 5335

prediction captures the weakest synoptic activity, in line with the number of LPSs. The336

pattern of observed and predicted SAI is compared using the pattern correlation. The337

pattern correlation between the SAI of actual and the predictions at different lead times is338

also shown in Fig. 9. The pattern correlation between lead one predictions and observations339

shows the highest value of 0.94. Pattern correlations between observed and predicted SAI at340

lead 2 to 5 are 0.9, 0.87, 0.82, and 0.84, respectively (Fig. 9a). The pattern correlation alone341

is not a good measure of the skill of the model. The Root Mean Squared Error (RMSE)342

score between the predicted and observed SAI has a minimum value for lead time 1 and343

increases at subsequent lead times with the maximum RMSE score for lead 5 (Fig. 9b).344

When the pattern correlation and RMSE are taken together, the model skill in predicting345

the synoptic activity is quite low beyond a lead time of three days. The current LPS neural346

operator takes ∼3.2 s to generate one day ahead prediction, which is significantly efficient in347

terms of computational resources required for a prediction using an NWP model. Further,348

the MSLP anomaly is predicted as a continuous variable in time, as discussed above, which349

makes it useful in operation weather forecast.350

4 Conclusions351

In this study, comprehensive deep learning framework to predict the spatial structure352

of the daily mean sea level pressure (MSLP) anomalies is proposed. Subsequently, synoptic-353

scale tropical storms known as “monsoon low pressure systems (LPS)” that contribute about354

60% of monsoon rainfall over the hugely populated Indo-Gangetic plains are tracked from355

the MSLP anomalies. To this extent, a start-of-the-art neural operator model comprised356

of a combination of Fourier and Convolutional Long Short Term Memory (LPS Neural357

Operator) is employed to predict the spatial MSLP anomaly map. A sequential prediction358

of MSLP anomalies is made using the prediction from the previous time step, similar to359

the conventional numerical weather prediction models. Median pattern correlations of 88%360

, 65% , and 50% , respectively, between the observed and predicted MSLP anomalies over361

the Bay of Bengal are obtained. Daily MSLP field is reconstructed by using the predicted362

anomalies and climatology. This MSLP field is used to track the LPSs over the BoB. The363

one day lead prediction captured almost the same number of LPSs as observed in a ten364

year period. At longer lead times, as expected, the model’s skill in capturing the LPSs365

diminished.366

In the recent years, deep learning models are creating a revolution in the field of weather367

forecasting, with the models attaining the skill of the best operational numerical weather368

prediction models in the short and medium range forecasts Lam et al. (2023); Bi et al.369

(2023). However, the deep learning models are yet to prove their skill in capturing extreme370

weather phenomena such as tropical cyclones and LPSs. Here, we showed that a combination371

of Fourier and Convolutional Long Short Term Memory model is capable of accurately372

predicting the genesis of monsoon LPSs at one day lead time over a span of ten seasons.373

The predictions at lead times of up to three days are found to be reasonably well. Further374

improvements to this model will make it suitable for operational prediction of LPSs over375

the Indian region.376
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Table 1. LPS NEURAL OPERATOR ARCHITECTURE DETAILS

Layer (type) Activation # Filters Kernel size Dropout Bias Pool size

Fourier Layer - 5 1x1 - - -
ConvLSTM2D Relu 10 3x3 - -
Conv3D-1 Relu 5 1x1 - True -
Conv3D-2 Relu 5 1x1 0.2 True -
MaxPooling3D - - - 0.2 - 1x1x1
Dense-1 Relu 10 - - True -
Dense-2 Linear 1 - - True -
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Figure 1. (a) Deep learning architecture used to predict the sea level pressure anomaly over the

Bay of Bengal (details of the architecture are explained in Table 1). The plus symbol indicates the

concatenation of two layers. The F-layer is the Fourier layer introduced in the deep learning model.

The architecture of the Fourier Layer is shown in the bottom panel (b). The Roman numbers in

(b) are explained as follows: (i) is the input time series, (ii) is the Fourier transform of (i, i.e., Xf ),

(iii) weight (W) multiplied to the Xf , (iv) is the inverse Fourier transform of the (iii), and (v) is

the time series obtained from (iv).

Table 2. Comparison between ConvLSTM and F-layer ConvLSTM (LPSNO) at the lead time

of 24 hrs

Model #Filters Correlation

LPSNO
iteration 1 5 0.83
iteration 2 5 0.84

ConvLSTM
iteration 1 5 0.77
iteration 2 5 0.76
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Figure 2. The loss function of the LPSNO model trained for the first step for 200 epochs is

shown. Shading indicates the overall spread of the loss function computed as the total standard

deviation in all steps. The red and blue indicate the training and validation curve, respectively.
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Figure 3. (a) Time series of MSLP anomaly area averaged over 75◦E – 90◦E, 10◦N – 25◦N from

1979 – 2014 (period of training the model). (b) Fourier decomposed sinusoidal waves of MSLP

anomaly from (a). (c) The reconstructed time series of MSLP anomaly using the decomposed

Fourier components shown in (b)
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Figure 4. Normalized power spectrum MSLP anomaly for JJAS season of 1979. Red circle

indicates the 1st maximum (represents the intraseasonal signal) and the maroon circle indicates the

2nd maxima (represents the synoptic signal) of normalized power spectrum

Table 3. Statistics of the actual and predicted MSLP anomaly at different lead times

Type (actual/predicted Number of LPSs

Actual 51
Lead 1 50
Lead 2 35
Lead 3 23
Lead 4 25
Lead 5 15
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Figure 5. Top Nine sinusoidal wave components from the Fourier decomposition of MSLP

anomaly as shown in Fig. 3. The y-axis shows the amplitude of the sinusoidal wave components,

and the x-axis is the time (in days) of MSLP anomaly considered in this study, as mentioned in

the data section.
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Figure 6. The actual (a,e) and predicted (b–d, f–h) spatial structure of sea-level pressure

anomaly (units: hPa) over the Bay of Bengal at different lead times (24, 48, 72 hrs). The right and

left panels are two different time steps.
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Figure 7. The median of pattern correlation between the observed and predicted sea level

pressure anomaly at a lead time of 24, 48, 72, 96, and 120 hrs (Lead 1, Lead 2, Lead 3, Lead 4, and

Lead 5 respectively) from 2008 – 2018.
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Figure 8. The synoptic activity index(SAI) computed for the life cycle of the LPSs for a) Actual

and (b–f) predicted show the SAI at the lead times one to five days from 2008 – 2018.
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Figure 9. (a) The pattern correlation and (b) Root Mean Square Error (RMSE) score between

the observed and predicted synoptic index computed using the life cycle of LPSs (from genesis to

lysis) at a lead time of 24, 48, 72, 96, and 120 hrs (Lead 1, Lead 2, Lead 3, Lead 4, and Lead 5

respectively) from 2008 – 2018. (units of RMSE are the same as SAI)
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