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Abstract

Marine cold-air outbreaks, or CAOs, are airmass transformations whereby relatively cold boundary layer (BL) air is transported

over relatively warm water. Such convectively-driven conditions are rather ubiquitous in the high-latitudes, occurring most

frequently during the winter and spring. To more deeply understand BL and cloud properties during CAO conditions, the

Cold-Air Outbreaks in the Marine Boundary Layer Experiment (COMBLE) took place from late 2019 into early 2020. During

COMBLE, the U.S. Department of Energy (DOE) first Atmospheric Radiation Measurement Mobile Facility (AMF1) was

deployed to Andenes, Norway, far downstream (˜1000 km) from the Arctic pack ice. This study examines the two most intense

CAOs sampled at the AMF1 site. The observed BL structures are open cellular in nature with high (˜3-5 km) and cold (-30 to

-50 oC) cloud tops, and they often have pockets of high liquid water paths (LWPs; up to ˜1000 g m-2) associated with strong

updrafts and enhanced turbulence. We use a high-resolution mesoscale model to explore how well four different turbulence

closure methods represent open cellular cloud properties. After applying a radar simulator to the model outputs for direct

evaluation, we show that cloud top properties agree well with AMF1 observations (within ˜10%), but radar reflectivity and

LWP agreement is more variable. The eddy-diffusivity/mass-flux approach produces the deepest cloud layer and therefore the

largest and most coherent cellular structures. Our results suggest that the turbulent Prandtl number may play an important

role for the simulated BL and cloud properties.
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Key Points:11

• Cloud properties are well-simulated compared to satellite and ground-based in-12

struments13

• Eddy diffusivity-mass flux approach produces the deepest clouds and largest cell14

sizes15

• Precipitation in the form of rain and graupel initiate cloud transition from closed16

to open cells17
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Abstract18

Marine cold-air outbreaks, or CAOs, are airmass transformations whereby relatively cold19

boundary layer (BL) air is transported over relatively warm water. Such convectively-20

driven conditions are rather ubiquitous in the high-latitudes, occurring most frequently21

during the winter and spring. To more deeply understand BL and cloud properties dur-22

ing CAO conditions, the Cold-Air Outbreaks in the Marine Boundary Layer Experiment23

(COMBLE) took place from late 2019 into early 2020. During COMBLE, the U.S. De-24

partment of Energy (DOE) first Atmospheric Radiation Measurement Mobile Facility25

(AMF1) was deployed to Andenes, Norway, far downstream (∼1000 km) from the Arc-26

tic pack ice. This study examines the two most intense CAOs sampled at the AMF1 site.27

The observed BL structures are open cellular in nature with high (∼3-5 km) and cold28

(-30 to -50 ◦C) cloud tops, and they often have pockets of high liquid water paths (LWPs;29

up to ∼1000 g m−2) associated with strong updrafts and enhanced turbulence. We use30

a high-resolution mesoscale model to explore how well four different turbulence closure31

methods represent open cellular cloud properties. After applying a radar simulator to32

the model outputs for direct evaluation, we show that cloud top properties agree well33

with AMF1 observations (within ∼10%), but radar reflectivity and LWP agreement is34

more variable. The eddy-diffusivity/mass-flux approach produces the deepest cloud layer35

and therefore the largest and most coherent cellular structures. Our results suggest that36

the turbulent Prandtl number may play an important role for the simulated BL and cloud37

properties.38

Plain Language Summary39

Over the high latitude oceans, shallow clouds containing both liquid and frozen hy-40

drometeors, or mixed-phase clouds, are frequently present. Moreover, they are impor-41

tant to the climate system due to their role in the radiation and moisture budgets. As42

a result of their microphysical makeup, they are especially challenging to simulate ac-43

curately for many numerical models across a range of spatial scales. To better under-44

stand these clouds during an intense outbreak of cold air from the Arctic, we utilize mea-45

surements from a recent field campaign called the Cold-Air Outbreaks in the Marine Bound-46

ary Layer Experiment (COMBLE). We complement the COMBLE observations with high-47

resolution numerical modeling to reveal more information about the cloud structures.48

We find that the simulated cloud properties, including morphology and abundance of49
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liquid water at subfreezing temperatures, are dependent upon the method used to rep-50

resent vertical turbulent exchanges between the ocean and atmosphere.51

1 Introduction52

The Arctic’s atmospheric environment is complex, in part due to the presence of53

exposed land surface, sea ice, and open ocean that conspire to create a wide range of surface-54

atmosphere interactions. In this high-latitude region, where pack ice extends over much55

of the Greenland Sea during the cold season, synoptic-scale meteorological conditions56

periodically favor cold-air outbreaks (CAOs; e.g., Pithan et al., 2018). One of the most57

intense air mass transformations on Earth occurs during these CAO conditions as cold58

Arctic air passes over the much warmer open ocean. Surface heat fluxes arising from air-59

sea interactions are amongst the highest observed on Earth (e.g., Papritz & Spengler,60

2017), supporting highly convective, mixed-phase clouds (MPCs) capable of producing61

intense precipitation, predominantly in the form of snow. These MPCs, which are an im-62

portant component of the Arctic climate and Arctic amplification (e.g., Pithan et al.,63

2014), occur quite frequently. Based on a satellite climatology examining ice-free areas64

in the Norwegian and Barents Seas, Brümmer and Pohlmann (2000) conclude that or-65

ganized convective patters are present more than 50% of the time. Despite the profound66

impact that CAOs have on global atmospheric and oceanic circulations, surprisingly lit-67

tle is known about (i) their downstream evolution, (ii) the relationship between their68

up- and downstream cloud morphologies, or (iii) the connection between surface fluxes,69

boundary layer structure, cloud and precipitation properties, and mesoscale circulations.70

Marine CAOs are rich in BL structure and convective cloud processes due to the71

tight coupling between the ocean and atmospheric BL in addition to complex motions72

spanning from the mesoscale to the microscale. Airmass lifetime over open water is im-73

portant because mesoscale cloud organization and cloud properties evolve with fetch. Due74

to the interplay between strong wind shear and intense surface buoyancy, shallow, moist75

convection is initially organized into cloud streets (0<-zi/L<20, where zi and L are the76

BL depth and Obukhov Length) by a helical roll circulation that enhances surface fluxes77

(Renfrew & Moore, 1999). These roll clouds, which may extend for 100s of km, widen78

as the BL deepens (e.g., Young et al., 2002). Further downwind from the ice edge, the79

wind shear reduces (due to a weakening of the low-level ageostrophic wind component80

and turbulent mixing of momentum in the BL; Saggiorato et al., 2020), and the air-sea81
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temperature contrast decreases. As the BL continues to grow, linearly aligned convec-82

tion tends to transition to closed cellular convection, typically around -zi/L ≈ 50 (e.g.,83

Khanna & Brasseur, 1998). The transition from closed to open cellular convection in ma-84

rine CAOs tends to occur some distance further downstream (e.g., Wu & Ovchinnikov,85

2022). Open cells tend to expand laterally before breaking up, with recent studies in-86

dicating the important roles of ice and precipitation processes (e.g., Eirund et al., 2019;87

Tornow et al., 2021).88

These CAO cloud transitions, as vividly illustrated in satellite imagery, are believed89

to result from interactions between surface fluxes, BL circulations, turbulence, clouds,90

precipitation, and radiative processes. Numerical weather prediction (NWP) and climate91

models across a range of spatial scales continue to struggle with representing surface het-92

erogeneities and related small-scale circulations (e.g., Bou-Zeid et al., 2020), which are93

critically important under CAO conditions. Intercomparison studies of marine CAO clouds94

using mesoscale models highlight the spread between models with respect to cloud or-95

ganization (Tomassini et al., 2017) as well as phase partitioning and thus radiative fluxes96

(Field et al., 2017). Therefore, a better understanding of the complex interactions in CAO97

convection is especially pertinent for numerical models, as these interactions may be par-98

tially subgrid-scale and thus fall within a dynamic “gray zone” where mesoscale convec-99

tive circulations and BL processes are tightly coupled and cannot be parameterized in-100

dependently (Field et al., 2017). Furthermore, the resolution required to capture ma-101

rine CAO convection in NWP models such as the Weather Research and Forecasting (WRF)102

model (Skamarock & Klemp, 2008; Skamarock et al., 2019) falls within the “Terra Incog-103

nita” (Wyngaard, 2004), where neither one-dimensional (1D) planetary boundary layer104

(PBL) parameterizations, nor subgrid turbulence parameterizations that are used in large-105

eddy simulation, are strictly applicable. The Terra Incognita broadly corresponds to hor-106

izontal grid cell spacings, 0.1 zi< ∆<zi (Rai et al., 2019).107

Numerical modeling in the Terra Incognita or the gray zone of turbulence has been108

the focus of many recent studies in the field of BL meteorology (e.g., Honnert et al., 2011;109

Ching et al., 2014; Zhou et al., 2014; Ito et al., 2015; Shin & Hong, 2015; X. Zhang et110

al., 2018; Goger et al., 2019; Angevine et al., 2020; Juliano, Kosović, et al., 2022; Zonato111

et al., 2022; Efstathiou, 2023). With respect to CAOs, de Roode et al. (2019) conducted112

a follow-up intercomparison study of the same CAO case examined by Tomassini et al.113

(2017) except using large-eddy simulation models. Within the Dutch Atmospheric Large-114
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Eddy Simulation model (Heus et al., 2010), convergence in cloud properties across the115

range 0.25 km< ∆ <4 km was found at approximately 0.25zi (equivalent to ∆=0.5 km).116

Nonetheless, results were not consistent across participating models, motivating the need117

to utilize a single dynamical core that has multiple options to parameterize turbulence118

at mesoscale resolutions that fall within the turbulence gray zone.119

In the present study, we use the WRF model to further explore how well 1D tur-120

bulence closure methods can simulate the mesoscale organization and cloud microphysics121

and macrophysics of convective cells during two intense Arctic CAOs observed in March122

2020. Sensitivity simulations focus on four turbulence closure approaches. The remain-123

der of the paper is organized as follows. Section 2 outlines the measurements, method-124

ologies, and modeling configurations used to study the CAO cases. Analysis of the data,125

evaluation of the simulations, and examination of the airmass history are presented in126

Section 3. Lastly, a summary of our findings is provided in Section 4.127

2 Data and Methods128

2.1 The Cold-Air Outbreaks in the Marine Boundary Layer Experiment129

(COMBLE)130

During the Arctic winter and spring of 2020, a U.S. Department of Energy (DOE)-131

funded field campaign called the Cold-Air Outbreaks in the Marine Boundary Layer Ex-132

periment (COMBLE; Geerts et al., 2022) deployed the DOE Atmospheric Radiation Mea-133

surement (ARM) Mobile Facility (AMF) #1 (Miller et al., 2016) at a coastal site in An-134

denes, Norway (70◦N). This location collected data from 1 Dec 2019 – 31 May 2020, with135

a main goal to quantify properties of convective clouds that develop during Arctic CAOs.136

The campaign was largely successful: approximately 19% of campaign hours experienced137

CAO conditions at Andenes, Norway including several strong events (Lackner et al., 2023).138

While a wide range of CAO intensities were observed during COMBLE, here we focus139

on two of the strongest events – 12-13 March and 28-29 March 2020 (hereafter referred140

to as 13 March and 28 March) – as recent works suggest that strong CAOs may occur141

more frequently under future climate scenarios (e.g., Dahlke et al., 2022).142

Many measurements are available from AMF1 due to the large suite of instrumen-143

tation deployed during COMBLE. For this study, we rely on the sensitive narrow-beam144

35 GHz Ka-Band ARM Zenith Radar (KAZR), which retrieves reflectivity, Doppler ve-145
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locity, and Doppler spectral width. The direct KAZR measurements are available in the146

ARSCLKAZR1KOLLIAS data product on the ARM Data Archive (Clothiaux et al., 2001;147

Johnson & Jensen, 2019). We also utilize value-added products, including a multi-sensor148

product called ARSCLKAZRBND1KOLLIAS, which contains cloud boundaries at a tem-149

poral resolution of 4 s and a vertical resolution of 30 m, based on KAZR, micropulse li-150

dar, and ceilometer data (Johnson et al., 2019). The INTERPOLATEDSONDE prod-151

uct linearly interpolates available radiosonde data on a fixed time-height grid with a 1-152

min time resolution (Fairless et al., 2021). A liquid water path (LWP) product is pro-153

vided by MWRRET1LILJCLOU based on microwave radiometer retrievals (Turner et154

al., 2007; D. Zhang, 2019). Following Crewell and Löhnert (2003) and Lackner et al. (2023),155

we remove LWP values below 30 g m−2 due to uncertainties related to the statistical re-156

trieval method. All of these products are combined to better understand the open cel-157

lular cloud environment under CAO conditions as well as evaluate the WRF simulation158

performance.159

2.2 Satellite Measurements160

While the COMBLE observations provide a unique perspective into the CAO en-161

vironment at the AMF1 site, a broader spatial perspective is desirable to better under-162

stand the convective cell structures, which spanned 10s of km during the two strong March163

cases. Therefore, we utilize polar-orbiting satellite retrievals from the Visible Infrared164

Imaging Radiometer Suite (VIIRS) onboard the Suomi National Polar-Orbiting Part-165

nership (SNPP) and NOAA-20 spacecrafts. We use the Level-2 Cloud Properties files,166

which provide cloud information at a nominal resolution of 375 m, and we consider VI-167

IRS measurements only when sufficient solar radiation is present (between ∼8-13 UTC168

and ∼7-14 UTC during the 13 and 28 March cases, respectively) to evaluate both directly169

retrieved and derived cloud variables. Upon inspection of the relative uncertainty of VIIRS-170

based cloud parameters of interest – namely, cloud top temperature and height, cloud171

water path, cloud optical thickness, and cloud effective radius – we choose to examine172

only cloud top temperature (CTT) because of its small relative uncertainty (typically173

less than 2% and weakly correlated with absolute CTT magnitudes; not shown). Under174

the MPC and high solar zenith angle conditions near Andenes during our events, the other175

variables show relative uncertainties ranging from approximately 10-50% and strong cor-176
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relation with respective parameter magnitudes, thus making direct evaluation with WRF177

a challenge.178

2.3 WRF Model179

To simulate the 13 March and 28 March Arctic CAOs observed during COMBLE,180

we use version 4.4 of the WRF model (Skamarock & Klemp, 2008; Skamarock et al., 2019),181

which is the most widely-used, community supported NWP framework. In the context182

of the two CAO cases examined here, we use the model to explore the mesoscale organ-183

ization of convective cells near Andenes while highlighting the impacts of turbulence clo-184

sure approaches on cloud properties.185

2.3.1 General Configuration186

We set up a nested domain WRF simulation with ∆ =3 km and ∆ =1 km for the187

outer (d01) and inner (d02) domains, respectively (Fig. 1). The number of grid cells in188

the x and y directions is 650 x 650 (1080 x 1080) for d01 (d02), thus spanning a 1,950189

x 1950 km2 (1080 x 1080 km2) region. We use a total of 136 vertical levels, with a ver-190

tical grid cell spacing of approximately 45 m from the surface to ∼4.5 km AGL, and stretch-191

ing above, to properly resolve the BL structure as the layer deepens from north to south.192

For each case, the simulations integrate for a total of 36 hours: the 13 March 2020 sim-193

ulation begins at 12 UTC on 12 March and ends at 00 UTC on 14 March, while the 28194

March 2020 simulation begins at 00 UTC on 28 March and ends at 12 UTC on 29 March.195

The first 12 hours are considered spin-up for the cloud field and thus not used in our study196

with the exception of the airmass history analysis for the 13 March case, which begins197

at 20 UTC on 12 March (see Section 3.6). We use the fifth generation ECMWF atmo-198

spheric reanalysis (ERA5; Hersbach et al., 2020) to provide the initial conditions and force199

the lateral boundary conditions every 3 hours. Sea ice concentration and sea surface tem-200

perature are also provided by ERA5 and updated every 3 hours.201

2.3.2 Turbulence Closure Methods202

We utilize two 1D PBL parameterizations in this study: Mellor-Yamada-Nakanishi-203

Niino (MYNN; Nakanishi & Niino, 2009) and Yonsei University (YSU; Hong et al., 2006).204

We now summarize and contrast these two turbulence closure methods, a necessary step205
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to better interpret the findings presented in Section 3. In WRF, the MYNN scheme has206

three turbulence closure options: Level 2.5 and Level 3 eddy-diffusivity (ED) and Level207

2.5 eddy-diffusivity/mass-flux (EDMF). The Level 2.5 ED approach is considered local,208

while the Level 3 ED and Level 2.5 EDMF approaches are considered non-local. Here-209

after, we refer to the ED schemes as “Level 2.5” and “Level 3”, and the EDMF scheme210

as “Level 2.5 EDMF” (Table 1).211

The traditional Mellor-Yamada ED model is flexible such that turbulent fluxes and212

stresses may be represented using various levels of complexity (see, e.g., Mellor & Ya-213

mada, 1982); however, the Level 2.5 model is most often adopted due to its trade-off be-214

tween reasonable accuracy and computational efficiency. In the Level 2.5 approach, tur-215

bulence kinetic energy (TKE) is computed prognostically, while potential temperature216

variance and the vertical turbulent stresses and scalar fluxes (in this example, potential217

temperature) are parameterized diagnostically. More specifically, a downgradient diffu-218

sion method is used to compute the zonal and meridional turbulent stresses and scalar219

fluxes220

⟨uiw⟩ = −Kv,m
∂Ui

∂z
(1)

221

⟨wθ⟩ = −Kv,h
∂Θ

∂z
(2)

where i = 1, 2, Ui and Θ are the mean momentum and potential temperature, Kv,m222

is the vertical eddy viscosity, and Kv,h is the vertical eddy diffusivity (used for heat, mois-223

ture, and other scalars). In local 1D PBL parameterizations that solve an equation for224

TKE, Kv,m and Kv,h usually take the general form225

Kv,m = lqSm (3)
226

Kv,h = lqSh (4)

where l is a turbulent length scale, q =
√
2× TKE, and Sm and Sh represent stabil-227

ity functions for momentum and thermodynamics that depend upon buoyancy, vertical228

shear, and a set of closure constants.229

The Level 3 model builds on the Level 2.5 model by computing the potential tem-230

perature variance prognostically. In this case, Eq. 2 now becomes231
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⟨wθ⟩ = −Kv,h

(
∂Θ

∂z
+ Γθ

)
(5)

where Γθ is the so-called countergradient term, which enables the Level 3 model to rep-232

resent countergradient diffusion through modification of Sh (Nakanishi & Niino, 2009).233

More practically, this means that the Level 3 model should be able to parameterize the234

effect of large-scale eddies – which have horizontal length scales approximately equal to235

the BL depth under convective conditions – on vertical mixing of potential temperature,236

moisture, and condensate loads.237

The main goal of the EDMF scheme is similar to that of the Level 3 model. How-238

ever, the EDMF approach represents the countergradient diffusion differently, whereby239

it is assumed that a spectrum of buoyant plumes are responsible for the non-local (or240

countergradient) diffusion (Siebesma et al., 2007). This multiplume approach leads to241

the parameterization of turbulent scalar fluxes as242

⟨wθ⟩ = −Kv,h
∂Θ

∂z
+

n∑
i=1

Mi (Θui
−Θ) (6)

where i = 1, n represents an array of plume sizes (in MYNN, n = 10, such that a to-243

tal of 10 plume sizes ranging from 100 to 1000 m are represented), Θ and Θui represent244

the environmental and updraft potential temperature, and Mi is the convective mass flux245

represented as246

Mi = au (wu − w) (7)

where au is the grid cell fraction occupied by coherent convective updrafts (hence the247

non-local nature of this scheme), and w and wu represent the environmental and updraft248

velocities, respectively. Within the MYNN EDMF scheme implemented in WRF, it is249

assumed that w = 0. More details regarding the MYNN-EDMF implementation are250

provided by Olson et al. (2019).251

We note that the MYNN Level 2.5 closure has been tuned to be run with the MF252

component, not alone. The ED has been greatly reduced in recent versions of WRF (since253

WRF v4.0) compared to the original implementation, when it was meant to be run in254

isolation. Thus, by itself, the ED is meant to handle only the stable boundary layer. As255

a result, our experimental design allows us to show the essential contribution of the non-256
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local mixing by the MF scheme and the consequences of running without it when com-257

paring the Level 2.5 and Level 2.5 EDMF results.258

The YSU parameterization is a first-order, non-local closure scheme that is not TKE-259

based and thus computes Kv,m differently than MYNN, viz.260

Kv,m = kwsz

(
1− z

zi

)p

(8)

where p is the profile shape exponent (=2), k is von Karman’s constant (=0.4), ws is the261

mixed-layer velocity scale, and z is the height above the surface. The BL height is de-262

fined as the level where the buoyancy flux, which is a function of virtual potential tem-263

perature (θv) and the bulk Richardson number, is a minimum. The Kv,h term is then264

computed from Kv,m through a Prandtl number relationship following Noh et al. (2003)265

(see Eq. A4 in Hong et al., 2006).266

The turbulent fluxes are computed in a similar manner as in the Level 3 MYNN267

scheme; however, there is also consideration of the flux at the inversion layer through268

extension of the concept originally outlined in Hong and Pan (1996). This extension leads269

to an explicit treatment of entrainment following Noh et al. (2003). The general formula270

of the stress and scalar fluxes is271

⟨wϕ⟩ = −Kv,c

(
∂Φ

∂z
− γϕ

)
− ⟨wϕ⟩h

( z

h

)3

(9)

where ϕ is a prognostic variable, Φ is a mean state variable, Kv,c is either Kv,m or Kv,h272

depending upon the variable of interest, γϕ is a correction to the local gradient (akin to273

Γθ for the Level 3 MYNN scheme), and ⟨wϕ⟩h is the flux at the inversion layer.274

It is clear that the various turbulence closure approaches compute the vertical stresses275

and fluxes (and therefore their divergences, which control the tendencies of the state vari-276

ables) in fundamentally different ways. As momentum, heat, moisture, and condensate277

loads will be mixed in the vertical differently between the schemes, we expect that this278

will greatly impact CAO convective cell properties (e.g., liquid/ice partitioning) as well279

as mesoscale organization (e.g., cell size). We conduct four different simulations, each280

with a different turbulence closure option following our discussion in this section. The281

various configurations are outlined in Table 1.282
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Table 1: Various turbulence closure configurations considered for this study.

Reference

Name

Closure Approach

Level 2.5 MYNN Level 2.5 ED (prognostic TKE, local)

Level 3 MYNN Level 3 ED (prognostic TKE and θ2,

non-local)

Level 2.5

EDMF

MYNN Level 2.5 ED (prognostic TKE, local)

plus EDMF (non-local)

YSU YSU (explicit entrainment mixing, non-local)

2.3.3 Other Model Options283

Our choice of additional model physics for the WRF simulations is as follows. Hor-284

izontal diffusion is computed using the 2D Smagorinsky approach (coefficient set to 0.25;285

Smagorinsky, 1963). We activate the revised MM5 surface layer physics parameteriza-286

tion (Jiménez et al., 2012) and use the Noah-MP land surface model (Niu et al., 2011;287

Yang et al., 2011). Radiation transfer processes are treated using the Rapid Radiative288

Transfer Model for GCMs (RRTMG) shortwave and longwave schemes (Iacono et al.,289

2008).290

An important physics choice for the case study here is the microphysics parame-291

terization; we choose to use the Thompson-Eidhammer Aerosol-Aware microphysics scheme292

(Thompson & Eidhammer, 2014). A major advantage of this scheme is a prognostic treat-293

ment of so-called water- and ice-friendly aerosols. Recent developments to the WRF model294

described by Juliano, Jiménez, et al. (2022) allow us to use time-varying aerosol infor-295
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mation from the GEOS-5 model. In the Thompson-Eidhammer microphysics parame-296

terization, the water- and ice-friendly aerosols may act as nucleation sites (i.e., cloud con-297

densation nuclei and ice nucleating particles, respectively), therefore making the scheme298

double-moment (prediction of mass mixing ratio and number concentration) for cloud299

liquid water and rain water, in addition to cloud ice. The remaining water phase classes300

(i.e., snow and graupel) are treated as single-moment (prediction of only mass mixing301

ratio and assuming a particle size distribution). The microphysical tendencies of the mass302

mixing ratio and number concentration variables are handled by the microphysics scheme.303

The physical processes accounted for by the parameterization are described in Thompson304

et al. (2004, 2008); Thompson and Eidhammer (2014).305

2.4 Comparing Observations and Model306

Critical to the success of this study is a meaningful evaluation of the WRF model307

using both the AMF1 COMBLE measurements and the satellite retrievals. To ensure308

a fair model evaluation, we apply the Cloud-resolving model Radar SIMulator (CR-SIM;309

Oue et al., 2020) to the WRF outputs before comparison with the COMBLE observa-310

tions. First, we produce 2D (time-height) model outputs at high temporal frequency (i.e.,311

the native model time step of 3 s for d02) at the AMF1 location using virtual towers through312

WRF’s tslist option. Then, we provide CR-SIM with the necessary information with re-313

spect to the KAZR specifications and run the forward simulator on the 2D WRF out-314

puts to produce time-height radar-equivalent moments. Cloud top height and temper-315

ature from the model outputs are determined using a range-dependent dBZ threshold316

as defined by CR-SIM.317

For the comparison between WRF and the satellite retrievals, we collect all avail-318

able NOAA-20 VIIRS and SNPP VIIRS scenes during our simulation periods. For the319

13 March (28 March) case, we consider a total of 5 and 6 scenes (4 and 6) from NOAA-320

20 and SNPP, respectively. Given our model output frequency of 30 min, there is a max-321

imum of 15 min time offset between the simulations and observations. To estimate the322

modeled CTT, we follow the approach of Huang et al. (2014) to identify cloud top us-323

ing a 0.1 cloud optical thickness threshold. Under this approach, it is assumed that the324

CTT retrieved by the VIIRS instrument is in response to the bulk emissivity of the hy-325

drometeors at some optical depth into the cloud. We compute cloud optical thickness326

by integrating downward beginning at the top of the model domain while using constant327
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absorption coefficients of 0.145, 0.00033, 0.0735, and 0.00234 m2 g−1 for cloud liquid wa-328

ter, rain water, cloud ice, and snow, respectively, following Dudhia (1989).329

3 Results330

3.1 Large-Scale Meteorology331

We begin our analysis by examining the synoptic scale patterns at 925 hPa and 500 hPa332

for the 13 March and 28 March CAO cases at 12 UTC (Fig. S1). These times are selected333

to approximately represent the middle of the intense CAO conditions. A key feature defin-334

ing a CAO is evident in both cases, evidenced by a broad region of cold air advection335

that spans from over the pack ice to over the much warmer open ocean. The MCAO in-336

dex, which is defined as θsfc−θ850hPa, is hatched where values are ≥8 to indicate in-337

tense convective conditions driven by the strong air-sea thermal contrast. For both events,338

values ≥8 are found over much of the open ocean, including at and just upstream of the339

AMF1 site, suggesting that it is a meaningful region to explore convective cell proper-340

ties. In the 13 March case, the strong equatorward winds at 925 hPa are directed more341

northerly than in the 28 March case due to the orientation of the geopotential height con-342

tours. Meanwhile, at 500 hPa, the winds are relatively weak and the air is very cold (fol-343

lowing a closed low or trough) over the CAO region in both cases, with stronger winds344

toward the west associated with an advancing warm front. The very cold air at 500 hPa345

is consistent with a lack of capping of surface-driven convection in both cases (not shown).346

In general, the background large-scale forcing is similar in both cases.347

3.2 Mesoscale cell organization348

In the northern portion of our WRF domains, where convective roll structures are349

observed by satellite imagery, our simulations cannot properly resolve the features (and,350

in fact, instead produce spurious structures; e.g., Ching et al., 2014; Zhou et al., 2014)351

because ∆ is much too large relative to zi (∼1000 m). In fact, findings from Lai et al.352

(2020) suggest that ∆ ≈100 m is required to resolve convective roll structures in the Arc-353

tic. Therefore, given that the numerical model’s ∆ should be much less than zi in or-354

der to properly resolve turbulent features (Rai et al., 2019), in this study, we focus on355

the large convective cells downstream near Andenes that are well resolved by the inner356

domain (d02).357
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We begin by asking the question: how do the different PBL schemes capture this358

open cellular convection? Fig. 2 shows a snapshot in time (12 UTC) from the 13 March359

2020 case: vertical velocity field at 0.5zi, horizontal divergence at 100 m AGL, and 2-360

m temperature. Together, these three fields reveal cell structure, size, and intensity. While361

each of the four model configurations develops organized cellular structures, they each362

resolve cells with different characteristics. Firstly, the structures appear to be least or-363

ganized in the Level 3 simulation, evidenced by disconnected updrafts. In the Level 2.5364

and YSU simulations, the structures are slightly more organized, with more coherent up-365

drafts. The most organized cellular structures are seen in the Level 2.5 EDMF simula-366

tion. Accordingly, the sizes of the cells follow a similar trend, with the Level 2.5 EDMF367

configuration clearly resolving the largest structures. To support this statement, a quan-368

titative analysis of the cell sizes will be presented later.369

The near-surface horizontal divergence field aligns well with the resolved vertical370

motions in the middle of the BL: updrafts (downdrafts) correlate with regions of con-371

vergence (divergence). Examining the 2-m temperature field suggests that cold pools are372

closely associated with mid-BL downdrafts and low-level divergence. These cold pools,373

which have received much attention in the literature, are likely generated due to falling374

precipitation and related evaporation and/or sublimation (e.g., Seifert & Heus, 2013; Torri375

et al., 2015; Saggiorato et al., 2020). We will further investigate the cell vertical struc-376

ture in Section 3.5.377

While Fig. 2 provides a visual depiction of the cellular structure during the strong378

CAO of 13 March, it is merely qualitative. To determine the characteristic cell sizes quan-379

titatively, we follow work by Haerter et al. (2017) and Eirund et al. (2019) and apply a380

two-point correlation method to the horizontal divergence field. The characteristic cell381

size of a particular scene is then determined from the minimum correlation. We consider382

the southernmost ∼75% of the domain shown in Fig. 2 to compute the correlation func-383

tion at 30 min intervals (i.e., the output frequency of our WRF simulation) on a square384

domain for the duration of the two CAO events after model spin-up. More details of the385

approach, including its inherent limitations, are contained in Text S1.386

In Fig. 3a, we show an example of the normalized correlation coefficient for the same387

time as in Fig. 2. At any given time when the 2D divergence field is analyzed, the cor-388

relation function yields a clear first local minimum, which is indicative of the cell cen-389
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ter and thus a quantitative measure of the organized cell size (Haerter et al., 2017). As390

visually shown in Fig. 2, for this particular time, the Level 3 model produces the small-391

est cells, followed by the Level 2.5 and YSU models, and finally the Level 2.5 EDMF scheme392

simulating the largest cells.393

The cell sizes computed for the entirety of the 13 March and 28 March events are394

plotted in Figs. 3b-c. In both cases, the mean cell sizes are lowest for the Level 2.5 and395

Level 3 configurations, which both show values of ∼12-14 km. For both of these PBL396

schemes, the values are often small (∼10 km). In the case of the Level 3 scheme, we sus-397

pect this may be due to ill-defined cell structures, which likely are not suitable for the398

correlation method. For the Level 2.5 scheme, the reason may be more complicated (see399

Text S1). Meanwhile, the YSU and Level 2.5 EDMF schemes yield substantially larger400

cells of ∼23-25 km and ∼33-38 km in size, respectively. The values shown by YSU, and401

to a lesser extent Level 2.5 EDMF, appear more reasonable than those shown by Level402

2.5 and Level 3, as a recent study by Wu and Ovchinnikov (2022) used MODIS imagery403

to estimate mean cloud major axis lengths of ∼20-25 km for this region during both CAO404

events (see their Fig 6). Nonetheless, the Level 2.5 EDMF scheme sometimes produces405

very large cell sizes (>50 km), which are likely unreasonable.406

The cell sizes simulated by the YSU and Level 2.5 EDMF scheme can be contrasted407

with the model’s effective resolution of ∼6-7∆ (Skamarock, 2004), or 6-7 km for d02. Given408

that this is much less than the observed cell sizes, we can confidently state that our WRF409

simulation can resolve the convective structures near Andenes. Nonetheless, the PBL schemes410

considered here are 1D and thus are not able to properly account for horizontal gradi-411

ents, which likely are non-negligible when simulating the narrow updrafts prevalent in412

this environment.413

3.3 Top-down perspective from satellite414

We now begin to connect the mesoscale organization to cloud properties by com-415

paring the satellite retrievals of CTT to those estimated from the WRF output. In Fig. S2,416

we show a snapshot of the CTT field from the 13 March case retrieved by the NOAA-417

20 VIIRS satellite as well as simulated from the four WRF configurations. Similar to our418

findings with respect to cell size, the cloud features – represented by organized structures419

in the CTT field – are largest in the Level 2.5 EDMF scheme. The cells from the Level420
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2.5 and YSU simulations are notably smaller, and the Level 3 model even still smaller.421

Furthermore, the relatively abundant cold CTT regions observed by VIIRS appear to422

be best represented by the Level 2.5 EDMF scheme.423

Upon compiling numerous VIIRS retrievals from the 13 and 28 March CAO cases,424

we more robustly compare the WRF simulations to the satellite CTT measurements (Fig. 4).425

For the 13 March (28 March) case, the VIIRS retrievals show median CTT values of ap-426

proximately -40◦C (-36◦C), respectively. The satellite distributions have a dominant mode427

around these median values for both cases. While the 13 March case shows only this sin-428

gle mode, the 28 March case displayed a secondary broad mode near -28◦C to -20◦C. The429

warmer CTT mode may be related to cloud edges that are characterized by relatively430

shallow tops. All four WRF simulations capture the relatively colder CTTs in the 13 March431

case compared to the 28 March case. According to the satellite measurements during the432

two events, the Level 2.5 EDMF scheme performs quite well over the region depicted in433

Fig. S2 because it shows relatively narrow distributions, and its median values compare434

closely to the observations. In contrast, the other three WRF configurations show much435

broader distributions that are not evident in the satellite retrievals.436

3.4 Bottom-up perspective from AMF1437

The large number of ground-based instruments deployed during the COMBLE field438

project at AMF1 afford us the opportunity to examine a number of key cloud proper-439

ties during the two CAO events. To provide a visual representation of the convective cell440

structure as seen by the profiling AMF1 instruments during the 13 March case, we plot441

observed reflectivity from the KAZR in addition to forward-simulated reflectivity pro-442

duced by CR-SIM from the WRF virtual tower outputs (Fig. 5). During this 6 h period,443

the measurements show a variety of cloud structures, including both isolated and merged444

or multi-cells (Fig. 5e). In the first hour, a multi-celluar cloud structure is observed, fol-445

lowed by clear sky and several single cells that are either clearly distinct or loosely con-446

nected. In general, the cloud tops within the ∼10-25 dBZ cores are quite deep, ranging447

from ∼3.5-5 km. Through CR-SIM’s forward simulation from the four WRF configura-448

tions (Figs. 5a-d), it is apparent that the model can simulate cellular-like features char-449

acterized by varying widths, depths, and intensities. Resolving the microscale structures450

observed by the KAZR is not possible for our WRF mesoscale configuration given the451

model’s effective resolution (∼6∆=6 km or ∼10 min temporal resolution assuming mean452
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background wind of 10 m s−1). The Level 2.5 EDMF scheme clearly produces the widest453

and deepest cells. By the end of this 6 h period, all of the simulations produce too much454

condensate near cloud top, which is manifested as moderately low reflectivity values (∼-455

25 to -10 dBZ).456

Time series traces of the column maximum reflectivity along the time-height plot457

shown in Fig. 5, as well as traces of observed and simulated CTT, cloud top height (CTH),458

and liquid water path (LWP), can be seen in Fig. 6. We also show a 6 h period from the459

28 March case for comparison. Overall, WRF captures the range and periodicity of col-460

umn maximum reflectivity quite well for this 6 h time period in both cases, with some461

overprediction for the 28 March event. The CTT traces from WRF show good agree-462

ment with some overestimation (i.e., warmer CTTs) for both cases, which is also evident463

in the CTH plots as an underestimation. Given the very cold CTTs observed and mod-464

eled during both events, one may expect homogeneous freezing to occur. We note that465

the Thompson Aerosol-Aware microphysics scheme allows for homogeneous freezing of466

deliquesced aerosols and liquid water drops at temperatures colder than -35 ◦C (Koop467

et al., 2000) and -38 ◦C (Bigg, 1953), respectively. Lastly, both the observations and sim-468

ulations of LWP highlight the substantial liquid production in the cloud cores, with val-469

ues approaching 1000 g m−2 in the mature cells. Interestingly, the robust cell passing470

the AMF1 near 14:20 UTC on 13 March (cf. Fig. 5e) does not contain much liquid, likely471

because it is glaciated and in a decaying stage (e.g., Geerts et al., 2022). Compared to472

the microwave radiometer’s LWP measurements, the WRF simulations show a reason-473

able range of LWP values, albeit underestimating the most intense LWP values in the474

13 March case and missing a high LWP period from ∼4-5 UTC in the 29 March case.475

In general, we do not expect the model to reproduce the exact timing of individual cells476

considering their transient nature when passing over the AMF1 site.477

In Fig. 7, we more quantitatively evaluate the individual WRF configurations for478

these four parameters by considering AMF1 observations during the two CAO cases when479

convective cells were observed. The distributions and boxen plots confirm that the model480

generally performs well for the column maximum reflectivity during the 13 March case481

(Fig. 7a); however, all simulations overestimate maximum reflectivity for the 28 March482

case (Fig. 7e). YSU matches the observations of maximum reflectivity most closely for483

both cases. This overestimation is likely further amplified since we do not filter the KAZR484

reflectivity (in Z units) to the model resolution. Overall, WRF simulates CTT (Fig. 7b,f)485
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and CTH (Fig. 7c,g) reasonably well, with the Level 2.5 EDMF scheme being the out-486

lier (i.e., producing relatively deeper clouds and thus colder CTTs). It is worth noting487

that the EDMF approach does not as clearly produce the best results when compared488

to the AMF1 observations, which is in contrast to our findings using the satellite mea-489

surements of CTT (cf. Fig. 4). We can attribute this apparent inconsistency to three po-490

tential factors: (i) we consider a spatial domain with the satellite versus a single point491

at AMF1; (ii) differences in the CTT retrieval method from the KAZR and satellite; (iii)492

the satellite’s nominal resolution of 375 m is insufficient to capture the cloud edge fea-493

tures, which is likely where the lowest CTHs and thus warmest CTTs occur. While this494

discrepancy certainly deserves further attention, additional investigation is out of the scope495

of the present work. Finally, we find that the model consistently underestimates LWP496

for the 13 March case (Fig. 7d) and reasonably well simulates LWP in the 28 March case497

(Fig. 7h) despite the overestimation in maximum reflectivity.498

3.5 Clarifying the role of modeled mass-flux499

Thus far, we have presented results comparing the four selected PBL parameter-500

izations. To a first order, the high-resolution mesoscale simulations are able to capture501

the general cloud characteristics and mesoscale organization. Perhaps the most striking502

result is that the Level 2.5 EDMF scheme clearly produces the widest and deepest cells,503

and thus those with the coldest CTTs. In this section, we seek to better understand the504

role of the non-local MF component of the scheme, whose purpose is to represent the ver-505

tically coherent convective structures that are ubiquitous under intense CAO conditions.506

To begin, we compare various components of the ED parameterization from the507

Level 2.5 and Level 2.5 EDMF simulations (Fig. 8). These cross-sections are taken at508

the same time as Fig. 2 along the dashed green lines. We select cross-sections such that509

they cut through well-defined cells in each simulation, based on the various parameters510

plotted in Fig. 2. Hence, the cross-section locations are different for the two simulations.511

For both the Level 2.5 and Level 2.5 EDMF models, the largest values of parameterized512

TKE are confined to the lowest ∼1000 m, with regions of enhanced TKE seen in fingers513

extending to ∼2500 m (Fig. 8a,d), not in the echo tops which extend twice as high. The514

model-diagnosed BL height (white lines) closely follows the vertical extent of the TKE515

field, suggesting that the ED component of the mixing is parameterized following the516

BL height. Vertical momentum fluxes are largest at the cold pool edges due to the con-517
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vergence patterns (cf. Fig. 2) and strong vertical gradients in the u- and v-wind com-518

ponents (Fig. 8b,e).519

In the surface layer (lowest few 100s of m), the relatively warm SSTs generate pos-520

itive buoyancy fluxes (Fig. 8c,f). Plumes of strong negative buoyancy fluxes arise in the521

updrafts above the surface layer. The vertical buoyancy flux convergence implies intense522

turbulent heating near the base of the updrafts. Cold pools tend to suppress the layer523

of positive buoyancy fluxes because of the stratification, notwithstanding surface buoy-524

ancy flux enhancement. While not explicitly parameterized in MYNN, horizontal gra-525

dients arising from the presence of cold pools and narrow updrafts are likely non-negligible526

at the present ∆, highlighting the potential benefit of using a 3D PBL parameterization527

(Juliano, Kosović, et al., 2022).528

In both configurations, there is a clear linkage between the dynamics, turbulence,529

and microphysics. Updraft regions develop at cold pool edges (Fig. 8b,e) due to the afore-530

mentioned convergence patterns, and, within these updrafts, we find the presence of cloud531

liquid water that oftentimes coexists with ice crystals or snow (Fig. 8a,d). Shafts of falling532

snow, associated primarily with downdraft regions, extend to the surface in accordance533

with the cold pools. The Level 2.5 EDMF model produces more robust vertical motions534

than the Level 2.5 model (Fig. 8c,f), which may explain the generally higher frequency535

of frozen condensate, especially near cloud top.536

We more explicitly probe the role of the MF component of the EDMF scheme by537

plotting in the same cross-section its fractional area (AEDMF ), vertical velocity (WEDMF ),538

and total parameterized convective scalar flux (only positive values of Mi; c.f. Eq. 7) (Fig. 9).539

These parameters are critical to the MF scheme (cf. Eqs. 6 and 7). As expected, the MF540

parameterization is most active in regions of relatively weak resolved vertical motions,541

especially with respect to the updrafts. AEDMF is largest near the surface and decreases542

with height (Fig. 9a). We note that the EDMF scheme imposes a hard cutoff of 0.1 for543

the area, and this threshold appears to be reached in many locations near the surface.544

Meanwhile, WEDMF generally increases with height, and maximum values commonly545

exceed 2 m s−1, signifying the intense convective motions that remain parameterized at546

∆=1 km (Fig. 9b). Multiplying AEDMF and WEDMF leads to the total parameterized547

convective scalar MF for all subgrid-scale plume sizes (Fig. 9c). As a result, this field548

follows closely with the previous two fields, and it illustrates the regions of the cloud sys-549

–19–



manuscript submitted to JGR: Atmospheres

tem impacted most by the MF part of the EDMF scheme. It is evident that the MF scheme550

is active in columns extending from the surface to near the cloud top (∼3500 m), sug-551

gesting that the cells in intense CAO conditions are tightly linked to the surface through552

BL-spanning eddies. Thus, the role of the non-local aspect of the Level 2.5 EDMF scheme553

is non-negligible in this environment. However, given that our findings suggest that the554

EDMF approach produces cloud structures that are too deep at Andenes, perhaps be-555

cause the WRF implementation of MYNN EDMF has not been tuned for CAO condi-556

tions, it is likely that the MF scheme is overactive for these two CAO cases and at ∆=1 km.557

3.6 Airmass history558

Our analysis has focused on the cellular cloud characteristics at Andenes, which559

is located ∼1,000 km downstream of the pack ice edge. To more clearly understand the560

airmass history during the 13 March case from a Lagrangian perspective, we conduct a561

backward trajectory analysis. A trajectory is launched from Andenes beginning at 12562

UTC on 13 March at an altitude of 1 km (Fig. 10a). The backward trajectory shows a563

nearly identical path for 0.5, 1, and 2 km starting altitudes (not shown). In Fig. 10b-564

d, we show the instantaneous mean surface precipitation rates for rain, snow, and grau-565

pel, respectively, since precipitation has been shown to initiate the breakup of overcast566

conditions in MPCs (e.g., Abel et al., 2017; Tornow et al., 2021). Evident is the marked567

increase in rain and especially graupel precipitation rates beginning approximately 8 h568

before the airmass arrives at Andenes. The Level 2.5 EDMF scheme produces the largest569

precipitation rates for these two categories. Nonetheless, for the entire 16 h period, the570

snowfall rates dominate the total precipitation rate, and their magnitudes are rather con-571

stant, increasing slightly from -16 h to 0 h. The Level 3 scheme simulates the highest572

snowfall rate and thus total precipitation rate out of all four WRF configurations.573

Commensurate with the notable increase in rainfall and graupel precipitaiton rates574

as the airmass approaches Andenes is the increase in the fraction of model grid cells where575

rainfall and graupel precipitation occurs (Fig. 10e-g). Meanwhile, during this time, the576

fraction of grid cells with snowfall decreases drastically, suggesting cloud breakup, and577

the transition to open cellular clouds. This breakup appears to occur soonest (latest)578

in the Level 2.5 (Level 2.5 EDMF) scheme, with the most rapid decrease in the snow-579

fall area occurring once both rainfall and graupel precipitation rates and fractional cov-580

erage ramp up. Given that snowfall precipitation rates increase slightly over time, this581

–20–



manuscript submitted to JGR: Atmospheres

points toward snowfall becoming more concentrated during this transition. Our results582

suggest a linkage between cloud breakup and precipitation processes (namely, rainfall583

and graupel), corroborating previous studies.584

Mean vertical profiles of the five hydrometeor categories represented in the Thompson-585

Eidhammer microphysics scheme are plotted at -12 h, -6 h, and 0 h in Fig. 11. These586

three times represent conditions before, during, and after the cloud transition, respec-587

tively. Prior to the transition (Fig. 11, top row), all four schemes show relatively little588

cloud liquid, no rain, and no graupel. The Level 2.5 EDMF scheme shows the deepest589

cloud layer (top near ∼3 km), while the other three schemes show a similarly deep cloud590

(top near ∼2 km). Cloud ice is generated in a layer above the cloud liquid and near cloud591

top, with the cloud ice mixing ratio several times larger in the Level 2.5 EDMF scheme592

compared to the other schemes. This behavior is due to an enhancement in ice number593

concentration in the Level 2.5 EDMF model (Fig. S3). Snow dominates the cloud mass594

throughout the entire layer while falling to the surface in all schemes, with the Level 3595

scheme showing the largest mixing ratios.596

During the cloud transition, the cloud layer has deepened by ∼1 km in all simu-597

lations (Fig. 11, middle row). Moreover, the production of cloud liquid increases in all598

schemes, leading to the initiation of rain processes, and the peak altitude and mixing ra-599

tio of cloud liquid is noticeably lowest in the Level 3 scheme. Cloud ice mixing ratios are600

similar as in -12 h for Level 2.5 EDMF and slightly higher (lower) for Level 2.5 and YSU601

(Level 3). At this time, the ice number concentration has increased in all simulations ex-602

cept for the Level 3 scheme (Fig. S3). It is worth noting that cloud top in the Level 2.5603

EDMF scheme is deep enough for homogeneous freezing of both deliquesced aerosols and604

liquid water drops. The Level 3 scheme still shows the largest snow mixing ratios below605

∼2 km altitude. By this time, graupel is generated in all schemes, with Level 2.5 EDMF606

and Level 2.5 showing the largest mixing ratios.607

Once the airmass reaches Andenes, the cloud layer has deepened once again by ∼1-608

1.5 km (Fig. 11, bottom row). The liquid cloud layer is maintained due to enhanced ver-609

tical motions in the low-level convergence regions (cf. Fig. 8). Production of both rain610

and graupel increase further, especially in the Level 2.5 EDMF scheme, which also shows611

a clear decrease in cloud ice mixing ratio and number concentration as well as snow mix-612

ing ratio.613
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We also examine Kv,h and Kv,m from the PBL schemes during this airmass tran-614

sition (Fig. 11, last two columns). These terms are important for dictating the strength615

of the vertical mixing of heat and momentum, respectively (cf. Section 2.3.2). It is clear616

from Fig. 11 that Kv,h and Kv,m values are at a maximum at -12 h and decrease over617

time. The ratio of Kv,h/Kv,m (i.e., inverse turbulent Prandtl number, Prt) is also plot-618

ted to highlight differences in vertical mixing of heat and moisture versus momentum619

between the PBL schemes. All simulations show Pr−1
t >1 near the surface as a result620

of buoyancy increasing the turbulent transfer of heat relative to that of momentum (e.g.,621

Li 2019). However, throughout the airmass transition, YSU models the largest Pr−1
t val-622

ues which remain above 1 until ∼2 km ASL, while Pr−1
t in the other three schemes de-623

creases rapidly below unity. Most notable is the sharp decrease at low levels in Pr−1
t in624

the Level 3 scheme.625

We believe this finding related to Prt is important because it may control the mod-626

eled convective structures (e.g., Ching et al., 2014) and, as a result, the cloud proper-627

ties (e.g., Pithan et al., 2015). In this study, each of the PBL schemes to some extent628

rely on Prt. Recall that the vertical turbulent mixing of momentum and heat/moisture629

in the Level 2.5, Level 3, and YSU schemes strongly depends on Kv,m and Kv,h. While630

these terms are also important for the Level 2.5 EDMF scheme, its vertical mixing of heat631

is also largely dependent upon the MF component, which is not affected by Kv,h (cf. Eq. 6).632

Further investigation is required to determine whether the relatively small Pr−1
t values633

modeled by the Level 3 scheme are responsible for its lack of coherent convective cell struc-634

tures (cf. Figs. 2 and 3). Given our rather poor understanding of the impact of Prt on635

weather and climate in general (Li, 2019), future studies should more deeply focus on636

this topic.637

4 Summary and conclusions638

In this study, we examine the horizontal and vertical cellular cloud structures and639

properties of two intense marine CAOs observed during the COMBLE field project in640

March 2020. Both cases were characterized by widespread, robust CAO conditions due641

to strong northerly flow through the Fram Strait and toward the main COMBLE site642

at Andenes, Norway, where the AMF1 measurements were collected. The suite of instru-643

ments at AMF1 enables us to deeply examine the vertical cloud morphologies as well as644

the microphysical and macrophysical properties of these MPCs. VIIRS satellite retrievals645
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of CTT are used to supplement the AMF1 measurements across a broader geographi-646

cal area offshore Andenes. To better contextualize the observations, we conduct high-647

resolution mesoscale simulations (∆=1 km) using the WRF model. Given our relatively648

poor understanding of the impact of parameterized turbulence approaches on simulated649

CAO cloud properties, this study tests four different turbulence closure schemes within650

two commonly-used PBL scheme frameworks: MYNN and YSU. Of particular impor-651

tance for the model-observation evaluation at AMF1 is the application of the CR-SIM652

forward-simulator on WRF outputs to directly compare the model to the KAZR mea-653

surements.654

Main findings stemming from our study are as follows:655

• As modeled by WRF, convective cells near Andenes are defined by coherent pat-656

terns of low-level convergence and mid-BL vertical motions that arise in response657

to the development of cold pools.658

• A two-point correlation method applied to the divergence field yields cell sizes rang-659

ing from ∼12-38 km depending on the turbulence closure approach, with the YSU660

and Level 2.5 EDMF scheme producing the largest cells.661

• VIIRS satellite retrievals of CTT suggest that all model configurations, except for662

EDMF, overestimate CTT (i.e., cloud tops are too warm), with EDMF agreeing663

quite well overall.664

• Meanwhile, WRF simulations show generally better agreement with CTT mea-665

sured at the AMF1 site, pointing to the utility of applying the CR-SIM forward-666

simulator to model outputs. Compared to the AMF1 measurements, the EDMF667

scheme simulates clouds that are too deep and too cold.668

• At Andenes, WRF tends to overestimate maximum reflectivity – especially for the669

28 March case – and underestimate cloud top height (except for EDMF, which over-670

estimates cloud top height). The variability and peak values in LWP are predicted671

well, with slight biases of opposite sign for the two cases and no clear dependence672

on turbulence closure method.673

• Vertical cross-sections through the cellular structures reveal the secondary circu-674

lations and mixed-phase nature of the CAO clouds, with liquid production in up-675

drafts that form at cold pool edges and falling snow and graupel in downdraft re-676
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gions. Shear and buoyancy production of turbulence depict notable patterns re-677

lated to the cold pool structure.678

• The MF component of the EDMF scheme is found to be quite active (values ex-679

ceeding 0.1 m s−1) in broad columns stretching from the surface to ∼3.5 km ASL,680

suggesting that BL-spanning eddies are important for the lifecycle of convective681

clouds under CAO conditions.682

• Extraction of model outputs along backward trajectories launched at the AMF1683

site reveal that all model configurations simulate an increase in rainfall and grau-684

pel precipitation rates and fractional coverage that are linked with cloud breakup.685

• The magnitude of Prt relative to unity, which controls the relative strengths of686

vertical heat and momentum transfer in the BL, may play an important role with687

respect to mesoscale cloud organization. We find that the Level 3 scheme shows688

the largest values of Prt, possibly leading to less coherent cellular structures.689

One key outcome of our study is the apparent overactive behavior of the MF com-690

ponent of the MYNN scheme. It is worth emphasizing that the MF scheme in MYNN691

has been tuned more for land-based convection, has only recently been tuned for ma-692

rine shallow cumulus, and has never been tuned for CAOs. Given that here we exam-693

ine intense CAOs with a deep, yet rather ill-defined, BL characterized by relatively strong694

vertical motions by the time the airmass reaches Andenes, this likely represents a chal-695

lenging scenario for the MF scheme. Moreover, our inner domain ∆ falls within the tur-696

bulence gray zone, where the largest eddies become partially resolved; thus, the param-697

eterized turbulence should be tapered to some degree. Future studies should explore the698

impact of making various aspects of the MF scheme more scale-aware to perhaps weaken699

the updrafts, which are likely too strong in the two cases examined here. To help facil-700

itate such a study, our research group has conduct a realistic multiscale simulation with701

a domain spanning from the ice edge to Andenes and resolved at ∆=150 m using the702

large-eddy simulation method. These model outputs may be used to more confidently703

understand CAO cloud lifecycles including turbulence exchanges affecting BL growth,704

precipitation processes, and cloud transitions.705
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5 Open Research706

COMBLE campaign data at the Andenes site used in this study are available through707

the references listed in Section 2.1. VIIRS satellite imagery used in this study may be708

downloaded from the NASA Earthdata archive (https://www.earthdata.nasa.gov/). The709

WRF model code used in this study is public and may be found on the WRF GitHub710

repository (https://github.com/wrf-model).711
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Zonato, A., Martilli, A., Jiménez, P. A., Dudhia, J., Zardi, D., & Giovannini, L.944

(2022). A new k-ϵ turbulence parameterization for mesoscale meteorological945

models. Mon. Wea. Rev., 150 , 2157–2174.946

–32–



manuscript submitted to JGR: Atmospheres

Figure 1: Infrared image of an example CAO cloud field from the 13 March 2020947

case (∼12 UTC retrieval from NOAA-20 VIIRS). The two-domain WRF configuration948

is also shown, with blue and red solid lines representing the pack ice edge (90% sea ice949

concentration) for the 13 March and 28 March cases, respectively. The location of An-950

denes, Norway is marked by the magenta diamond.951

Figure 2: Snapshots at 12 UTC on 13 March of convective cell properties near AMF1952

at Andenes, Norway for the four WRF configurations: (a-d) vertical velocity (W ) at 0.5zi,953

(e-h) divergence at 100 m AGL, and (i-l) 2 m temperature with W > 0.25 m s−1 at 0.5zi954

shown in magenta contours for reference. Fields are contoured according to their respec-955

tive colorbars. The location of the AMF1 is marked by the yellow diamond. The loca-956

tions of the vertical cross sections shown in Figs. 8 and 9 are represented by the dashed957

green lines for the Level 2.5 and Level 2.5 EDMF results.958

Figure 3: (a) Snapshots at 12 UTC on 13 March of convective cell size determined959

via the 100 m AGL horizontal convergence field. A two-point correlation method is ap-960

plied to the convergence field, with the local minimum of the normalized correlation co-961

efficient representing the cell radius. Here, we adjust the x-axis scale so that the min-962

imum corresponds with the cell size. (b-c) Time series of cell size for the four WRF con-963

figurations, computed via the method illustrated in (a). The mean values over the time964

period are shown at the end of the time series, with the 13 March case computing the965

mean beginning at 06 UTC once cellular convection begins in all simulations.966

Figure 4: Distributions and boxen plots of CTT for (left) 13 March and (right) 28967

March CAO cases. The gray boxes show the median value for each distribution. For each968

case, we combine all NOAA-20 VIIRS and SNPP VIIRS scenes and compare to the WRF969

simulations using the closest WRF output time. See Section 2.4 for details about the model-970

observation evaluation.971

Figure 5: Time-height comparison of (a-d) modeled KAZR reflectivity generated972

by the CR-SIM forward simulator and (e) observed KAZR reflectivity for a 6 h period973

during the 13 March event according to the colorbar. Potential temperature contours974

(every 2 K) are shown in magenta.975
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Figure 6: Time series of observed and modeled (a,e) maximum columnar reflectiv-976

ity, (b,f) CTT, (c,g) CTH, and (d,h) LWP for select 6 h periods during the (a-b) 13 March977

and (e-h) 28 March cases.978

Figure 7: Distributions and boxen plots of (a,e) maximum columnar reflectivity,979

(b,f) CTT, (c,g) CTH, and (d,h) LWP for the entirety of the (a-b) 13 March and (e-h)980

28 March cases. The gray boxes show the median value for each distribution.981

Figure 8: Vertical cross-sections of parameterized TKE for the (a) Level 2.5 and982

(d) Level 2.5 EDMF schemes. Also shown are the parameterized (b,e) vertical momen-983

tum and (c,f) buoyancy flux terms. Fields are contoured according to the respective col-984

orbars. All panels show θv (magenta contours) and the BL height as diagnosed by the985

PBL scheme (white contour). In panels (a,d) we show regions of the following mass mix-986

ing ratios: cloud liquid and rain (QC and QR; red dots; >10−3 g kg−1), cloud ice (QI;987

green circles; >10−3 g kg−1), and snow and graupel (QS and QG; blue stars; >10−1 g kg−1).988

Substantial vertical motions (positive: solid green, negative: dashed blue; magnitude >0.5 m s−1)989

are plotted in panels (b,e), and x-z flow vectors are plotted in panels (c,f) according to990

the arrow key.991

Figure 9: As in Fig. 8, except showing parameterized EDMF parameters: (a) frac-992

tional area of updrafts, (b) updraft vertical velocity, and (c) total (positive) parameter-993

ized convective scalar flux. The fields are contoured according to the respective color-994

bars. Secondary fields are plotted in each panel as in Fig. 8.995

Figure 10: (a) Backward trajectory launched from Andenes, Norway at 12 UTC996

on 13 March and at an altitude of 1000 m. Each ’X’ symbol represents the hourly lo-997

cation of the air parcel, with the numbers representing the time (h) prior to the airmass998

arriving at Andenes. The light blue symbols show the location of air parcels examined999

in Fig. 11. Also shown are time series of mean surface precipitation rates for (b) rain,1000

(c) snow, and (d) graupel as well as fraction of model grid cells experiencing (e) rain-1001

fall, (f) snowfall, and (g) graupel (precipitation rate threshold of 0.001 mm/h). At each1002

time interval, a 50x50 km2 box is drawn around the parcel location to compute the statis-1003

tics shown in this figure and Fig. 11.1004

Figure 11: Vertical profiles of QC, QR, QI, QS, and QG mass mixing ratios at (top1005

row) -12 h, (middle row) -6 h, and (bottom row) 0 h prior to the 13 March airmass reach-1006
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ing Andenes. The location of the airmass at each of these times in indicated by the light1007

blue symbols in Fig. 10a.1008
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Abstract18

Marine cold-air outbreaks, or CAOs, are airmass transformations whereby relatively cold19

boundary layer (BL) air is transported over relatively warm water. Such convectively-20

driven conditions are rather ubiquitous in the high-latitudes, occurring most frequently21

during the winter and spring. To more deeply understand BL and cloud properties dur-22

ing CAO conditions, the Cold-Air Outbreaks in the Marine Boundary Layer Experiment23

(COMBLE) took place from late 2019 into early 2020. During COMBLE, the U.S. De-24

partment of Energy (DOE) first Atmospheric Radiation Measurement Mobile Facility25

(AMF1) was deployed to Andenes, Norway, far downstream (∼1000 km) from the Arc-26

tic pack ice. This study examines the two most intense CAOs sampled at the AMF1 site.27

The observed BL structures are open cellular in nature with high (∼3-5 km) and cold28

(-30 to -50 ◦C) cloud tops, and they often have pockets of high liquid water paths (LWPs;29

up to ∼1000 g m−2) associated with strong updrafts and enhanced turbulence. We use30

a high-resolution mesoscale model to explore how well four different turbulence closure31

methods represent open cellular cloud properties. After applying a radar simulator to32

the model outputs for direct evaluation, we show that cloud top properties agree well33

with AMF1 observations (within ∼10%), but radar reflectivity and LWP agreement is34

more variable. The eddy-diffusivity/mass-flux approach produces the deepest cloud layer35

and therefore the largest and most coherent cellular structures. Our results suggest that36

the turbulent Prandtl number may play an important role for the simulated BL and cloud37

properties.38

Plain Language Summary39

Over the high latitude oceans, shallow clouds containing both liquid and frozen hy-40

drometeors, or mixed-phase clouds, are frequently present. Moreover, they are impor-41

tant to the climate system due to their role in the radiation and moisture budgets. As42

a result of their microphysical makeup, they are especially challenging to simulate ac-43

curately for many numerical models across a range of spatial scales. To better under-44

stand these clouds during an intense outbreak of cold air from the Arctic, we utilize mea-45

surements from a recent field campaign called the Cold-Air Outbreaks in the Marine Bound-46

ary Layer Experiment (COMBLE). We complement the COMBLE observations with high-47

resolution numerical modeling to reveal more information about the cloud structures.48

We find that the simulated cloud properties, including morphology and abundance of49
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liquid water at subfreezing temperatures, are dependent upon the method used to rep-50

resent vertical turbulent exchanges between the ocean and atmosphere.51

1 Introduction52

The Arctic’s atmospheric environment is complex, in part due to the presence of53

exposed land surface, sea ice, and open ocean that conspire to create a wide range of surface-54

atmosphere interactions. In this high-latitude region, where pack ice extends over much55

of the Greenland Sea during the cold season, synoptic-scale meteorological conditions56

periodically favor cold-air outbreaks (CAOs; e.g., Pithan et al., 2018). One of the most57

intense air mass transformations on Earth occurs during these CAO conditions as cold58

Arctic air passes over the much warmer open ocean. Surface heat fluxes arising from air-59

sea interactions are amongst the highest observed on Earth (e.g., Papritz & Spengler,60

2017), supporting highly convective, mixed-phase clouds (MPCs) capable of producing61

intense precipitation, predominantly in the form of snow. These MPCs, which are an im-62

portant component of the Arctic climate and Arctic amplification (e.g., Pithan et al.,63

2014), occur quite frequently. Based on a satellite climatology examining ice-free areas64

in the Norwegian and Barents Seas, Brümmer and Pohlmann (2000) conclude that or-65

ganized convective patters are present more than 50% of the time. Despite the profound66

impact that CAOs have on global atmospheric and oceanic circulations, surprisingly lit-67

tle is known about (i) their downstream evolution, (ii) the relationship between their68

up- and downstream cloud morphologies, or (iii) the connection between surface fluxes,69

boundary layer structure, cloud and precipitation properties, and mesoscale circulations.70

Marine CAOs are rich in BL structure and convective cloud processes due to the71

tight coupling between the ocean and atmospheric BL in addition to complex motions72

spanning from the mesoscale to the microscale. Airmass lifetime over open water is im-73

portant because mesoscale cloud organization and cloud properties evolve with fetch. Due74

to the interplay between strong wind shear and intense surface buoyancy, shallow, moist75

convection is initially organized into cloud streets (0<-zi/L<20, where zi and L are the76

BL depth and Obukhov Length) by a helical roll circulation that enhances surface fluxes77

(Renfrew & Moore, 1999). These roll clouds, which may extend for 100s of km, widen78

as the BL deepens (e.g., Young et al., 2002). Further downwind from the ice edge, the79

wind shear reduces (due to a weakening of the low-level ageostrophic wind component80

and turbulent mixing of momentum in the BL; Saggiorato et al., 2020), and the air-sea81
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temperature contrast decreases. As the BL continues to grow, linearly aligned convec-82

tion tends to transition to closed cellular convection, typically around -zi/L ≈ 50 (e.g.,83

Khanna & Brasseur, 1998). The transition from closed to open cellular convection in ma-84

rine CAOs tends to occur some distance further downstream (e.g., Wu & Ovchinnikov,85

2022). Open cells tend to expand laterally before breaking up, with recent studies in-86

dicating the important roles of ice and precipitation processes (e.g., Eirund et al., 2019;87

Tornow et al., 2021).88

These CAO cloud transitions, as vividly illustrated in satellite imagery, are believed89

to result from interactions between surface fluxes, BL circulations, turbulence, clouds,90

precipitation, and radiative processes. Numerical weather prediction (NWP) and climate91

models across a range of spatial scales continue to struggle with representing surface het-92

erogeneities and related small-scale circulations (e.g., Bou-Zeid et al., 2020), which are93

critically important under CAO conditions. Intercomparison studies of marine CAO clouds94

using mesoscale models highlight the spread between models with respect to cloud or-95

ganization (Tomassini et al., 2017) as well as phase partitioning and thus radiative fluxes96

(Field et al., 2017). Therefore, a better understanding of the complex interactions in CAO97

convection is especially pertinent for numerical models, as these interactions may be par-98

tially subgrid-scale and thus fall within a dynamic “gray zone” where mesoscale convec-99

tive circulations and BL processes are tightly coupled and cannot be parameterized in-100

dependently (Field et al., 2017). Furthermore, the resolution required to capture ma-101

rine CAO convection in NWP models such as the Weather Research and Forecasting (WRF)102

model (Skamarock & Klemp, 2008; Skamarock et al., 2019) falls within the “Terra Incog-103

nita” (Wyngaard, 2004), where neither one-dimensional (1D) planetary boundary layer104

(PBL) parameterizations, nor subgrid turbulence parameterizations that are used in large-105

eddy simulation, are strictly applicable. The Terra Incognita broadly corresponds to hor-106

izontal grid cell spacings, 0.1 zi< ∆<zi (Rai et al., 2019).107

Numerical modeling in the Terra Incognita or the gray zone of turbulence has been108

the focus of many recent studies in the field of BL meteorology (e.g., Honnert et al., 2011;109

Ching et al., 2014; Zhou et al., 2014; Ito et al., 2015; Shin & Hong, 2015; X. Zhang et110

al., 2018; Goger et al., 2019; Angevine et al., 2020; Juliano, Kosović, et al., 2022; Zonato111

et al., 2022; Efstathiou, 2023). With respect to CAOs, de Roode et al. (2019) conducted112

a follow-up intercomparison study of the same CAO case examined by Tomassini et al.113

(2017) except using large-eddy simulation models. Within the Dutch Atmospheric Large-114
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Eddy Simulation model (Heus et al., 2010), convergence in cloud properties across the115

range 0.25 km< ∆ <4 km was found at approximately 0.25zi (equivalent to ∆=0.5 km).116

Nonetheless, results were not consistent across participating models, motivating the need117

to utilize a single dynamical core that has multiple options to parameterize turbulence118

at mesoscale resolutions that fall within the turbulence gray zone.119

In the present study, we use the WRF model to further explore how well 1D tur-120

bulence closure methods can simulate the mesoscale organization and cloud microphysics121

and macrophysics of convective cells during two intense Arctic CAOs observed in March122

2020. Sensitivity simulations focus on four turbulence closure approaches. The remain-123

der of the paper is organized as follows. Section 2 outlines the measurements, method-124

ologies, and modeling configurations used to study the CAO cases. Analysis of the data,125

evaluation of the simulations, and examination of the airmass history are presented in126

Section 3. Lastly, a summary of our findings is provided in Section 4.127

2 Data and Methods128

2.1 The Cold-Air Outbreaks in the Marine Boundary Layer Experiment129

(COMBLE)130

During the Arctic winter and spring of 2020, a U.S. Department of Energy (DOE)-131

funded field campaign called the Cold-Air Outbreaks in the Marine Boundary Layer Ex-132

periment (COMBLE; Geerts et al., 2022) deployed the DOE Atmospheric Radiation Mea-133

surement (ARM) Mobile Facility (AMF) #1 (Miller et al., 2016) at a coastal site in An-134

denes, Norway (70◦N). This location collected data from 1 Dec 2019 – 31 May 2020, with135

a main goal to quantify properties of convective clouds that develop during Arctic CAOs.136

The campaign was largely successful: approximately 19% of campaign hours experienced137

CAO conditions at Andenes, Norway including several strong events (Lackner et al., 2023).138

While a wide range of CAO intensities were observed during COMBLE, here we focus139

on two of the strongest events – 12-13 March and 28-29 March 2020 (hereafter referred140

to as 13 March and 28 March) – as recent works suggest that strong CAOs may occur141

more frequently under future climate scenarios (e.g., Dahlke et al., 2022).142

Many measurements are available from AMF1 due to the large suite of instrumen-143

tation deployed during COMBLE. For this study, we rely on the sensitive narrow-beam144

35 GHz Ka-Band ARM Zenith Radar (KAZR), which retrieves reflectivity, Doppler ve-145

–5–



manuscript submitted to JGR: Atmospheres

locity, and Doppler spectral width. The direct KAZR measurements are available in the146

ARSCLKAZR1KOLLIAS data product on the ARM Data Archive (Clothiaux et al., 2001;147

Johnson & Jensen, 2019). We also utilize value-added products, including a multi-sensor148

product called ARSCLKAZRBND1KOLLIAS, which contains cloud boundaries at a tem-149

poral resolution of 4 s and a vertical resolution of 30 m, based on KAZR, micropulse li-150

dar, and ceilometer data (Johnson et al., 2019). The INTERPOLATEDSONDE prod-151

uct linearly interpolates available radiosonde data on a fixed time-height grid with a 1-152

min time resolution (Fairless et al., 2021). A liquid water path (LWP) product is pro-153

vided by MWRRET1LILJCLOU based on microwave radiometer retrievals (Turner et154

al., 2007; D. Zhang, 2019). Following Crewell and Löhnert (2003) and Lackner et al. (2023),155

we remove LWP values below 30 g m−2 due to uncertainties related to the statistical re-156

trieval method. All of these products are combined to better understand the open cel-157

lular cloud environment under CAO conditions as well as evaluate the WRF simulation158

performance.159

2.2 Satellite Measurements160

While the COMBLE observations provide a unique perspective into the CAO en-161

vironment at the AMF1 site, a broader spatial perspective is desirable to better under-162

stand the convective cell structures, which spanned 10s of km during the two strong March163

cases. Therefore, we utilize polar-orbiting satellite retrievals from the Visible Infrared164

Imaging Radiometer Suite (VIIRS) onboard the Suomi National Polar-Orbiting Part-165

nership (SNPP) and NOAA-20 spacecrafts. We use the Level-2 Cloud Properties files,166

which provide cloud information at a nominal resolution of 375 m, and we consider VI-167

IRS measurements only when sufficient solar radiation is present (between ∼8-13 UTC168

and ∼7-14 UTC during the 13 and 28 March cases, respectively) to evaluate both directly169

retrieved and derived cloud variables. Upon inspection of the relative uncertainty of VIIRS-170

based cloud parameters of interest – namely, cloud top temperature and height, cloud171

water path, cloud optical thickness, and cloud effective radius – we choose to examine172

only cloud top temperature (CTT) because of its small relative uncertainty (typically173

less than 2% and weakly correlated with absolute CTT magnitudes; not shown). Under174

the MPC and high solar zenith angle conditions near Andenes during our events, the other175

variables show relative uncertainties ranging from approximately 10-50% and strong cor-176
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relation with respective parameter magnitudes, thus making direct evaluation with WRF177

a challenge.178

2.3 WRF Model179

To simulate the 13 March and 28 March Arctic CAOs observed during COMBLE,180

we use version 4.4 of the WRF model (Skamarock & Klemp, 2008; Skamarock et al., 2019),181

which is the most widely-used, community supported NWP framework. In the context182

of the two CAO cases examined here, we use the model to explore the mesoscale organ-183

ization of convective cells near Andenes while highlighting the impacts of turbulence clo-184

sure approaches on cloud properties.185

2.3.1 General Configuration186

We set up a nested domain WRF simulation with ∆ =3 km and ∆ =1 km for the187

outer (d01) and inner (d02) domains, respectively (Fig. 1). The number of grid cells in188

the x and y directions is 650 x 650 (1080 x 1080) for d01 (d02), thus spanning a 1,950189

x 1950 km2 (1080 x 1080 km2) region. We use a total of 136 vertical levels, with a ver-190

tical grid cell spacing of approximately 45 m from the surface to ∼4.5 km AGL, and stretch-191

ing above, to properly resolve the BL structure as the layer deepens from north to south.192

For each case, the simulations integrate for a total of 36 hours: the 13 March 2020 sim-193

ulation begins at 12 UTC on 12 March and ends at 00 UTC on 14 March, while the 28194

March 2020 simulation begins at 00 UTC on 28 March and ends at 12 UTC on 29 March.195

The first 12 hours are considered spin-up for the cloud field and thus not used in our study196

with the exception of the airmass history analysis for the 13 March case, which begins197

at 20 UTC on 12 March (see Section 3.6). We use the fifth generation ECMWF atmo-198

spheric reanalysis (ERA5; Hersbach et al., 2020) to provide the initial conditions and force199

the lateral boundary conditions every 3 hours. Sea ice concentration and sea surface tem-200

perature are also provided by ERA5 and updated every 3 hours.201

2.3.2 Turbulence Closure Methods202

We utilize two 1D PBL parameterizations in this study: Mellor-Yamada-Nakanishi-203

Niino (MYNN; Nakanishi & Niino, 2009) and Yonsei University (YSU; Hong et al., 2006).204

We now summarize and contrast these two turbulence closure methods, a necessary step205
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to better interpret the findings presented in Section 3. In WRF, the MYNN scheme has206

three turbulence closure options: Level 2.5 and Level 3 eddy-diffusivity (ED) and Level207

2.5 eddy-diffusivity/mass-flux (EDMF). The Level 2.5 ED approach is considered local,208

while the Level 3 ED and Level 2.5 EDMF approaches are considered non-local. Here-209

after, we refer to the ED schemes as “Level 2.5” and “Level 3”, and the EDMF scheme210

as “Level 2.5 EDMF” (Table 1).211

The traditional Mellor-Yamada ED model is flexible such that turbulent fluxes and212

stresses may be represented using various levels of complexity (see, e.g., Mellor & Ya-213

mada, 1982); however, the Level 2.5 model is most often adopted due to its trade-off be-214

tween reasonable accuracy and computational efficiency. In the Level 2.5 approach, tur-215

bulence kinetic energy (TKE) is computed prognostically, while potential temperature216

variance and the vertical turbulent stresses and scalar fluxes (in this example, potential217

temperature) are parameterized diagnostically. More specifically, a downgradient diffu-218

sion method is used to compute the zonal and meridional turbulent stresses and scalar219

fluxes220

⟨uiw⟩ = −Kv,m
∂Ui

∂z
(1)

221

⟨wθ⟩ = −Kv,h
∂Θ

∂z
(2)

where i = 1, 2, Ui and Θ are the mean momentum and potential temperature, Kv,m222

is the vertical eddy viscosity, and Kv,h is the vertical eddy diffusivity (used for heat, mois-223

ture, and other scalars). In local 1D PBL parameterizations that solve an equation for224

TKE, Kv,m and Kv,h usually take the general form225

Kv,m = lqSm (3)
226

Kv,h = lqSh (4)

where l is a turbulent length scale, q =
√
2× TKE, and Sm and Sh represent stabil-227

ity functions for momentum and thermodynamics that depend upon buoyancy, vertical228

shear, and a set of closure constants.229

The Level 3 model builds on the Level 2.5 model by computing the potential tem-230

perature variance prognostically. In this case, Eq. 2 now becomes231
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⟨wθ⟩ = −Kv,h

(
∂Θ

∂z
+ Γθ

)
(5)

where Γθ is the so-called countergradient term, which enables the Level 3 model to rep-232

resent countergradient diffusion through modification of Sh (Nakanishi & Niino, 2009).233

More practically, this means that the Level 3 model should be able to parameterize the234

effect of large-scale eddies – which have horizontal length scales approximately equal to235

the BL depth under convective conditions – on vertical mixing of potential temperature,236

moisture, and condensate loads.237

The main goal of the EDMF scheme is similar to that of the Level 3 model. How-238

ever, the EDMF approach represents the countergradient diffusion differently, whereby239

it is assumed that a spectrum of buoyant plumes are responsible for the non-local (or240

countergradient) diffusion (Siebesma et al., 2007). This multiplume approach leads to241

the parameterization of turbulent scalar fluxes as242

⟨wθ⟩ = −Kv,h
∂Θ

∂z
+

n∑
i=1

Mi (Θui
−Θ) (6)

where i = 1, n represents an array of plume sizes (in MYNN, n = 10, such that a to-243

tal of 10 plume sizes ranging from 100 to 1000 m are represented), Θ and Θui represent244

the environmental and updraft potential temperature, and Mi is the convective mass flux245

represented as246

Mi = au (wu − w) (7)

where au is the grid cell fraction occupied by coherent convective updrafts (hence the247

non-local nature of this scheme), and w and wu represent the environmental and updraft248

velocities, respectively. Within the MYNN EDMF scheme implemented in WRF, it is249

assumed that w = 0. More details regarding the MYNN-EDMF implementation are250

provided by Olson et al. (2019).251

We note that the MYNN Level 2.5 closure has been tuned to be run with the MF252

component, not alone. The ED has been greatly reduced in recent versions of WRF (since253

WRF v4.0) compared to the original implementation, when it was meant to be run in254

isolation. Thus, by itself, the ED is meant to handle only the stable boundary layer. As255

a result, our experimental design allows us to show the essential contribution of the non-256
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local mixing by the MF scheme and the consequences of running without it when com-257

paring the Level 2.5 and Level 2.5 EDMF results.258

The YSU parameterization is a first-order, non-local closure scheme that is not TKE-259

based and thus computes Kv,m differently than MYNN, viz.260

Kv,m = kwsz

(
1− z

zi

)p

(8)

where p is the profile shape exponent (=2), k is von Karman’s constant (=0.4), ws is the261

mixed-layer velocity scale, and z is the height above the surface. The BL height is de-262

fined as the level where the buoyancy flux, which is a function of virtual potential tem-263

perature (θv) and the bulk Richardson number, is a minimum. The Kv,h term is then264

computed from Kv,m through a Prandtl number relationship following Noh et al. (2003)265

(see Eq. A4 in Hong et al., 2006).266

The turbulent fluxes are computed in a similar manner as in the Level 3 MYNN267

scheme; however, there is also consideration of the flux at the inversion layer through268

extension of the concept originally outlined in Hong and Pan (1996). This extension leads269

to an explicit treatment of entrainment following Noh et al. (2003). The general formula270

of the stress and scalar fluxes is271

⟨wϕ⟩ = −Kv,c

(
∂Φ

∂z
− γϕ

)
− ⟨wϕ⟩h

( z

h

)3

(9)

where ϕ is a prognostic variable, Φ is a mean state variable, Kv,c is either Kv,m or Kv,h272

depending upon the variable of interest, γϕ is a correction to the local gradient (akin to273

Γθ for the Level 3 MYNN scheme), and ⟨wϕ⟩h is the flux at the inversion layer.274

It is clear that the various turbulence closure approaches compute the vertical stresses275

and fluxes (and therefore their divergences, which control the tendencies of the state vari-276

ables) in fundamentally different ways. As momentum, heat, moisture, and condensate277

loads will be mixed in the vertical differently between the schemes, we expect that this278

will greatly impact CAO convective cell properties (e.g., liquid/ice partitioning) as well279

as mesoscale organization (e.g., cell size). We conduct four different simulations, each280

with a different turbulence closure option following our discussion in this section. The281

various configurations are outlined in Table 1.282
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Table 1: Various turbulence closure configurations considered for this study.

Reference

Name

Closure Approach

Level 2.5 MYNN Level 2.5 ED (prognostic TKE, local)

Level 3 MYNN Level 3 ED (prognostic TKE and θ2,

non-local)

Level 2.5

EDMF

MYNN Level 2.5 ED (prognostic TKE, local)

plus EDMF (non-local)

YSU YSU (explicit entrainment mixing, non-local)

2.3.3 Other Model Options283

Our choice of additional model physics for the WRF simulations is as follows. Hor-284

izontal diffusion is computed using the 2D Smagorinsky approach (coefficient set to 0.25;285

Smagorinsky, 1963). We activate the revised MM5 surface layer physics parameteriza-286

tion (Jiménez et al., 2012) and use the Noah-MP land surface model (Niu et al., 2011;287

Yang et al., 2011). Radiation transfer processes are treated using the Rapid Radiative288

Transfer Model for GCMs (RRTMG) shortwave and longwave schemes (Iacono et al.,289

2008).290

An important physics choice for the case study here is the microphysics parame-291

terization; we choose to use the Thompson-Eidhammer Aerosol-Aware microphysics scheme292

(Thompson & Eidhammer, 2014). A major advantage of this scheme is a prognostic treat-293

ment of so-called water- and ice-friendly aerosols. Recent developments to the WRF model294

described by Juliano, Jiménez, et al. (2022) allow us to use time-varying aerosol infor-295
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mation from the GEOS-5 model. In the Thompson-Eidhammer microphysics parame-296

terization, the water- and ice-friendly aerosols may act as nucleation sites (i.e., cloud con-297

densation nuclei and ice nucleating particles, respectively), therefore making the scheme298

double-moment (prediction of mass mixing ratio and number concentration) for cloud299

liquid water and rain water, in addition to cloud ice. The remaining water phase classes300

(i.e., snow and graupel) are treated as single-moment (prediction of only mass mixing301

ratio and assuming a particle size distribution). The microphysical tendencies of the mass302

mixing ratio and number concentration variables are handled by the microphysics scheme.303

The physical processes accounted for by the parameterization are described in Thompson304

et al. (2004, 2008); Thompson and Eidhammer (2014).305

2.4 Comparing Observations and Model306

Critical to the success of this study is a meaningful evaluation of the WRF model307

using both the AMF1 COMBLE measurements and the satellite retrievals. To ensure308

a fair model evaluation, we apply the Cloud-resolving model Radar SIMulator (CR-SIM;309

Oue et al., 2020) to the WRF outputs before comparison with the COMBLE observa-310

tions. First, we produce 2D (time-height) model outputs at high temporal frequency (i.e.,311

the native model time step of 3 s for d02) at the AMF1 location using virtual towers through312

WRF’s tslist option. Then, we provide CR-SIM with the necessary information with re-313

spect to the KAZR specifications and run the forward simulator on the 2D WRF out-314

puts to produce time-height radar-equivalent moments. Cloud top height and temper-315

ature from the model outputs are determined using a range-dependent dBZ threshold316

as defined by CR-SIM.317

For the comparison between WRF and the satellite retrievals, we collect all avail-318

able NOAA-20 VIIRS and SNPP VIIRS scenes during our simulation periods. For the319

13 March (28 March) case, we consider a total of 5 and 6 scenes (4 and 6) from NOAA-320

20 and SNPP, respectively. Given our model output frequency of 30 min, there is a max-321

imum of 15 min time offset between the simulations and observations. To estimate the322

modeled CTT, we follow the approach of Huang et al. (2014) to identify cloud top us-323

ing a 0.1 cloud optical thickness threshold. Under this approach, it is assumed that the324

CTT retrieved by the VIIRS instrument is in response to the bulk emissivity of the hy-325

drometeors at some optical depth into the cloud. We compute cloud optical thickness326

by integrating downward beginning at the top of the model domain while using constant327
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absorption coefficients of 0.145, 0.00033, 0.0735, and 0.00234 m2 g−1 for cloud liquid wa-328

ter, rain water, cloud ice, and snow, respectively, following Dudhia (1989).329

3 Results330

3.1 Large-Scale Meteorology331

We begin our analysis by examining the synoptic scale patterns at 925 hPa and 500 hPa332

for the 13 March and 28 March CAO cases at 12 UTC (Fig. S1). These times are selected333

to approximately represent the middle of the intense CAO conditions. A key feature defin-334

ing a CAO is evident in both cases, evidenced by a broad region of cold air advection335

that spans from over the pack ice to over the much warmer open ocean. The MCAO in-336

dex, which is defined as θsfc−θ850hPa, is hatched where values are ≥8 to indicate in-337

tense convective conditions driven by the strong air-sea thermal contrast. For both events,338

values ≥8 are found over much of the open ocean, including at and just upstream of the339

AMF1 site, suggesting that it is a meaningful region to explore convective cell proper-340

ties. In the 13 March case, the strong equatorward winds at 925 hPa are directed more341

northerly than in the 28 March case due to the orientation of the geopotential height con-342

tours. Meanwhile, at 500 hPa, the winds are relatively weak and the air is very cold (fol-343

lowing a closed low or trough) over the CAO region in both cases, with stronger winds344

toward the west associated with an advancing warm front. The very cold air at 500 hPa345

is consistent with a lack of capping of surface-driven convection in both cases (not shown).346

In general, the background large-scale forcing is similar in both cases.347

3.2 Mesoscale cell organization348

In the northern portion of our WRF domains, where convective roll structures are349

observed by satellite imagery, our simulations cannot properly resolve the features (and,350

in fact, instead produce spurious structures; e.g., Ching et al., 2014; Zhou et al., 2014)351

because ∆ is much too large relative to zi (∼1000 m). In fact, findings from Lai et al.352

(2020) suggest that ∆ ≈100 m is required to resolve convective roll structures in the Arc-353

tic. Therefore, given that the numerical model’s ∆ should be much less than zi in or-354

der to properly resolve turbulent features (Rai et al., 2019), in this study, we focus on355

the large convective cells downstream near Andenes that are well resolved by the inner356

domain (d02).357
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We begin by asking the question: how do the different PBL schemes capture this358

open cellular convection? Fig. 2 shows a snapshot in time (12 UTC) from the 13 March359

2020 case: vertical velocity field at 0.5zi, horizontal divergence at 100 m AGL, and 2-360

m temperature. Together, these three fields reveal cell structure, size, and intensity. While361

each of the four model configurations develops organized cellular structures, they each362

resolve cells with different characteristics. Firstly, the structures appear to be least or-363

ganized in the Level 3 simulation, evidenced by disconnected updrafts. In the Level 2.5364

and YSU simulations, the structures are slightly more organized, with more coherent up-365

drafts. The most organized cellular structures are seen in the Level 2.5 EDMF simula-366

tion. Accordingly, the sizes of the cells follow a similar trend, with the Level 2.5 EDMF367

configuration clearly resolving the largest structures. To support this statement, a quan-368

titative analysis of the cell sizes will be presented later.369

The near-surface horizontal divergence field aligns well with the resolved vertical370

motions in the middle of the BL: updrafts (downdrafts) correlate with regions of con-371

vergence (divergence). Examining the 2-m temperature field suggests that cold pools are372

closely associated with mid-BL downdrafts and low-level divergence. These cold pools,373

which have received much attention in the literature, are likely generated due to falling374

precipitation and related evaporation and/or sublimation (e.g., Seifert & Heus, 2013; Torri375

et al., 2015; Saggiorato et al., 2020). We will further investigate the cell vertical struc-376

ture in Section 3.5.377

While Fig. 2 provides a visual depiction of the cellular structure during the strong378

CAO of 13 March, it is merely qualitative. To determine the characteristic cell sizes quan-379

titatively, we follow work by Haerter et al. (2017) and Eirund et al. (2019) and apply a380

two-point correlation method to the horizontal divergence field. The characteristic cell381

size of a particular scene is then determined from the minimum correlation. We consider382

the southernmost ∼75% of the domain shown in Fig. 2 to compute the correlation func-383

tion at 30 min intervals (i.e., the output frequency of our WRF simulation) on a square384

domain for the duration of the two CAO events after model spin-up. More details of the385

approach, including its inherent limitations, are contained in Text S1.386

In Fig. 3a, we show an example of the normalized correlation coefficient for the same387

time as in Fig. 2. At any given time when the 2D divergence field is analyzed, the cor-388

relation function yields a clear first local minimum, which is indicative of the cell cen-389
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ter and thus a quantitative measure of the organized cell size (Haerter et al., 2017). As390

visually shown in Fig. 2, for this particular time, the Level 3 model produces the small-391

est cells, followed by the Level 2.5 and YSU models, and finally the Level 2.5 EDMF scheme392

simulating the largest cells.393

The cell sizes computed for the entirety of the 13 March and 28 March events are394

plotted in Figs. 3b-c. In both cases, the mean cell sizes are lowest for the Level 2.5 and395

Level 3 configurations, which both show values of ∼12-14 km. For both of these PBL396

schemes, the values are often small (∼10 km). In the case of the Level 3 scheme, we sus-397

pect this may be due to ill-defined cell structures, which likely are not suitable for the398

correlation method. For the Level 2.5 scheme, the reason may be more complicated (see399

Text S1). Meanwhile, the YSU and Level 2.5 EDMF schemes yield substantially larger400

cells of ∼23-25 km and ∼33-38 km in size, respectively. The values shown by YSU, and401

to a lesser extent Level 2.5 EDMF, appear more reasonable than those shown by Level402

2.5 and Level 3, as a recent study by Wu and Ovchinnikov (2022) used MODIS imagery403

to estimate mean cloud major axis lengths of ∼20-25 km for this region during both CAO404

events (see their Fig 6). Nonetheless, the Level 2.5 EDMF scheme sometimes produces405

very large cell sizes (>50 km), which are likely unreasonable.406

The cell sizes simulated by the YSU and Level 2.5 EDMF scheme can be contrasted407

with the model’s effective resolution of ∼6-7∆ (Skamarock, 2004), or 6-7 km for d02. Given408

that this is much less than the observed cell sizes, we can confidently state that our WRF409

simulation can resolve the convective structures near Andenes. Nonetheless, the PBL schemes410

considered here are 1D and thus are not able to properly account for horizontal gradi-411

ents, which likely are non-negligible when simulating the narrow updrafts prevalent in412

this environment.413

3.3 Top-down perspective from satellite414

We now begin to connect the mesoscale organization to cloud properties by com-415

paring the satellite retrievals of CTT to those estimated from the WRF output. In Fig. S2,416

we show a snapshot of the CTT field from the 13 March case retrieved by the NOAA-417

20 VIIRS satellite as well as simulated from the four WRF configurations. Similar to our418

findings with respect to cell size, the cloud features – represented by organized structures419

in the CTT field – are largest in the Level 2.5 EDMF scheme. The cells from the Level420
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2.5 and YSU simulations are notably smaller, and the Level 3 model even still smaller.421

Furthermore, the relatively abundant cold CTT regions observed by VIIRS appear to422

be best represented by the Level 2.5 EDMF scheme.423

Upon compiling numerous VIIRS retrievals from the 13 and 28 March CAO cases,424

we more robustly compare the WRF simulations to the satellite CTT measurements (Fig. 4).425

For the 13 March (28 March) case, the VIIRS retrievals show median CTT values of ap-426

proximately -40◦C (-36◦C), respectively. The satellite distributions have a dominant mode427

around these median values for both cases. While the 13 March case shows only this sin-428

gle mode, the 28 March case displayed a secondary broad mode near -28◦C to -20◦C. The429

warmer CTT mode may be related to cloud edges that are characterized by relatively430

shallow tops. All four WRF simulations capture the relatively colder CTTs in the 13 March431

case compared to the 28 March case. According to the satellite measurements during the432

two events, the Level 2.5 EDMF scheme performs quite well over the region depicted in433

Fig. S2 because it shows relatively narrow distributions, and its median values compare434

closely to the observations. In contrast, the other three WRF configurations show much435

broader distributions that are not evident in the satellite retrievals.436

3.4 Bottom-up perspective from AMF1437

The large number of ground-based instruments deployed during the COMBLE field438

project at AMF1 afford us the opportunity to examine a number of key cloud proper-439

ties during the two CAO events. To provide a visual representation of the convective cell440

structure as seen by the profiling AMF1 instruments during the 13 March case, we plot441

observed reflectivity from the KAZR in addition to forward-simulated reflectivity pro-442

duced by CR-SIM from the WRF virtual tower outputs (Fig. 5). During this 6 h period,443

the measurements show a variety of cloud structures, including both isolated and merged444

or multi-cells (Fig. 5e). In the first hour, a multi-celluar cloud structure is observed, fol-445

lowed by clear sky and several single cells that are either clearly distinct or loosely con-446

nected. In general, the cloud tops within the ∼10-25 dBZ cores are quite deep, ranging447

from ∼3.5-5 km. Through CR-SIM’s forward simulation from the four WRF configura-448

tions (Figs. 5a-d), it is apparent that the model can simulate cellular-like features char-449

acterized by varying widths, depths, and intensities. Resolving the microscale structures450

observed by the KAZR is not possible for our WRF mesoscale configuration given the451

model’s effective resolution (∼6∆=6 km or ∼10 min temporal resolution assuming mean452
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background wind of 10 m s−1). The Level 2.5 EDMF scheme clearly produces the widest453

and deepest cells. By the end of this 6 h period, all of the simulations produce too much454

condensate near cloud top, which is manifested as moderately low reflectivity values (∼-455

25 to -10 dBZ).456

Time series traces of the column maximum reflectivity along the time-height plot457

shown in Fig. 5, as well as traces of observed and simulated CTT, cloud top height (CTH),458

and liquid water path (LWP), can be seen in Fig. 6. We also show a 6 h period from the459

28 March case for comparison. Overall, WRF captures the range and periodicity of col-460

umn maximum reflectivity quite well for this 6 h time period in both cases, with some461

overprediction for the 28 March event. The CTT traces from WRF show good agree-462

ment with some overestimation (i.e., warmer CTTs) for both cases, which is also evident463

in the CTH plots as an underestimation. Given the very cold CTTs observed and mod-464

eled during both events, one may expect homogeneous freezing to occur. We note that465

the Thompson Aerosol-Aware microphysics scheme allows for homogeneous freezing of466

deliquesced aerosols and liquid water drops at temperatures colder than -35 ◦C (Koop467

et al., 2000) and -38 ◦C (Bigg, 1953), respectively. Lastly, both the observations and sim-468

ulations of LWP highlight the substantial liquid production in the cloud cores, with val-469

ues approaching 1000 g m−2 in the mature cells. Interestingly, the robust cell passing470

the AMF1 near 14:20 UTC on 13 March (cf. Fig. 5e) does not contain much liquid, likely471

because it is glaciated and in a decaying stage (e.g., Geerts et al., 2022). Compared to472

the microwave radiometer’s LWP measurements, the WRF simulations show a reason-473

able range of LWP values, albeit underestimating the most intense LWP values in the474

13 March case and missing a high LWP period from ∼4-5 UTC in the 29 March case.475

In general, we do not expect the model to reproduce the exact timing of individual cells476

considering their transient nature when passing over the AMF1 site.477

In Fig. 7, we more quantitatively evaluate the individual WRF configurations for478

these four parameters by considering AMF1 observations during the two CAO cases when479

convective cells were observed. The distributions and boxen plots confirm that the model480

generally performs well for the column maximum reflectivity during the 13 March case481

(Fig. 7a); however, all simulations overestimate maximum reflectivity for the 28 March482

case (Fig. 7e). YSU matches the observations of maximum reflectivity most closely for483

both cases. This overestimation is likely further amplified since we do not filter the KAZR484

reflectivity (in Z units) to the model resolution. Overall, WRF simulates CTT (Fig. 7b,f)485
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and CTH (Fig. 7c,g) reasonably well, with the Level 2.5 EDMF scheme being the out-486

lier (i.e., producing relatively deeper clouds and thus colder CTTs). It is worth noting487

that the EDMF approach does not as clearly produce the best results when compared488

to the AMF1 observations, which is in contrast to our findings using the satellite mea-489

surements of CTT (cf. Fig. 4). We can attribute this apparent inconsistency to three po-490

tential factors: (i) we consider a spatial domain with the satellite versus a single point491

at AMF1; (ii) differences in the CTT retrieval method from the KAZR and satellite; (iii)492

the satellite’s nominal resolution of 375 m is insufficient to capture the cloud edge fea-493

tures, which is likely where the lowest CTHs and thus warmest CTTs occur. While this494

discrepancy certainly deserves further attention, additional investigation is out of the scope495

of the present work. Finally, we find that the model consistently underestimates LWP496

for the 13 March case (Fig. 7d) and reasonably well simulates LWP in the 28 March case497

(Fig. 7h) despite the overestimation in maximum reflectivity.498

3.5 Clarifying the role of modeled mass-flux499

Thus far, we have presented results comparing the four selected PBL parameter-500

izations. To a first order, the high-resolution mesoscale simulations are able to capture501

the general cloud characteristics and mesoscale organization. Perhaps the most striking502

result is that the Level 2.5 EDMF scheme clearly produces the widest and deepest cells,503

and thus those with the coldest CTTs. In this section, we seek to better understand the504

role of the non-local MF component of the scheme, whose purpose is to represent the ver-505

tically coherent convective structures that are ubiquitous under intense CAO conditions.506

To begin, we compare various components of the ED parameterization from the507

Level 2.5 and Level 2.5 EDMF simulations (Fig. 8). These cross-sections are taken at508

the same time as Fig. 2 along the dashed green lines. We select cross-sections such that509

they cut through well-defined cells in each simulation, based on the various parameters510

plotted in Fig. 2. Hence, the cross-section locations are different for the two simulations.511

For both the Level 2.5 and Level 2.5 EDMF models, the largest values of parameterized512

TKE are confined to the lowest ∼1000 m, with regions of enhanced TKE seen in fingers513

extending to ∼2500 m (Fig. 8a,d), not in the echo tops which extend twice as high. The514

model-diagnosed BL height (white lines) closely follows the vertical extent of the TKE515

field, suggesting that the ED component of the mixing is parameterized following the516

BL height. Vertical momentum fluxes are largest at the cold pool edges due to the con-517
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vergence patterns (cf. Fig. 2) and strong vertical gradients in the u- and v-wind com-518

ponents (Fig. 8b,e).519

In the surface layer (lowest few 100s of m), the relatively warm SSTs generate pos-520

itive buoyancy fluxes (Fig. 8c,f). Plumes of strong negative buoyancy fluxes arise in the521

updrafts above the surface layer. The vertical buoyancy flux convergence implies intense522

turbulent heating near the base of the updrafts. Cold pools tend to suppress the layer523

of positive buoyancy fluxes because of the stratification, notwithstanding surface buoy-524

ancy flux enhancement. While not explicitly parameterized in MYNN, horizontal gra-525

dients arising from the presence of cold pools and narrow updrafts are likely non-negligible526

at the present ∆, highlighting the potential benefit of using a 3D PBL parameterization527

(Juliano, Kosović, et al., 2022).528

In both configurations, there is a clear linkage between the dynamics, turbulence,529

and microphysics. Updraft regions develop at cold pool edges (Fig. 8b,e) due to the afore-530

mentioned convergence patterns, and, within these updrafts, we find the presence of cloud531

liquid water that oftentimes coexists with ice crystals or snow (Fig. 8a,d). Shafts of falling532

snow, associated primarily with downdraft regions, extend to the surface in accordance533

with the cold pools. The Level 2.5 EDMF model produces more robust vertical motions534

than the Level 2.5 model (Fig. 8c,f), which may explain the generally higher frequency535

of frozen condensate, especially near cloud top.536

We more explicitly probe the role of the MF component of the EDMF scheme by537

plotting in the same cross-section its fractional area (AEDMF ), vertical velocity (WEDMF ),538

and total parameterized convective scalar flux (only positive values of Mi; c.f. Eq. 7) (Fig. 9).539

These parameters are critical to the MF scheme (cf. Eqs. 6 and 7). As expected, the MF540

parameterization is most active in regions of relatively weak resolved vertical motions,541

especially with respect to the updrafts. AEDMF is largest near the surface and decreases542

with height (Fig. 9a). We note that the EDMF scheme imposes a hard cutoff of 0.1 for543

the area, and this threshold appears to be reached in many locations near the surface.544

Meanwhile, WEDMF generally increases with height, and maximum values commonly545

exceed 2 m s−1, signifying the intense convective motions that remain parameterized at546

∆=1 km (Fig. 9b). Multiplying AEDMF and WEDMF leads to the total parameterized547

convective scalar MF for all subgrid-scale plume sizes (Fig. 9c). As a result, this field548

follows closely with the previous two fields, and it illustrates the regions of the cloud sys-549
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tem impacted most by the MF part of the EDMF scheme. It is evident that the MF scheme550

is active in columns extending from the surface to near the cloud top (∼3500 m), sug-551

gesting that the cells in intense CAO conditions are tightly linked to the surface through552

BL-spanning eddies. Thus, the role of the non-local aspect of the Level 2.5 EDMF scheme553

is non-negligible in this environment. However, given that our findings suggest that the554

EDMF approach produces cloud structures that are too deep at Andenes, perhaps be-555

cause the WRF implementation of MYNN EDMF has not been tuned for CAO condi-556

tions, it is likely that the MF scheme is overactive for these two CAO cases and at ∆=1 km.557

3.6 Airmass history558

Our analysis has focused on the cellular cloud characteristics at Andenes, which559

is located ∼1,000 km downstream of the pack ice edge. To more clearly understand the560

airmass history during the 13 March case from a Lagrangian perspective, we conduct a561

backward trajectory analysis. A trajectory is launched from Andenes beginning at 12562

UTC on 13 March at an altitude of 1 km (Fig. 10a). The backward trajectory shows a563

nearly identical path for 0.5, 1, and 2 km starting altitudes (not shown). In Fig. 10b-564

d, we show the instantaneous mean surface precipitation rates for rain, snow, and grau-565

pel, respectively, since precipitation has been shown to initiate the breakup of overcast566

conditions in MPCs (e.g., Abel et al., 2017; Tornow et al., 2021). Evident is the marked567

increase in rain and especially graupel precipitation rates beginning approximately 8 h568

before the airmass arrives at Andenes. The Level 2.5 EDMF scheme produces the largest569

precipitation rates for these two categories. Nonetheless, for the entire 16 h period, the570

snowfall rates dominate the total precipitation rate, and their magnitudes are rather con-571

stant, increasing slightly from -16 h to 0 h. The Level 3 scheme simulates the highest572

snowfall rate and thus total precipitation rate out of all four WRF configurations.573

Commensurate with the notable increase in rainfall and graupel precipitaiton rates574

as the airmass approaches Andenes is the increase in the fraction of model grid cells where575

rainfall and graupel precipitation occurs (Fig. 10e-g). Meanwhile, during this time, the576

fraction of grid cells with snowfall decreases drastically, suggesting cloud breakup, and577

the transition to open cellular clouds. This breakup appears to occur soonest (latest)578

in the Level 2.5 (Level 2.5 EDMF) scheme, with the most rapid decrease in the snow-579

fall area occurring once both rainfall and graupel precipitation rates and fractional cov-580

erage ramp up. Given that snowfall precipitation rates increase slightly over time, this581
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points toward snowfall becoming more concentrated during this transition. Our results582

suggest a linkage between cloud breakup and precipitation processes (namely, rainfall583

and graupel), corroborating previous studies.584

Mean vertical profiles of the five hydrometeor categories represented in the Thompson-585

Eidhammer microphysics scheme are plotted at -12 h, -6 h, and 0 h in Fig. 11. These586

three times represent conditions before, during, and after the cloud transition, respec-587

tively. Prior to the transition (Fig. 11, top row), all four schemes show relatively little588

cloud liquid, no rain, and no graupel. The Level 2.5 EDMF scheme shows the deepest589

cloud layer (top near ∼3 km), while the other three schemes show a similarly deep cloud590

(top near ∼2 km). Cloud ice is generated in a layer above the cloud liquid and near cloud591

top, with the cloud ice mixing ratio several times larger in the Level 2.5 EDMF scheme592

compared to the other schemes. This behavior is due to an enhancement in ice number593

concentration in the Level 2.5 EDMF model (Fig. S3). Snow dominates the cloud mass594

throughout the entire layer while falling to the surface in all schemes, with the Level 3595

scheme showing the largest mixing ratios.596

During the cloud transition, the cloud layer has deepened by ∼1 km in all simu-597

lations (Fig. 11, middle row). Moreover, the production of cloud liquid increases in all598

schemes, leading to the initiation of rain processes, and the peak altitude and mixing ra-599

tio of cloud liquid is noticeably lowest in the Level 3 scheme. Cloud ice mixing ratios are600

similar as in -12 h for Level 2.5 EDMF and slightly higher (lower) for Level 2.5 and YSU601

(Level 3). At this time, the ice number concentration has increased in all simulations ex-602

cept for the Level 3 scheme (Fig. S3). It is worth noting that cloud top in the Level 2.5603

EDMF scheme is deep enough for homogeneous freezing of both deliquesced aerosols and604

liquid water drops. The Level 3 scheme still shows the largest snow mixing ratios below605

∼2 km altitude. By this time, graupel is generated in all schemes, with Level 2.5 EDMF606

and Level 2.5 showing the largest mixing ratios.607

Once the airmass reaches Andenes, the cloud layer has deepened once again by ∼1-608

1.5 km (Fig. 11, bottom row). The liquid cloud layer is maintained due to enhanced ver-609

tical motions in the low-level convergence regions (cf. Fig. 8). Production of both rain610

and graupel increase further, especially in the Level 2.5 EDMF scheme, which also shows611

a clear decrease in cloud ice mixing ratio and number concentration as well as snow mix-612

ing ratio.613
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We also examine Kv,h and Kv,m from the PBL schemes during this airmass tran-614

sition (Fig. 11, last two columns). These terms are important for dictating the strength615

of the vertical mixing of heat and momentum, respectively (cf. Section 2.3.2). It is clear616

from Fig. 11 that Kv,h and Kv,m values are at a maximum at -12 h and decrease over617

time. The ratio of Kv,h/Kv,m (i.e., inverse turbulent Prandtl number, Prt) is also plot-618

ted to highlight differences in vertical mixing of heat and moisture versus momentum619

between the PBL schemes. All simulations show Pr−1
t >1 near the surface as a result620

of buoyancy increasing the turbulent transfer of heat relative to that of momentum (e.g.,621

Li 2019). However, throughout the airmass transition, YSU models the largest Pr−1
t val-622

ues which remain above 1 until ∼2 km ASL, while Pr−1
t in the other three schemes de-623

creases rapidly below unity. Most notable is the sharp decrease at low levels in Pr−1
t in624

the Level 3 scheme.625

We believe this finding related to Prt is important because it may control the mod-626

eled convective structures (e.g., Ching et al., 2014) and, as a result, the cloud proper-627

ties (e.g., Pithan et al., 2015). In this study, each of the PBL schemes to some extent628

rely on Prt. Recall that the vertical turbulent mixing of momentum and heat/moisture629

in the Level 2.5, Level 3, and YSU schemes strongly depends on Kv,m and Kv,h. While630

these terms are also important for the Level 2.5 EDMF scheme, its vertical mixing of heat631

is also largely dependent upon the MF component, which is not affected by Kv,h (cf. Eq. 6).632

Further investigation is required to determine whether the relatively small Pr−1
t values633

modeled by the Level 3 scheme are responsible for its lack of coherent convective cell struc-634

tures (cf. Figs. 2 and 3). Given our rather poor understanding of the impact of Prt on635

weather and climate in general (Li, 2019), future studies should more deeply focus on636

this topic.637

4 Summary and conclusions638

In this study, we examine the horizontal and vertical cellular cloud structures and639

properties of two intense marine CAOs observed during the COMBLE field project in640

March 2020. Both cases were characterized by widespread, robust CAO conditions due641

to strong northerly flow through the Fram Strait and toward the main COMBLE site642

at Andenes, Norway, where the AMF1 measurements were collected. The suite of instru-643

ments at AMF1 enables us to deeply examine the vertical cloud morphologies as well as644

the microphysical and macrophysical properties of these MPCs. VIIRS satellite retrievals645
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of CTT are used to supplement the AMF1 measurements across a broader geographi-646

cal area offshore Andenes. To better contextualize the observations, we conduct high-647

resolution mesoscale simulations (∆=1 km) using the WRF model. Given our relatively648

poor understanding of the impact of parameterized turbulence approaches on simulated649

CAO cloud properties, this study tests four different turbulence closure schemes within650

two commonly-used PBL scheme frameworks: MYNN and YSU. Of particular impor-651

tance for the model-observation evaluation at AMF1 is the application of the CR-SIM652

forward-simulator on WRF outputs to directly compare the model to the KAZR mea-653

surements.654

Main findings stemming from our study are as follows:655

• As modeled by WRF, convective cells near Andenes are defined by coherent pat-656

terns of low-level convergence and mid-BL vertical motions that arise in response657

to the development of cold pools.658

• A two-point correlation method applied to the divergence field yields cell sizes rang-659

ing from ∼12-38 km depending on the turbulence closure approach, with the YSU660

and Level 2.5 EDMF scheme producing the largest cells.661

• VIIRS satellite retrievals of CTT suggest that all model configurations, except for662

EDMF, overestimate CTT (i.e., cloud tops are too warm), with EDMF agreeing663

quite well overall.664

• Meanwhile, WRF simulations show generally better agreement with CTT mea-665

sured at the AMF1 site, pointing to the utility of applying the CR-SIM forward-666

simulator to model outputs. Compared to the AMF1 measurements, the EDMF667

scheme simulates clouds that are too deep and too cold.668

• At Andenes, WRF tends to overestimate maximum reflectivity – especially for the669

28 March case – and underestimate cloud top height (except for EDMF, which over-670

estimates cloud top height). The variability and peak values in LWP are predicted671

well, with slight biases of opposite sign for the two cases and no clear dependence672

on turbulence closure method.673

• Vertical cross-sections through the cellular structures reveal the secondary circu-674

lations and mixed-phase nature of the CAO clouds, with liquid production in up-675

drafts that form at cold pool edges and falling snow and graupel in downdraft re-676
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gions. Shear and buoyancy production of turbulence depict notable patterns re-677

lated to the cold pool structure.678

• The MF component of the EDMF scheme is found to be quite active (values ex-679

ceeding 0.1 m s−1) in broad columns stretching from the surface to ∼3.5 km ASL,680

suggesting that BL-spanning eddies are important for the lifecycle of convective681

clouds under CAO conditions.682

• Extraction of model outputs along backward trajectories launched at the AMF1683

site reveal that all model configurations simulate an increase in rainfall and grau-684

pel precipitation rates and fractional coverage that are linked with cloud breakup.685

• The magnitude of Prt relative to unity, which controls the relative strengths of686

vertical heat and momentum transfer in the BL, may play an important role with687

respect to mesoscale cloud organization. We find that the Level 3 scheme shows688

the largest values of Prt, possibly leading to less coherent cellular structures.689

One key outcome of our study is the apparent overactive behavior of the MF com-690

ponent of the MYNN scheme. It is worth emphasizing that the MF scheme in MYNN691

has been tuned more for land-based convection, has only recently been tuned for ma-692

rine shallow cumulus, and has never been tuned for CAOs. Given that here we exam-693

ine intense CAOs with a deep, yet rather ill-defined, BL characterized by relatively strong694

vertical motions by the time the airmass reaches Andenes, this likely represents a chal-695

lenging scenario for the MF scheme. Moreover, our inner domain ∆ falls within the tur-696

bulence gray zone, where the largest eddies become partially resolved; thus, the param-697

eterized turbulence should be tapered to some degree. Future studies should explore the698

impact of making various aspects of the MF scheme more scale-aware to perhaps weaken699

the updrafts, which are likely too strong in the two cases examined here. To help facil-700

itate such a study, our research group has conduct a realistic multiscale simulation with701

a domain spanning from the ice edge to Andenes and resolved at ∆=150 m using the702

large-eddy simulation method. These model outputs may be used to more confidently703

understand CAO cloud lifecycles including turbulence exchanges affecting BL growth,704

precipitation processes, and cloud transitions.705
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5 Open Research706

COMBLE campaign data at the Andenes site used in this study are available through707

the references listed in Section 2.1. VIIRS satellite imagery used in this study may be708

downloaded from the NASA Earthdata archive (https://www.earthdata.nasa.gov/). The709

WRF model code used in this study is public and may be found on the WRF GitHub710

repository (https://github.com/wrf-model).711
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. . . others (2020). The era5 global reanalysis. , 146 , 1999–2049.786

Heus, T., van Heerwaarden, C. C., Jonker, H. J., Siebesma, A. P., Axelsen, S., Dries,787

K. V. D., . . . de Arellano, J. V.-G. (2010). Formulation of the dutch atmo-788

spheric large-eddy simulation (dales) and overview of its applications. Geosci.789

Model Dev., 3 , 415–444.790

Hong, S.-Y., Noh, Y., & Dudhia, J. (2006). A new vertical diffusion package with an791

explicit treatment of entrainment processes. Mon. Wea. Rev., 134 , 2318–2341.792

Hong, S. Y., & Pan, H. L. (1996). Nonlocal boundary layer vertical diffusion in a793

medium-range forecast model. Mon. Wea. Rev., 124 , 2322–2339.794

Honnert, R., Masson, V., & Couvreux, F. (2011). A diagnostic for evaluating the795

representation of turbulence in atmospheric models at the kilometric scale. J.796

Atmos. Sci., 68 , 3112–3131.797

Huang, Y., Siems, S. T., Manton, M. J., & Thompson, G. (2014). An evaluation798

of wrf simulations of clouds over the southern ocean with a-train observations.799

Mon. Wea. Rev., 142 , 647–667.800

Iacono, M. J., Delamere, J. S., Mlawer, E. J., Shephard, M. W., Clough, S. A., &801

Collins, W. D. (2008). Radiative forcing by long-lived greenhouse gases:802

–27–



manuscript submitted to JGR: Atmospheres

Calculations with the AER radiative transfer models. J. Geophys. Res., 113 .803

Ito, J., Niino, H., Nakanishi, M., & Moeng, C.-H. (2015). An extension of the Mel-804

lor–Yamada model to the terra incognita zone for dry convective mixed layers805

in the free convection regime. Bound.-Layer Meteor., 157 , 23–43.806
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Figure 1: Infrared image of an example CAO cloud field from the 13 March 2020947

case (∼12 UTC retrieval from NOAA-20 VIIRS). The two-domain WRF configuration948

is also shown, with blue and red solid lines representing the pack ice edge (90% sea ice949

concentration) for the 13 March and 28 March cases, respectively. The location of An-950

denes, Norway is marked by the magenta diamond.951

Figure 2: Snapshots at 12 UTC on 13 March of convective cell properties near AMF1952

at Andenes, Norway for the four WRF configurations: (a-d) vertical velocity (W ) at 0.5zi,953

(e-h) divergence at 100 m AGL, and (i-l) 2 m temperature with W > 0.25 m s−1 at 0.5zi954

shown in magenta contours for reference. Fields are contoured according to their respec-955

tive colorbars. The location of the AMF1 is marked by the yellow diamond. The loca-956

tions of the vertical cross sections shown in Figs. 8 and 9 are represented by the dashed957

green lines for the Level 2.5 and Level 2.5 EDMF results.958

Figure 3: (a) Snapshots at 12 UTC on 13 March of convective cell size determined959

via the 100 m AGL horizontal convergence field. A two-point correlation method is ap-960

plied to the convergence field, with the local minimum of the normalized correlation co-961

efficient representing the cell radius. Here, we adjust the x-axis scale so that the min-962

imum corresponds with the cell size. (b-c) Time series of cell size for the four WRF con-963

figurations, computed via the method illustrated in (a). The mean values over the time964

period are shown at the end of the time series, with the 13 March case computing the965

mean beginning at 06 UTC once cellular convection begins in all simulations.966

Figure 4: Distributions and boxen plots of CTT for (left) 13 March and (right) 28967

March CAO cases. The gray boxes show the median value for each distribution. For each968

case, we combine all NOAA-20 VIIRS and SNPP VIIRS scenes and compare to the WRF969

simulations using the closest WRF output time. See Section 2.4 for details about the model-970

observation evaluation.971

Figure 5: Time-height comparison of (a-d) modeled KAZR reflectivity generated972

by the CR-SIM forward simulator and (e) observed KAZR reflectivity for a 6 h period973

during the 13 March event according to the colorbar. Potential temperature contours974

(every 2 K) are shown in magenta.975
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Figure 6: Time series of observed and modeled (a,e) maximum columnar reflectiv-976

ity, (b,f) CTT, (c,g) CTH, and (d,h) LWP for select 6 h periods during the (a-b) 13 March977

and (e-h) 28 March cases.978

Figure 7: Distributions and boxen plots of (a,e) maximum columnar reflectivity,979

(b,f) CTT, (c,g) CTH, and (d,h) LWP for the entirety of the (a-b) 13 March and (e-h)980

28 March cases. The gray boxes show the median value for each distribution.981

Figure 8: Vertical cross-sections of parameterized TKE for the (a) Level 2.5 and982

(d) Level 2.5 EDMF schemes. Also shown are the parameterized (b,e) vertical momen-983

tum and (c,f) buoyancy flux terms. Fields are contoured according to the respective col-984

orbars. All panels show θv (magenta contours) and the BL height as diagnosed by the985

PBL scheme (white contour). In panels (a,d) we show regions of the following mass mix-986

ing ratios: cloud liquid and rain (QC and QR; red dots; >10−3 g kg−1), cloud ice (QI;987

green circles; >10−3 g kg−1), and snow and graupel (QS and QG; blue stars; >10−1 g kg−1).988

Substantial vertical motions (positive: solid green, negative: dashed blue; magnitude >0.5 m s−1)989

are plotted in panels (b,e), and x-z flow vectors are plotted in panels (c,f) according to990

the arrow key.991

Figure 9: As in Fig. 8, except showing parameterized EDMF parameters: (a) frac-992

tional area of updrafts, (b) updraft vertical velocity, and (c) total (positive) parameter-993

ized convective scalar flux. The fields are contoured according to the respective color-994

bars. Secondary fields are plotted in each panel as in Fig. 8.995

Figure 10: (a) Backward trajectory launched from Andenes, Norway at 12 UTC996

on 13 March and at an altitude of 1000 m. Each ’X’ symbol represents the hourly lo-997

cation of the air parcel, with the numbers representing the time (h) prior to the airmass998

arriving at Andenes. The light blue symbols show the location of air parcels examined999

in Fig. 11. Also shown are time series of mean surface precipitation rates for (b) rain,1000

(c) snow, and (d) graupel as well as fraction of model grid cells experiencing (e) rain-1001

fall, (f) snowfall, and (g) graupel (precipitation rate threshold of 0.001 mm/h). At each1002

time interval, a 50x50 km2 box is drawn around the parcel location to compute the statis-1003

tics shown in this figure and Fig. 11.1004

Figure 11: Vertical profiles of QC, QR, QI, QS, and QG mass mixing ratios at (top1005

row) -12 h, (middle row) -6 h, and (bottom row) 0 h prior to the 13 March airmass reach-1006
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ing Andenes. The location of the airmass at each of these times in indicated by the light1007

blue symbols in Fig. 10a.1008
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Contents of this file

1. Text S1

2. Figures S1 to S3

Text S1 As in Haerter, Berg, and Moseley (2017) and Eirund, Possner, and Lohmann (2019),

the two-point correlation function used in this study assumes symmetry with respect to the x-

and y-coordinates. That is, we average the correlation function values at equivalent x- and y-

distances and thus do not consider correlations along diagonals, which is an inherent limitation

of this simplified approach.

As a result of our choice to compute the 1D correlations, we expect that this may produce

undesired results at certain times in our study for two main reasons: (1) our simulations are

real cases with domain boundaries that are non-periodic; hence, convective cells likely are not

symmetric while displaying a wide range of orientations; (2) the cells may not be well-defined in

some instances due to our ∆ being too coarse relative to the ∆ used in the LES conducted by

Haerter et al. (2017) and Eirund et al. (2019) (∆=200 m in both studies).

These undesired results are manifested as small values in Fig. 3, whereby cell sizes are char-

acterized as ∼10 km. We also note that during some scenes, e.g., for the Level 2.5 simulation

at 12 UTC on 13 March (cf. Figs. 2 and 3), there appears to be two dominant cell sizes, one

at 18 km and the other at 36 km. This may be due to the PBL scheme not properly resolv-

ing the convective cell structure, perhaps because of gray zone limitations. While we anticipate

that computing the more complete 2D correlation function from these fields would improve the

quantitative identification of cell sizes, we leave it for future work.
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Figure S1. Synoptic scale patterns at (a,c) at 925 hPa and (b,d) 500 hPa for (a-b) 13

March and (c-d) 28 March cases, based on our ∆ = 3 km Level 2.5 simulation. Each panel

shows geopotential height contours (solid white lines; every 40 m), potential temperature (color

contoured according to colorbars), wind vectors with vector key (green arrows), and the MCAO

index (magenta hatching where MCAO≥8). The location of Andenes, Norway is represented by

the yellow diamond, and the sea ice edge is indicated by the light blue solid line.
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Figure S2. As in Fig. 3 (i-l) except showing (a-d) simulated and (e) retrieved CTT fields

contoured according to the colorbar. The white gaps represent cloud-free regions.
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Figure S3. As in Fig. 11 except showing ice number concentration (Ni; bottom x-axis) before,

during, and after the cloud transition. Also plotted is the simulated temperature profile (black

contour; top x-axis). Vertical blue and magenta dashed lines mark -35 ◦C and -38 ◦C, respectively,

where homogeneous freezing of deliquesced aerosols and liquid water drops can begin to occur in

the model.
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