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Abstract

Reactive Transport Models (RTMs) are essential for understanding and predicting intertwined ecohydrological and biogeo-

chemical processes on land and in rivers. While traditional RTMs have focused primarily on subsurface processes, recent RTMs

integrate hydrological and biogeochemical interactions between land surface and subsurface. These emergent, watershed-scale

RTMs are often spatially explicit and require large amount of data and extensive computational expertise. There is however

a pressing need to create parsimonious models that require less data and are accessible to scientists with less computational

background. Here we introduce BioRT-HBV 1.0 (hereafter BioRT), a watershed-scale, hydro-biogeochemical model that builds

upon the widely used, bucket-type HBV model (Hydrologiska Brẙans Vattenavdelning), known for its simplicity and minimal

data requirements. BioRT uses the conceptual structure and hydrology output of HBV to simulate processes including solute

transport and biogeochemical reactions driven by reaction thermodynamics and kinetics. These reactions include, for example,

chemical weathering, soil respiration, and nutrient transformation. This paper presents the model structure and governing equa-

tions, demonstrates its utility with examples simulating carbon and nitrogen processes in a headwater catchment. As shown

in the examples, when constrained by data, BioRT can be used to illuminate the dynamics of biogeochemical reactions in the

invisible, arduous-to-measure subsurface, and their connections to observed solute export in streams and rivers. We posit that

such parsimonious models increase model accessibility to users without in-depth computational training. It also can serve as

an educational tool that promote pollination of ideas across different fields and foster a more diverse, equal, and inclusive user

community.

Hosted file

983846_0_art_file_11745448_s6rk17.docx available at https://authorea.com/users/655429/

articles/698937-biort-hbv-1-0-a-biogeochemical-reactive-transport-model-at-the-

watershed-scale
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 9 

Key Points: 10 

 We introduce BioRT-HBV, a watershed scale reactive transport model that is 11 

parsimonious, flexible, easy to use and requires minimal data 12 

 BioRT-HBV can simulate a variety of user-defined biogeochemical processes, 13 

including carbon and nitrogen processes 14 

 BioRT-HBV is open source for any researchers interested in ecohydrological and 15 

biogeochemical processes  16 

 17 

Abstract 18 

Reactive Transport Models (RTMs) are essential for understanding and predicting 19 

intertwined ecohydrological and biogeochemical processes on land and in rivers. While 20 

traditional RTMs have focused primarily on subsurface processes, recent RTMs 21 

integrate hydrological and biogeochemical interactions between land surface and 22 

subsurface. These emergent, watershed-scale RTMs are often spatially explicit and 23 

require large amount of data and extensive computational expertise. There is however a 24 

pressing need to create parsimonious models that require less data and are accessible 25 

to scientists with less computational background. Here we introduce BioRT-HBV 1.0 26 

(hereafter BioRT), a watershed-scale, hydro-biogeochemical model that builds upon the 27 

widely used, bucket-type HBV model (Hydrologiska Bryåns Vattenavdelning), known for 28 

its simplicity and minimal data requirements. BioRT uses the conceptual structure and 29 

mailto:lili@engr.psu.edu
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hydrology output of HBV to simulate processes including solute transport and 30 

biogeochemical reactions driven by reaction thermodynamics and kinetics. These 31 

reactions include, for example, chemical weathering, soil respiration, and nutrient 32 

transformation. This paper presents the model structure and governing equations, 33 

demonstrates its utility with examples simulating carbon and nitrogen processes in a 34 

headwater catchment. As shown in the examples, when constrained by data, BioRT can 35 

be used to illuminate the dynamics of biogeochemical reactions in the invisible, 36 

arduous-to-measure subsurface, and their connections to observed solute export in 37 

streams and rivers. We posit that such parsimonious models increase model 38 

accessibility to users without in-depth computational training. It also can serve as an 39 

educational tool that promote pollination of ideas across different fields and foster a 40 

more diverse, equal, and inclusive user community. 41 

 42 

Plain Language Summary 43 

Reactive Transport models (RTMs) are essential tools to understand the movement of 44 

water, nutrients and other elements from land to rivers and their interactions with each 45 

other.  Recent RTMs at the watershed scale, unlike earlier ones that primarily focus on 46 

subsurface processes, have integrated belowground processes and above-ground 47 

dynamics and characteristics including changing weather and vegetation cover. 48 

However, these models require large amount of data and are challenging for users from 49 

diverse backgrounds, including those with limited computational background. Here we 50 

introduce BioRT-HBV 1.0 (hereafter BioRT), a parsimonious, watershed-scale RTM that 51 

is relatively easy to learn and use and requires minimal data. BioRT can simulate a wide 52 

variety of processes like chemical weathering, carbon and nutrient transformation, soil 53 

organic carbon decomposition, among others. Here, we introduce the model structure, 54 

governing equations, and examples that illustrate the use of model in simulating carbon 55 

and nitrogen processes. We put forward this model as a potential research and 56 

educational tool that can be used by students and researchers from diverse disciplines. 57 

 58 
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1. INTRODUCTION 59 

Hydrological and biogeochemical processes at the watershed scale collectively 60 

shape the timing, magnitude, and quality of stream water. These processes include 61 

water flow and partitioning, and biogeochemical transformation and transport. They are 62 

driven by external hydroclimatic forcings and human perturbations, while modulated by 63 

watershed characteristics including soil structure, lithology, vegetation cover, land use, 64 

and topography (Li et al., 2022; Li et al., 2021; McDowell et al., 2023; Sullivan et al., 65 

2022). It is essential to understand interacting hydrological and biogeochemical 66 

processes and to forecast river water response to future climate and human 67 

perturbations (Li, 2019).  68 

Water quality models have been developed for these purposes. Examples 69 

include SWAT (Soil Water Assessment Tool) (Hu et al., 2007; Luo & Zhang, 2009; Rajib 70 

et al., 2020), HSPF (Hydrological Simulation Program – FORTRAN) (Filoso et al., 2004; 71 

Laroche et al., 1996), HYPE (Hydrological Predictions for the Environment) (Arheimer et 72 

al., 2012; Veinbergs et al., 2017), MIKE SHE (Système Hydrologique Européen) (Hou et 73 

al., 2021; Jaber & Shukla, 2012), and INCA (INtegrated CAtchment model) (Bastrup-74 

Birk & Gundersen, 2004; Wade et al., 2002). Most of these existing water quality 75 

models focus on a limited number of defined reactions and solutes a priori and have 76 

limited flexibility of modifying included reactions. As an example, the PULSE model – 77 

the first water quality model based on HBV (Hydrologiska Bryåns Vattenavdelning) – 78 

simulates variations in stream pH and alkalinity (Bergström et al., 1985). The PULSE 79 

model was later augmented to simulate the transport of the conservative tracer 18O 80 

(Lindström & Rodhe, 1986) and inorganic nitrogen (Bergström et al., 1987; Brandt, 81 

1990). Nitrogen (N) processes were further expanded to consider nitrogen 82 

transformation in streams, lakes and wetlands, ultimately leading to the development of 83 

the HBV-N model (Arheimer & Brandt, 1998; Arheimer & Wittgren, 1994; Pettersson et 84 

al., 2001). This model evolved into HBV-NP that includes transport and transformation 85 

of soluble and particulate phosphorus (P) (Andersson et al., 2005; Arheimer et al., 86 

2005). Based on HBV-NP, the Hydrological Predictions for the Environment (HYPE) 87 

model was developed for simulations at high spatial resolution (Lindström et al., 2010). 88 
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The HYPE model has been further modified to add organic carbon processes (Pers et 89 

al., 2016). The model can now simulate carbon and nutrient processes but lacks the 90 

capability to model other solutes such as cations and anions from chemical weathering.  91 

Biogeochemical reactions are complex and often cover a wide range of solutes 92 

and processes, varying from abiotic reactions such as chemical weathering to biotic 93 

reactions such as soil respiration, nutrient transformation, and plant uptake of nutrients. 94 

Users often do not know which reactions play a predominant role for particular nutrient 95 

or solute dynamics a priori. There is a need for generic, flexible models where users can 96 

define the types of reactions and solutes such that different types of reactions can be 97 

tested. Multi-component Reactive Transport Models (RTMs) can serve this purpose. 98 

These models solve reactive transport equations for a variety of user-defined solutes 99 

based on reaction stoichiometry and thermodynamics and kinetics defined in a generic 100 

database and input files (Steefel et al., 2015; Steefel & MacQuarrie, 1996). Traditional 101 

RTMs have primarily focused on subsurface processes (Li, Maher, et al., 2017; 102 

Lichtner, 1988). Recent RTMs have evolved to include land surface processes and their 103 

interactions with subsurface processes at the watershed scale (Bao et al., 2017; Jan et 104 

al., 2021; Zhi et al., 2022).   105 

The emergent watershed-scale RTMs have facilitated our understanding of 106 

complex hydrological and biogeochemical coupling. However, characterized by spatial 107 

and computational complexity, these models require intensive measurements that are 108 

often only available in intensively monitored catchments. The computational complexity 109 

also limits the models to be accessible mostly to users with extensive computational 110 

background. There is a pressing need for flexible and parsimonious models that are 111 

accessible to users without extensive computational training.  112 

In this context, we developed BioRT-HBV model that integrates the widely-used 113 

hydrologic model HBV with BioRT, the biogeochemical module of BioRT-Flux-PIHM (Zhi 114 

et al., 2022). HBV is a semi-distributed, bucket-type hydrological model that has been 115 

used to simulate watershed-scale hydrological processes in more than 30 countries 116 

(Bergström, 1992; Seibert & Bergström, 2022). It has also been used widely for 117 

educational purposes to teach hydrology concepts (Seibert & Vis, 2012). It originated in 118 
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the 1970s (Bergström, 1992; Bergström & Forsman, 1973) and now has several 119 

different versions for different purposes (Bergström & Lindström, 2015). The driving 120 

philosophy of HBV has been a simple but robust model with minimal data requirements 121 

(Lindström et al., 1997). The HBV-light version offers a user-friendly graphical user 122 

interface and has been widely used for both educational and research purposes 123 

(Seibert & Vis, 2012). 124 

BioRT uses the hydrological output from HBV-light, including soil moisture, water 125 

storage, and flow. BioRT follows the development of traditional reactive transport 126 

approaches widely used in the geochemistry community (Lichtner, 1988; Steefel et al., 127 

2015; Steefel & MacQuarrie, 1996). BioRT can model a variety of biogeochemical 128 

processes including chemical weathering and soil respiration, nutrient transformation, 129 

and sediment mobilization. The reactive transport code is written generically to allow 130 

users to define the system of reactions and solutes and solids they intend to simulate in 131 

input files. Its extensive database defines reaction stoichiometry, thermodynamics, and 132 

kinetics, and can be extended by users. Here we present the model description, 133 

governing equations, and numerical scheme. We additionally show example 134 

applications in simulating reactive transport processes at the watershed scale in 135 

Sleepers River, Vermont, USA.  136 

2. MODEL DESCRIPTION 137 

2.1 Model structure  138 

The “standard” HBV model has been well documented in literature (Bergström, 139 

1992; Seibert & Vis, 2012). Here we briefly describe the model structure of HBV that is 140 

necessary to understand the structure of BioRT-HBV. HBV-light simulates hydrological 141 

processes, including evapotranspiration and streamflow generation, and partitions 142 

streamflow into three major lateral flow paths, Q0, Q1, and Q2, that drain into rivers and 143 

streams. The model includes two subsurface zones, the upper and lower zones (UZ and 144 

LZ), which we conceptually consider as corresponding to the shallow soil zone (SZ) and 145 

deeper groundwater zone (DZ) in BioRT, respectively (Figure 1). The shallow zone 146 

represents the subsurface where transient lateral water flow can form or where the 147 

water table can rise to under very wet conditions (Sullivan et al., 2016; Torres et al., 148 
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2015). This is the zone where water comes and goes quickly and interacts with 149 

weathered minerals and organic matter in soil. The deep zone represents the deeper 150 

subsurface that is generally saturated and provides baseflow under low flow conditions. 151 

Conceptually this can represent shallow aquifers below the soil zone where older water 152 

is in contact with partially weathered or parent bedrock (Anderson et al., 1997; Frisbee 153 

et al., 2013).  154 

An additional surface zone (SF) was added in BioRT to represent the transient 155 

above-ground water storage. As rainfall arrives and snowmelt occurs at the ground 156 

surface, water can either infiltrate to the subsurface or flow directly to the stream as 157 

surface runoff. While infiltrating water chemistry may depend only on the mixing of 158 

snowmelt water and rainfall, surface runoff can interact with the ground surface and top 159 

subsurface layers such as surface organic matter and litter, and mobilize fine sediments 160 

(soil erosion), ashes, road salts and nutrients on its way towards streams. These 161 

reactions influence the chemistry of the surface runoff reaching the stream though not 162 

the infiltrating water, and can be simulated in surface zone. Each zone is considered as 163 

a well-mixed reactor in the model.  164 

HBV-light calculates the soil moisture and “dynamic” water storage in upper and 165 

lower zone that generates streamflow. Some water in subsurface does not contribute to 166 

streamflow generation but participate in evapotranspiration, solute transport, and 167 

reactions. This “passive” water storage is not modelled by HBV, and we assign these 168 

values for shallow and deep zones in BioRT input files. The signature of this storage is 169 

often reflected in tracer transport and stream chemistry and therefore can be calibrated 170 

using tracer and stream chemistry data.  171 

To assign physical meanings to the three flows, we slightly changed the HBV 172 

terminology in BioRT (Figure 1). We use QSF for Q0, conceptually representing rapid 173 

surface flow or quick flow; QSZ for Q1, representing lateral flow from the shallow soil 174 

zone; and QDZ for Q2, representing flow from the deep groundwater zone. The sum of 175 

the three flows is the total stream discharge (Q). The relative contributions of these 176 

three flows to discharge depend on hydroclimate forcings and the land and subsurface 177 

characteristics. They are quantified by calibrating model parameters in HBV that 178 
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characterize how water moves through a watershed, including, for example, how much 179 

water infiltrates to the shallow zone and recharges (or percolates according to the 180 

typical HBV language) to the deep zone to become deeper groundwater. Note that 181 

these three flows are simplified representations of innumerable flow paths in natural 182 

systems. Such simplification is necessary as we do not have the data and 183 

computational luxury to fully represent these details.  184 

 185 

Figure 1: A conceptual diagram of BioRT-HBV model structure. Note that the shallow zone (SZ) 186 
and deep zone (DZ) correspond to upper and lower zones in HBV-light, such that QSF, QSZ, and 187 
QDZ correspond to the flows defined in HBV-light as Q0, Q1, and Q2, respectively. BioRT has an 188 
additional surface zone (SF) for potential reactions that mobilize solutes and solids at the 189 
ground surface. The BioRT model can incorporate input precipitation chemistry and user-190 
defined reaction networks in the SF, SZ and DZ, such that distinct biogeochemical processes 191 
can be simulated in each zone for each flow path that contributes to the stream. 192 

2.2 Governing equations 193 

In multi-component reactive transport systems, we have multiple solute species 194 

participating in multiple reactions. Following RTM tradition (Lichtner, 1988; Steefel & 195 

MacQuarrie, 1996), BioRT solves the governing equations for each zone for the primary 196 

species. The primary species are the building blocks of the chemical system; the 197 

secondary species can be expressed by the concentrations of primary species via 198 

equilibrium reactions and laws of mass action. This approach eliminates the need to 199 

solve for all species via time stepping. The model solves differential equations only for 200 

the concentrations of primary species, based on which the concentrations of secondary 201 

species can be calculated. Here we write the equations for an arbitrary primary species i 202 

within a total number of n primary species.  203 
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In the surface zone (SF):  204 

𝑑𝐶𝑆𝐹,𝑖𝑉𝑤,𝑆𝐹

𝑑𝑡
= 𝑃𝑟𝑎𝑖𝑛𝐶𝑟𝑎𝑖𝑛,𝑖 +  𝑄𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡𝐶𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡,𝑖 − 𝑄𝑆𝐹𝐶𝑆𝐹,𝑖 − 𝑄𝑖𝑛𝑓𝑖𝑙𝐶𝑖𝑛𝑓𝑖𝑙,𝑖 +  𝑅𝑆𝐹 , 𝑖 = 1, … , 𝑛        (1) 205 

where the solute concentration in the infiltrating water Cinfil,i is determined by the mixing 206 

of rainwater and snowmelt water:𝐶infil,i =
𝑃𝑟𝑎𝑖𝑛𝐶𝑟𝑎𝑖𝑛,𝑖+𝑄𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡𝐶𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡,𝑖

𝑃𝑟𝑎𝑖𝑛+𝑄𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡,𝑖
. Snow can 207 

accumulate at the ground surface, and is kept track using the equation: 
𝑑𝐶𝑠𝑛𝑜𝑤,𝑖𝑉𝑠𝑛𝑜𝑤

𝑑𝑡
=208 

𝑃𝑠𝑛𝑜𝑤𝐶𝑝𝑝𝑡,𝑖 − 𝑄𝑠𝑛𝑜𝑤𝑚𝑒𝑙𝑡𝐶𝑠𝑛𝑜𝑤,𝑖 209 

In the Shallow Zone (SZ): 210 

𝑑(𝐶𝑆𝑍,𝑖𝑉𝑤,𝑆𝑍)

𝑑𝑡
= 𝑄𝑖𝑛𝑓𝑖𝑙𝐶𝑖𝑛𝑓𝑖𝑙,𝑖 − (𝑄𝑆𝑍 + 𝑄𝑝𝑒𝑟𝑐)𝐶𝑆𝑍,𝑖 +  𝑅𝑆𝑍,𝑖 , = 1, … , 𝑛                                       (2) 211 

In the Deep Zone (DZ): 212 

𝑑(𝐶𝐷𝑍,𝑖𝑉𝑤,𝐷𝑍)

𝑑𝑡
= 𝑄𝑝𝑒𝑟𝑐𝐶𝑆𝑍,𝑖 − 𝑄𝐷𝑍𝐶𝐷𝑍,𝑖 +  𝑅𝐷𝑍,𝑖,      𝑖, = 1, … , 𝑛                                                  (3) 213 

where Psnow is the precipitation falling as snow, Prain is the precipitation falling as rainfall, 214 

Qsnowmelt is the flow from snowmelt, Qinfil is the infiltrating water flow entering the shallow 215 

zone, Qperc is the water percolating (or recharge) from shallow to deep zone. Here Vw,SF, 216 

Vw,SZ, and Vw,DZ are the water storage in surface zone, shallow zone, and deep zone, 217 

respectively, and Vw,snow is the water storage in the snow. The Cppt,i, Csnow,i, Cinfil,i, CSF,i, 218 

CSZ,i, and CDZ,i are concentrations of solute i in precipitation, snow, infiltrating water 219 

entering shallow zone, surface zone, shallow zone, and deep zone, respectively. The 220 

reaction rates RSF,i, RSZ,i, and RDZ,i are those of solute i in surface zone, shallow zone, 221 

and deep zone, respectively. If a solute participates in more than one reaction, the rates 222 

of each reaction can be spelled out separately and each R term is the summation of 223 

multiple reaction rates in each zone, as exemplified later in the example applications. 224 

Water volume (V) and water fluxes (Q) are drainage-area-normalized values and have 225 

units of mm (volume per unit drainage area) and mm/time of water respectively. 226 

Concentrations (C) and reaction rates (R) are in the unit of mole/l and mole/l/time 227 

respectively.  228 

2.3 Reactions 229 
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BioRT can simulate a variety of reactions including chemical weathering (e.g., 230 

mineral dissolution and precipitation), microbial and root respiration reactions, nutrient 231 

transformation, ion exchange, surface complexation, among others. Users can define 232 

the types of reactions and solutes to be included in the reaction network, and the form 233 

of reaction rate laws.  234 

2.3.1 Rate laws of weathering reactions 235 

For weathering reactions, the rates generally follow the classic Transition State 236 

Theory (TST) (Aagaard & Helgeson, 1982; Helgeson et al., 1984; Lasaga, 1984), which 237 

prescribes reaction rates as dependent on mineral properties, concentrations of some 238 

catalyzing solutes, and how far away the reaction is from equilibrium:  239 

𝑟 = 𝐴𝑚𝑖𝑛𝑒𝑟𝑎𝑙𝑘𝑎𝑚 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
)                                             (4) 240 

Here r is the reaction rate (mol/m3/time), Amineral is the mineral surface area per unit 241 

volume (m2/m3), k is the kinetic reaction rate constant of the reaction (mol/m2/time), Keq 242 

is the equilibrium constant of the reaction, ‘a’ represents the activity (equals to 243 

concentration in most natural inland waters) of a solute that can catalyze or inhibit 244 

weathering, and the exponent ‘m’ describes the extent of dependence on the solute. For 245 

example, hydrogen ion (H+) often accelerates weathering such that the reaction rates 246 

depend on pH. The ratio IAP (Ion Activity Product) / Keq describes how far away the 247 

reaction is from equilibrium;  248 

2.3.2 Rates of biologically mediated reactions  249 

It is well known that rates of reactions such as soil respiration and nutrient 250 

transformation in natural subsurface generally depend on conditions including 251 

temperature, soil moisture, and water table level (Davidson et al., 2004; Davidson & 252 

Janssens, 2006). As such, reaction rates depend not only on properties of reacting 253 

mineral or substrate, but also on these conditions. We therefore use a rate law with 254 

dependence functions in BioRT to account for these effects:  255 

𝑟 = 𝑘𝐴 𝑓(𝑇)𝑓(𝑆𝑤)𝑓(𝑍𝑤)                                                                (5) 256 
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Here r is the reaction rate (mol/m3/time), k is the reaction rate constant (mol/m3/time), A 257 

is the material surface area abundance (m2/m3); and f(T), f(Sw), and f(Zw) describe the 258 

rate dependence on temperature (T), soil moisture (Sw), and water table levels (Zw), 259 

respectively, as detailed below.  260 

Temperature dependence function f(T): Biotic reaction rates typically increase with 261 

temperature. Here we use the Q10-based approach that has been widely adopted 262 

(Davidson & Janssens, 2006; Elberling, 2005).  263 

𝑓(𝑇) =  𝑄10
|𝑇−20|/10

                                                                             (6) 264 

where Q10 is the temperature coefficient representing relative increase in rates when 265 

temperature increases by 10°Celsius, and T is temperature (°C). If Q10 is 1, f(T) 266 

becomes 1 such that the rate has no dependence on temperature.  267 

Soil moisture dependence function f(Sw): Microbial respiration rates typically 268 

increase with soil moisture until some intermediate value, beyond which the rates 269 

decrease as they change from substrate limited to oxygen limited (Or et al., 2007). 270 

Similarly, root respiration rates also peak at some intermediate soil moisture conditions. 271 

To model dependence on soil moisture, BioRT uses the following generic dependence 272 

function (Yan et al., 2018):  273 

𝑓(𝑆𝑤) = {
(

𝑆𝑤

𝑆𝑤,𝑐
)

𝑛

,when 𝑆𝑤 < 𝑆𝑤,𝑐

(
1−𝑆𝑤

1−𝑆𝑤,𝑐
)

𝑛

,when 𝑆𝑤 > 𝑆𝑤,𝑐

             (7) 274 

where Sw is the soil moisture, Sw,c is the critical soil moisture at which reaction rate 275 

peaks, and n is soil moisture dependence exponent. The term Sw,c indicates that 276 

increasing moisture content does not always translate to higher rates. For example, 277 

under water-saturated conditions, O2 becomes limited such that the relatively fast 278 

aerobic reactions slow down and generally slower anaerobic reactions become 279 

dominant, which reduce the overall rates of biogeochemical reactions (Schlesinger & 280 

Bernhardt, 2020). Under rare conditions where rates do not depend on soil moisture, n 281 

can be set as zero to disable the soil moisture dependence. This function can also be 282 

used for abiotic weathering reactions. Weathering rates typically increase with water 283 
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content as increasing soil moisture wet mineral surface area (Li, Bao, et al., 2017). This 284 

means that the Sw,c for weathering reactions are one or close to one such that f(Sw) 285 

almost always increase with water content.  286 

Water table depth dependence function f(Zw): In addition to soil moisture, water table 287 

depth and the depth distribution of solute sources can further influence reaction rates 288 

and solute mobilization (Seibert et al., 2009; Zhi & Li, 2020). For example, organic 289 

matter is typically more abundant at shallow depths (Souza et al., 2023) such that 290 

shallow water tables can often access more organic matter and mobilize dissolved 291 

organic carbon (DOC) that is sorbed on soil surface to stream. A rising water table can 292 

also promote lateral and vertical hydrological connectivity and enhance reaction rates 293 

(Clow & Mast, 2010; Xiao et al., 2021). On the other hand, falling water table in peat 294 

lands have been associated with elevated soil respiration and carbon losses (L. Ma et 295 

al., 2022). BioRT uses an exponential function to account for the water table depth 296 

dependence following practices in literature (Bai et al., 2016; Ottoy et al., 2016; Seibert 297 

et al., 2009). 298 

𝑓(𝑍𝑤) = 𝑒𝑥𝑝(−𝛼𝑍𝑤
𝛽)                       (8) 299 

where Zw is water table depth, α and β are parameters that determine the magnitude 300 

and direction of the dependence on water table depth respectively. When α = 0, the 301 

rates have no dependence on water table depth.  When β = 1, the rate increases as 302 

water table depth decreases (water table rises); when β = -1, the rate decreases as 303 

water table depth decreases.  304 

Additional dependence on solute concentrations: Microbe-mediated redox reactions 305 

can be limited by the concentrations of electron donor (e.g., dissolved organic carbon) 306 

and / or electron acceptors. This is often the case in deep zone where organic materials 307 

are less reactive and electron acceptors such as O2 are limited. In that case reaction 308 

rates follow the Monod form (Monod, 1949)  309 

𝑟 = 𝑘𝐴 ∏ (
𝐶𝑖𝑖

𝐶𝑖𝑖+ 𝐾𝑀,𝑖𝑖 
)𝑚𝑚

𝑖𝑖=1                                                                                          (9) 310 
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Here KM,ii is the half saturation coefficient (mol/l) of electron donor or acceptor ii and mm 311 

is the total number of electron donors and acceptors that are limiting.  312 

In addition, when multiple electron acceptors coexist, the sequence of redox 313 

reactions occur following the biogeochemical redox ladder (Schlesinger & Bernhardt, 314 

2020). This can be accomplished by including inhibition terms in the following form (Li, 315 

2019; Van Cappellen & Gaillard, 1996).  316 

𝑟 = 𝑘𝐴 ∏ (
𝐶𝑖𝑖

𝐶𝑖𝑖+ 𝐾𝑀,𝑖𝑖 
)𝑚𝑚

𝑖𝑖=1 ∏ (
𝐾𝐼,𝑗

𝐶𝑗+ 𝐾𝐼,𝑗 
)𝑛𝑛

𝑗=1                                                                  (10) 317 

Here KI,j is the inhibition coefficient (mol/l) of inhibitor j and nn is the total number of 318 

inhibitors. For rates of reactions that use nitrate as electron acceptor, the inhibition term 319 

can include concentration of inhibitor O2, as O2 has to be almost depleted for 320 

denitrification to become dominant.  321 

These detailed reaction rate laws are typically developed in relatively small-scale, 322 

controlled experimental systems, often well-mixed reactors, where concentrations of all 323 

participating chemicals are measured. The use of these rate laws requires 324 

concentrations of all involved species. In the natural systems, we often do not have 325 

concentration data of all participating chemicals and how they limit each other. We 326 

additionally often have limited information on spatial heterogeneities of minerals and 327 

substrate materials and which minerals are effectively reacting. Typically, we can only 328 

infer rates from measured data. As a result, we often have to simplify these rate laws 329 

and use relatively crude representation of reaction rates that involve less parameters.  330 

2.4 Numerical scheme  331 

The numerical scheme used is similar to those in BioRT-Flux-PIHM (Zhi et al., 332 

2022) with some slight modifications. Sequential noniterative approach (SNIA), an 333 

operator splitting method that solves transport and reaction separately, was used in 334 

solving the equations (Steefel & MacQuarrie, 1996; Walter et al., 1994). Transport was 335 

solved using Backward Euler method, while reactions were solved iteratively using 336 

Crank-Nicholson and Newton-Raphson method with adaptive time steps. The system of 337 

linear equations derived from the discretization of ordinary differential equations (ODE) 338 
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at each step was solved using CVODE, a numerical ODE solver in SUite of Nonlinear 339 

and Differential / ALgebraic equation Solvers (SUNDIALS) (Hindmarsh et al., 2005).  340 

2.5 Model setup and input/output   341 

The model structure and setup of BioRT-HBV is shown in Figure 2. The input of 342 

HBV-light includes time series of precipitation, temperature, potential evapotranspiration 343 

and stream discharge (for calibration) (Seibert, 2005). HBV-light can be calibrated either 344 

manually or using automatic methods like genetic algorithm optimization (Seibert, 2000; 345 

Seibert & Vis, 2012; Vis et al., 2015). Monte Carlo simulations have also been used to 346 

pick cases that reproduce streamflow data (Sadayappan et al., 2023). Modelled water 347 

fluxes and storage from HBV are used as the hydrological input for BioRT. Model also 348 

back calculates variables that are not included in the results file of HBV, for example, 349 

amount of water percolating from upper to lower zone and form of precipitation (snowfall 350 

or rainfall), using HBV model parameters.  351 

 Depending on research needs, users can decide the complexity of the reaction 352 

network, including the type and number of reactions, and the number of solutes and 353 

sediments to be included. The information can be prescribed by users in the input files. 354 

Reaction stoichiometry, thermodynamics, and kinetics can be specified in the input files 355 

and in the geochemical database. The database follows the format of the Crunchflow 356 

model database (Steefel, 2009). The model input also includes watershed 357 

characteristics including passive water storage, porosity, depths of shallow and deep 358 

zones as well as initial concentrations of primary species that serve as the building 359 

blocks of chemical systems, mineral specific surface area and the dependence 360 

functions (soil moisture, temperature and water table depth) for reactions in both 361 

shallow and deep zones. Subsurface properties, including, for example, porosity and 362 

surface areas of reacting materials are considered as constant because the time scales 363 

considered in BioRT span from days to years.   364 

The model output includes concentrations of different solutes and sediments in 365 

snow, surface zone, shallow zone, deep zone, and streams, as well as rates of the 366 

kinetically controlled reactions in these zones. BioRT can be run at any time scale, as 367 

long as the time intervals are consistent across input files and in both HBV-light and 368 
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BioRT models. For example, if the time series of temperature and precipitation of HBV-369 

light inputs are at the daily scale, the input of precipitation chemistry for BioRT should 370 

also be at the daily scale. The output of BioRT will also be correspondingly at the daily 371 

scale. If instead the precipitation and all other inputs are at minute or hourly scales for 372 

events, the output will be at the same time scale.  373 

 374 

Figure 2. The model structure of BioRT-HBV. HBV-light and BioRT need to be run separately. 375 
HBV requires climate forcing as input, and outputs time series of water variables that quantify 376 
water balance and surface and subsurface flow. The model output of HBV is used as input for 377 
BioRT, along with other input files that describe the chemical forcing, initial conditions, and 378 
reactions. BioRT output includes time series of solute concentrations in different zones and in 379 
stream and reaction rates in different zones.  380 

3. EXAMPLE MODEL APPLICATIONS 381 

BioRT has been used to understand reactive transport processes in multiple 382 

watersheds, including the catchment W-9 in Sleepers River in Vermont (Stewart et al., 383 

2023, in review), and Coal Creek in Colorado (Kerins et al., 2023, in review). Here we 384 

showcase the application of BioRT in W-9 in Vermont, US. We first describe W-9 385 

catchment and its hydrology to provide context, followed by the simulation of carbon 386 

and nitrogen processes. Carbon processes modelled include soil respiration (lumped 387 

heterotrophic and autotrophic respiration) that produces Dissolved Organic Carbon 388 

(DOC) and Dissolved Inorganic Carbon (DIC), adsorption of DOC to soils, and 389 

carbonate weathering. Nitrogen (N) processes include N leaching, plant N uptake, and 390 

denitrification. The carbon processes were calibrated using stream chemistry, whereas 391 
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the nitrogen processes are presented as an uncalibrated example. These reaction 392 

examples are not meant to be comprehensive but serve the purpose of illustrating what 393 

can be done using BioRT.  394 

3.1 Study site 395 

W-9 is a small, forested headwater catchment (0.405 km2) in the Sleepers River 396 

Research Watershed in northeastern Vermont, USA. It has a humid continental climate 397 

with mean annual precipitation of 1320 mm and mean annual temperature of 4-6°C 398 

(Armfield et al., 2019; Sebestyen et al., 2009). Approximately 20-30% of annual 399 

precipitation falls as snow; 40% of precipitation is partitioned to evapotranspiration, 400 

while the remaining 60% is partitioned to stream runoff (Shanley, 2000). Soils on 401 

hillslopes are well-drained inceptisols and spodosols while riparian soils are poorly 402 

drained histosols. The catchment is underlain by quartz-mica schist and carbonate-403 

containing calcareous granulite bedrock (Shanley, 2000; Shanley et al., 2004). 404 

Weathering of carbonate minerals (mostly calcite) produces base cations like calcium 405 

(Ca) and carbonate species, resulting in well-buffered subsurface and stream water 406 

(Adler et al., 2021; Shanley, 2000).  407 

 408 

Figure 3: Time series of observed precipitation, discharge, snow water equivalent (SWE) and 409 
HBV model output (lines) that reproduces stream discharge data (dots) at W-9 for water year 410 
2017.  411 

W-9 is a seasonally snow-dominated catchment. Discharge often peaks in March 412 

or April following spring snowmelt (Figure 3). Model output from HBV suggests that 413 

annual discharge is dominated by deep flow QDZ (~64%), followed by shallow flow QSZ 414 
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(~35%) and minimal contributions from QSF (~1%). At the daily scale, shallow flow QSZ 415 

often dominates under wet conditions (e.g., spring snowmelt) and QDZ dominates under 416 

dry conditions (e.g., summer). This partitioning of discharge is consistent with previous 417 

studies that highlight a strong groundwater signature in baseflow stream chemistry and 418 

new water contributions through surficial soils and shallow flow paths following events 419 

like snowmelt and storms (Kendall et al., 1999; Sebestyen et al., 2008; Shanley et al., 420 

2002; Shanley et al., 2015).  421 

3.2 Carbon processes  422 

3.2.1 Reaction network 423 

To understand the dynamics of dissolved carbon in the stream, we simulate both 424 

carbonate weathering (carbonate lithology at W-9) and soil respiration, including 425 

heterotrophic respiration (carbon decomposition) by microbes and autotrophic 426 

respiration by plant roots, among other reactions (Table 1). Three reactions were 427 

included to capture DOC dynamics: shallow zone soil respiration (RespSZ), deep zone 428 

respiration (RespDZ), and equilibrium-controlled sorption in shallow zone (SorptionSZ). 429 

RespSZ represents the net DOC and DIC production from microbial processing of soil 430 

organic carbon (OCSZ) and root respiration and exudates (RootsDOC&DIC). RespDZ 431 

represents DIC produced in the DZ where, in addition to translocated DOC from the 432 

shallow zone, petrogenic carbon (Dean, 2019; Soulet et al., 2018) and deep root 433 

exudates (Tune et al., 2020) can also act as sources of DIC. We use the temperature 434 

dependence function (f(T) in equation (6)) to account for the generally higher respiration 435 

rates in the summer, and the soil moisture function (f(Sw)) to account for rate 436 

dependence on water content. These reactions are considered as occurring only in the 437 

shallow and deep zones, as their occurrence at the ground surface tends to be minimal 438 

due to fast runoff and short contact time with surface materials.  439 

The carbonate weathering reactions, CarbonateSZ and CarbonateDZ, represent 440 

the dissolution of carbonate-containing minerals to produce calcium ions (Ca2+) and DIC 441 

(via CO3
2-) following a TST rate law. CarbonateDZ follows the same reaction as 442 

CarbonateSZ, though reaction rates and stoichiometry differ due to differences in the 443 

origin and composition of carbonate in the two zones. The shallow zone carbonate is 444 
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usually pedogenic carbonate generated by carbonate precipitation in soil under dry 445 

conditions (Macpherson & Sullivan, 2019; Zamanian et al., 2016), whereas deep zone 446 

carbonate is typically partially weathered or unweathered carbonate bedrock.  447 

DIC is the sum of all dissolved inorganic carbon species (CO2(aq), HCO3
- and 448 

CO3
2-). The model simulates carbonate speciation reactions between these three 449 

species, depending on pH. High concentration of CO2(aq) leads to the formation of CO2 450 

gas in soil. The extent of this CO2 gas-aqueous exchange is determined by CO2 451 

solubility prescribed by Henry’s Law. In BioRT, we represent CO2(*g) as an immobile 452 

pseudo-gas phase that can dissolve to become CO2(aq). DIC production and CO2 gas-453 

aqueous exchange are coupled processes so they are always simulated together. The 454 

full reaction network and calibrated parameters are summarized in Table 1. 455 

Table 1. Reaction network and parameters for BioRT-HBV model calibrated for respiration and 456 
weathering in W-9 catchment of Sleepers River. 457 

Reactions Rate law 

log10 

Keq 

log10k 

(mol/

m2/s) 

SSA 

(m2/g

) 

𝑓(𝑇)

Q10  

𝑓(𝑆𝑤) 

n, Sw,c 

𝑓(𝑍𝑤) 

α × β 

Shallow Zone Reactions 

(1) Respiration (RespSZ): 

𝑂𝐶(𝑠) +  𝑅𝑜𝑜𝑡𝑠𝐷𝑂𝐶 & 𝐷𝐼𝐶 →

0.6𝐷𝑂𝐶 + 0.55𝐷𝐼𝐶 

𝑟1 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) 

 
NA 

 

-10.2 

 

0.10 2.30 
0.8, 

0.7 
0 

(2) CarbonateSZ: 

 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒𝑆𝑍(𝑠) →

1.1𝐶𝑎2+ + 0.5𝐷𝐼𝐶 

𝑟2 = 𝑘𝐴 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
) -7.60 -9.19 1.00 1.00 

1.0, 

1.0 
0 

(3) Sorption (SorptionSZ): 

≡  𝑋 +  𝐷𝑂𝐶 ↔≡ 𝑋𝐷𝑂𝐶  
𝐸𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 -1.00 NA 1.0 NA NA NA 

(4) CO2 Gas – Aqueous 
Exchange: 
 𝐶𝑂2(∗ 𝑔)  ↔  𝐶𝑂2(𝑎𝑞) 

𝑟4 = 𝑘𝐴 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
) -3.20 -13.10 0.01  3.0  

0.7, 

 0 
0 

Deep Zone Reactions 

(5) RespDZ: 

 𝑂𝐶𝐷𝑍(𝑠) + 𝐷𝑂𝐶 → 0.7𝐷𝐼𝐶 
𝑟5 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) NA -9.2 0.07 1.00 

1.2, 

0.6 
0 
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(6) CarbonateDZ: 

 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒𝐷𝑍(𝑠) →

0.9𝐶𝑎2+ + 0.7𝐷𝐼𝐶 

𝑟6 = 𝑘𝐴 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
) -7.30 -9.19 7E-4 3.00 

0.9, 

1.0 
0 

(7) CO2 Gas – Aqueous 
Exchange:  
𝐶𝑂2(∗ 𝑔)  ↔  𝐶𝑂2(𝑎𝑞) 

𝑟7 = 𝑘𝐴 (1 −
𝐼𝐴𝑃

𝐾𝑒𝑞
) -3.20 -13.10 7E-3  1.5  0.7, 0  0 

Equilibrium Reactions in both Shallow and Deep Zones 

Carbon Speciation Reactions  

(8)  𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 ↔ 

 𝐻𝐶𝑂3
− + 𝐻+ 

𝐸𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 -6.35 NA NA NA NA NA 

(9) 𝐻𝐶𝑂3
−  ↔  𝐶𝑂3

2− + 𝐻+ 𝐸𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 -10.33 NA NA NA NA NA 

*The gas-aqueous exchange represents the exchange reactions between soil CO2 (CO2(*g) and dissolved 458 

CO2 (CO2(aq)). NA means the parameter is not applicable for the particular reaction network. 459 

3.2.2 Reactive transport equations 460 

In this particular example, the primary species are DOC, CO2(aq), Ca2+, H+, and 461 

≡ 𝑋; the secondary species are CO3
2-, HCO3

-, OH- and ≡ 𝑋𝐷𝑂𝐶. Dissolved inorganic 462 

carbon (DIC) is the summation of CO2(aq), HCO3
- and CO3

2-. We solve equations (1) – 463 

(3) for the concentrations of all primary species. Other solutes, including HCO3
- and 464 

CO3
2-, are expressed via equilibrium relationships with CO2(aq) after time stepping for 465 

the primary species. The overall reaction rate R (RSF, RSZ, RDZ in equations (1) – (3)) for 466 

each primary species could be the summation of multiple rates from different reactions. 467 

For example, Ca2+ is only involved in carbonate weathering, such that the RSZ and RDZ 468 

terms in its equation (2) and (3) only include rate expressions for reactions (2) and (6) 469 

and the corresponding reaction stoichiometric coefficients in Table 1, respectively. In 470 

other words, RSZ = α2,Car2 = 1.1 r2, and RDZ = α6,Car2 = 0.9 r6. For CO2(aq), RSZ, CO2(aq) = 471 

α1r1 + α2r2 + α4r4, as there are three kinetic reactions involved in contributing to different 472 

forms of DIC. The α values in front of r refer to the reaction stichometry coefficients 473 

corresponding to the species specified in the “Reactions” column in Table 1. Similarly, 474 

RDZ, CO2(aq) = α5r5 + α6r6 + α7r7. 475 
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 476 

Figure 4: BioRT-HBV model output of stream concentrations (mg/l) for A. Dissolved Inorganic 477 
Carbon (DIC) and B. Dissolved Organic Carbon (DOC). The different lines are different model 478 
outputs when including different reactions (RespSZ, RespDZ, SorptionSZ, CarbonateSZ, and 479 
CarbonateDZ); the lines are compared to data (dots) to illustrate how much they capture the 480 
dynamics in data. Stream DIC concentrations are only reproduced by the model when all 481 
reactions are included, indicating that both carbonate and respiration sources are important. 482 
DOC is primarily produced via soil respiration (RespSZ) and consumed via deep respiration 483 
(RespDZ). The model without deep respiration overestimates DOC and produces opposite trend 484 
of DOC from data (low DOC at high discharge), underscoring the importance of deep 485 
respiration. The sorption reaction (SorptionSZ) acts as a buffer and reduces the overall stream 486 
concentrations of DOC, particularly peak concentrations.  487 

3.2.3 Interrogating model with data to understand influential reactions 488 

Stream chemistry reflect the influence of multiple reactions such that it is often 489 

challenging to differentiate the role of individual reactions. Here we illustrate that the 490 

model can be used to distinguish the role of different reactions in determining stream 491 

solute dynamics (Figure 4A). For example, when RespSZ is the only reaction included in 492 

the simulation, modeled DOC concentrations are high throughout the year, rather than 493 

only at high flow conditions as indicated by observations. Adding deep respiration 494 

RespDZ reduces the low flow concentrations of DOC as the deep zone reaction 495 

consumes DOC from the shallow zone, thereby reducing DOC concentrations in the DZ 496 

and bringing the modeled DOC closer to data. This indicates that deep zone DOC 497 
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consumption is an important process. Stream DOC is also influenced by sorption of 498 

DOC onto soils in SZ (SorptionSZ). Sorption is more likely to occur in SZ due to the 499 

typically higher clay content. Sorption stores some of produced DOC on soil surface 500 

such that not all DOC is flushed to the stream at high discharge. In other words, some 501 

DOC is retained and stored on soils in the SZ, which is consistent with field 502 

observations (Neff & Asner, 2001) and observations in other places (Wen et al., 2020). 503 

When only including respiration in the model, modelled DIC concentrations in the 504 

stream are lower than measured DIC, regardless of RespSZ model parameters, 505 

indicating the presence of an additional DIC source (Figure 4 B). When including 506 

carbonate weathering, stream DIC concentrations from the model agree better with 507 

data, suggesting that both biogenic and geogenic sources contribute to stream DIC. 508 

3.2.4 Dissolved carbon concentrations in the subsurface and stream 509 

The calibrated model can be used to understand carbon processes on land and 510 

in streams (Figure 5). Simulation outputs show that concentrations of DIC and Calcium 511 

(Ca) are higher in the DZ than the SZ. Correspondingly, stream DIC and Ca 512 

concentrations at low flow conditions dominated by groundwater are generally high. 513 

During high discharge, stream DIC and Ca are diluted by the large input of shallow soil 514 

water with low Ca and DIC, as demonstrated in the negative, or dilution, relationships 515 

between concentration and discharge for both solutes. Concentrations of DOC are 516 

lower in the DZ than in the SZ, such that stream concentrations are low when DZ water 517 

dominates at low discharge and increase with discharge as QSZ increasingly contributes 518 

to streamflow. This leads to a positive, or flushing, relationships between concentration 519 

and discharge. Stream DIC and Ca concentrations are relatively stable compared to 520 

DOC but exhibit a more pronounced seasonal trend with lowest concentrations in early 521 

spring (~April) and highest concentrations in late summer (~September).  522 



21 
 

 523 

Figure 5: Time series of data and modeled concentrations (mg/l) in stream, shallow zone (SZ), 524 
and deep zone (DZ) for A. Dissolved Inorganic Carbon (DIC), B. Calcium (Ca), C. Dissolved 525 
Organic Carbon (DOC). Concentration-discharge plots for stream chemistry data and model 526 
output for D. DIC, E. Ca, F. DOC.  527 

3.2.5 Carbon reaction rates and export dynamics 528 

In addition to understanding the processes that regulate stream chemistry, the 529 

calibrated model can also be used to understand the temporal trends and dependence 530 

of reaction rates and export patterns (Figure 6). The model simulation shows that 531 

carbonate weathering rates in the SZ (CarbonateSZ) vary significantly (Figure 6). 532 

CarbonateSZ has baseline rate of 0, indicating when the carbonate mineral is at 533 
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equilibrium with water. The reaction can increase to positive values indicating 534 

dissolution, or decrease to negative values indicating calcite precipitation (mostly in 535 

summer months at low discharge). The soil respiration rate RespSZ shows a strong 536 

seasonal trend, with highest rates in warm, summer months and lowest rates in cool, 537 

winter months. In the deep zone, rates are slower overall; CarbonateDZ exhibits less 538 

flashy dynamics than CarbonateSZ and a similar seasonal trend to RespSZ with higher 539 

rates in summer months and lower rates in winter months. Deep respiration (RespDZ) 540 

rates, however, show more drastic seasonal behavior with highest rates in spring and 541 

lowest rates in autumn and late winter. This is because high flow in spring leads to high 542 

recharge and more transport of DOC to the DZ, facilitating deep respiration. Export 543 

rates from the SZ are flashy with high peak during high discharge, while export rates 544 

from the DZ are more stable due to steady contributions of groundwater flow (QDZ) to 545 

the stream. Ca and DIC are exported from both the SZ and DZ, though export from the 546 

DZ is more persistent. DOC is primarily exported from the SZ; DOC export from the DZ 547 

is negligible.  548 

 549 

Figure 6:  Time series of modeled reaction rates (mmol/m2/d) in A. shallow zone (SZ) and B. 550 
deep zone (DZ); Time series of export rates (mmol/m2/d) for Ca, DIC, and DOC from the C. SZ 551 
and D. DZ. Reactions include RespSZ, CarbonateSZ, RespDZ, and CarbonateDZ.  552 
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3.3 Nitrogen processes  553 

3.3.1 Reaction network 554 

BioRT can also be used to explore the role of different reactions in determining 555 

concentrations, rates, and stream chemistry dynamics in numerical experiments. Here 556 

we demonstrate such capability using processes related to nitrate. Nitrate is an 557 

essential component in biogeochemical cycles and can contribute to greenhouse gas 558 

emissions. It is also a ubiquitous contaminant that has caused widespread 559 

eutrophication and hypoxia, leading to widespread interest in understanding its 560 

dynamics (Z. W. Ma et al., 2023; Sadayappan et al., 2022; Van Meter et al., 2018). For 561 

simplicity, we include three biogeochemical reactions that produce and consume nitrate 562 

(NO3
-): soil nitrogen (N) leaching, plant uptake of NO3

-, and denitrification (Table 2). Soil 563 

N leaching is a lumped reaction that represents the net rates of soil organic matter 564 

(SOM) decomposition, nitrification, and rock weathering processes that generate NO3
-. 565 

Plant uptake is represented by a simple approach that accounts for NO3
- removal from 566 

water by plant assimilation. The denitrification reaction is represented with NO3
- being 567 

fully reduced to N2O although NO3
- can also be reduced to N2 and a suite of other N-568 

containing solutes. These reactions all follow the simplified rate law 569 

𝑟 = 𝑘𝐴𝑓(𝑇)𝑓(𝑆𝑤)𝑓(𝑍𝑤) (Equation 5), without explicitly considering dependence on other 570 

solutes.  571 

Table 2. Reaction network and parameters for nitrate processes in BioRT-HBV model 572 

Reactions Rate law 

log10k 

(mol/

m2/s) 

SSA 

(m2/g) 

𝑓(𝑇) 

Q10  

𝑓(𝑆𝑤) 

n, Sw,c 

𝑓(𝑍𝑤) 

α × β 

Shallow Zone Reactions 

Nitrogen Leaching (NLeachingSZ): 

 𝑠𝑜𝑖𝑙𝑁 → 𝑁𝑂3
− 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -15.0 5.5  2.0  
1,  

1.7  
0 

Plant Uptake (PlantUptakeSZ): 

 𝑁𝑂3
−  → 𝑃𝑙𝑎𝑛𝑡𝑁 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -13.4 3.0  1.5  
1, 

1.25  
0 

Denitrification (DenitrificationSZ): 

 𝑁𝑂3
−  →  𝑁2𝑂 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -12.8 1E-6 1.0  
1, 

0 
0 
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Deep Zone Reactions 

NLeachingDZ: 

 𝑠𝑜𝑖𝑙𝑁 → 𝑁𝑂3
− 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -15.0 1E-4  1.0  
1,  

0  
0 

PlantUptakeDZ:  

𝑁𝑂3
−  → 𝑃𝑙𝑎𝑛𝑡𝑁 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -13.4 1E-4  2.5  
1,  

0 
0 

DenitrificationDZ: 

 𝑁𝑂3
−  →  𝑁2𝑂 

𝑟 = 𝑘𝐴𝑓(𝑍𝑤)𝑓(𝑇)𝑓(𝑆𝑤) -12.8 3E-4  1.5  
1,  

0  
0 

 573 

Figure 7: BioRT-HBV model output of Nitrate (NO3
-) concentrations (mg/l) with different reaction 574 

combinations. NO3
- is produced by NLeaching in the shallow zone (SZ), but typical stream NO3

- 575 
concentrations and dynamics are only reproduced when both PlantUptakeSZ and 576 
DenitrificationDZ reactions are included to consume NO3

- in both the SZ and deep zone (DZ). 577 
Note that the inclusion of DenitrificationDZ (darkest gray) led to a pattern opposite from those 578 
excluding this reaction (lighter grays).  579 

The example in Figure 7 illustrates the role of different types of reactions in 580 

determining stream nitrate dynamics. With only the Nleaching reaction in the SZ 581 

(NLeachingSZ), concentrations are generally higher than other cases and show a dilution 582 

pattern (higher concentrations at low discharge conditions). Adding the plant uptake 583 

reaction reduces stream NO3
- concentrations, but the temporal dynamics of stream NO3

- 584 

remains similar to the case with only NLeachingSZ. The dynamics change significantly 585 

when the denitrification reaction in the DZ (DenitrificationDZ) is included, resulting in 586 

lower concentrations during low flow but higher concentrations during high flow.  587 
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 588 

Figure 8: A. Time series of modelled nitrate (NO3
-) concentrations (mg/l) in stream, shallow 589 

zone (SZ), and deep zone (DZ). B. Corresponding concentration-discharge plot for modeled 590 
stream NO3

-. 591 

3.3.2 Nitrate concentration dynamics, reaction rates and export dynamics 592 

The model output in the case with all three reactions (NLeachingSZ, 593 

PlantUptakeSZ, and DenitrificationDZ for NO3
-
) show high nitrate concentrations in the SZ 594 

where the N leaching rate exceeds the plant N uptake rate, and low nitrate 595 

concentrations in the DZ due to denitrification (Figure 8A and 9A). As a result, high 596 

stream nitrate concentrations occur when QSZ contributes to the stream. This leads to a 597 

flushing concentration-discharge relationship (Figure 8 B) that echoes the typical 598 

flushing pattern seen in observed data (Porter et al., 2022; Stewart et al., 2022). This 599 

highlights the need for denitrification processes in subsurface to capture NO3
- dynamics.  600 
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 601 
Figure 9:  Time series of overall reaction rates (mmol/m2/d) for A. shallow zone (SZ) and B. 602 
deep zone (DZ) for NLeachingSZ (nitrate leaching), PlantUptakeSZ (plant assimilation of nitrate), 603 
and DenitrificationDZ. Rates of DenitrificationSZ, NLeachingDZ, and PlantUptakeDZ, are effectively 604 
zero. Time series of overall export rates (mmol/m2/d) for Nitrate (NO3

-) from the C. SZ and D. 605 
DZ.  606 

Nitrate leaching and plant uptake mostly occur in the SZ, whereas denitrification 607 

mostly occurs in the DZ (Figure 9). NLeachingSZ rates are generally lower in autumn 608 

and winter and higher in spring and summer, peaking in April and May (Figure 9A). 609 

PlantUptakeSZ rates follow a similar pattern to NLeachingSZ but exhibit a smaller 610 

increase in spring and summer months. DenitrificationDZ rates show similar seasonal 611 

dynamics to NLeachingSZ and PlantUptakeSZ with lower rates in autumn and winter and 612 

higher rates in spring and summer. Hydrology and the temporal changes in flow paths 613 

determine nitrate export dynamics (Figure 9C and 9D) with high and low export rates 614 

occurring during high, QSZ dominated, and low, QDZ dominated, flow times respectively. 615 

Nitrate export occurs mainly from SZ, while DZ acts as a smaller but steadier source of 616 

nitrate to the stream. These insights align with other studies that explore the reaction 617 

and transport pathways of nitrate (Husic et al., 2019).  618 

4. DISCUSSION 619 
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We show that BioRT-HBV, as a watershed-scale reactive transport model, can 620 

simulate both surface and subsurface flow paths, and biogeochemical reactions that are 621 

influenced by hydroclimatic conditions and land-surface interactions. BioRT-HBV builds 622 

upon the widely used HBV hydrology model, inheriting its structural framework. 623 

Additionally, it maintains the traditional capability of reactive transport models (RTMs) to 624 

flexibly and adaptively (to needs of the users) represent a variety of user-defined 625 

biogeochemical reactions. 626 

In the realm of modeling, there has been an ongoing debate about the 627 

advantages and disadvantages of simple versus complex models (Wen et al., 2021). 628 

Complex models, such as spatially distributed, nonlinear, multi-component RTMs, can 629 

represent and explore the effects of spatial heterogeneities in watershed properties 630 

(e.g., soil depth and types, lithology, vegetation, biomass, and mineralogy) on 631 

catchment-scale dynamics including streamflow generation and stream concentration 632 

dynamics and solute export patterns (Fatichi et al., 2016; Li et al., 2021). However, 633 

these models are computationally demanding and present difficulties for ensemble-634 

based analysis. These models also require extensive data and have large number of 635 

parameters that lead to issues related to equifinality and uncertainty (Beven, 2006; 636 

Beven & Freer, 2001; Kirchner et al., 1996).  637 

Parsimonious models can overcome some of these outstanding challenges. It is 638 

in this context of balancing the cost and gain that we developed the BioRT-HBV model 639 

(Li et al., 2021). This spatially implicit bucket model requires minimal data and is 640 

computationally inexpensive. The model does not resolve spatial details and cannot 641 

explicitly explore features such as “hot spots” of biogeochemical reactions (Wen et al., 642 

2020). The model represents the “average” dynamics of water flow and reactions on 643 

land and in rivers at the watershed scale that are eventually reflected in commonly 644 

measured stream chemistry data. This lumped approach can accommodate basins with 645 

low data availability, and is more accessible to users from diverse backgrounds, such 646 

that process-based models are not limited to a small group of users with extensive 647 

modeling and computational experience.  Ultimately, the choice of the model complexity 648 

level depends on research questions that the model is set to answer and the available 649 

data. At the end, we all need to balance cost and gain when deciding to use a simple or 650 
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complex model, striving to be “simple but not simplistic” (Beven & Lane, 2019; Höge et 651 

al., 2018; Li et al., 2021).  652 

An additionally important, often overlooked aspect is the accessibility of models, 653 

especially in terms of the user's experience and knowledge. Models that are 654 

straightforward and easy to understand are more user-friendly for those without in-depth 655 

computational training. This makes them valuable educational tools, as demonstrated 656 

by the success of HBV-light (Seibert & Bergström, 2022). Easily accessible models can 657 

also promote their widespread use across different fields, boosting interdisciplinary 658 

research. Furthermore, these models can help foster a more varied and inclusive user 659 

community, supporting diversity, equity, and inclusion (DEI). 660 

5. CONCLUSION 661 

Watershed-scale Reactive Transport Models (RTMs) are vital for understanding 662 

and predicting the complex interactions of ecohydrological and biogeochemical 663 

processes that influence water chemistry and fluxes on land and in rivers. While 664 

traditional RTMs have mainly concentrated on subsurface processes, recent 665 

advancements have expanded RTMs to encompass interactions between surface and 666 

subsurface environments at the watershed scale. These advanced RTMs are notable 667 

for their intricate spatial detail and computational intensity, though their complexity also 668 

presents challenges. There is a growing need for simple, user-friendly models that can 669 

serve the broader ecohydrological and biogeochemical research community, including 670 

those without deep computational experience.  671 

To address this, we introduce BioRT-HBV 1.0 (BioRT), a new, simple watershed-672 

scale model that integrates ecohydrological and biogeochemical processes. BioRT 673 

builds upon the extensively-used HBV model and uses its conceptual framework and 674 

hydrology outputs. BioRT simulates various processes such as solute transport and 675 

biogeochemical reactions governed by thermodynamics and kinetics, including chemical 676 

weathering, soil respiration, and nutrient transformations. This paper outlines its model 677 

structure and governing equations and demonstrates example applications through 678 

case studies simulating carbon and nitrogen processes in a headwater catchment. 679 

BioRT-HBV model has a simple structure and minimal data requirement, yet can 680 
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simulate a variety of biogeochemical processes that occur in the invisible subsurface. 681 

We put forward BioRT as an easily accessible tool for researchers irrespective of their 682 

computational expertise.  683 

DATA AVAILABILITY 684 

BioRT-HBV 1.0 model is open source and available for download at 685 

https://github.com/Li-Reactive-Water-Group/BioRT-HBV/tree/V-1.0. The input files used 686 

for simulating carbon and nitrogen processes are also available there. 687 
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