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Abstract

North Atlantic Subtropical Mode Water (NASTMW) serves as a major conduit for dissolved carbon to penetrate into the ocean

interior by its wintertime outcropping events. Prior research on NASTMW has concentrated on its physical formation and

destruction, as well as Lagrangian pathways and timescales of water into and out of NASTMW. In this study, we examine

how dissolved inorganic carbon (DIC) concentrations are modified along Lagrangian pathways of NASTMW on subannual

timescales. We introduce Lagrangian parcels into a physical-biogeochemical model and release these parcels annually over two

decades. For different pathways into, out of, and within NASTMW, we calculate changes in DIC concentrations along the path

(ΔDIC), distinguishing contributions from vertical mixing and biological processes. Subduction leaves the most distinctive

fingerprint on DIC concentrations (+101 μmol/L in one year), followed by export out of NASTMW due to densification (+10

μmol/L). Most DIC enrichment and depletion regimes span timescales of less than ˜30 days, related to algal blooms. However,

varying physical and biological processes often oppose one another at short timescales, so the largest net DIC changes occur

at timescales of more than 30 days. While the mean ΔDIC for parcels that persist within NASTMW in one year is relatively

small at +6 μmol/L, this masks underlying complexity: individual parcels undergo interspersed DIC depletion and enrichment,

spanning several timescales and magnitudes. Since biological and physical processes both strongly influence DIC concentrations

in NASTMW, refining process understanding and models of both domains is important for accurate projections of carbon

cycling and sequestration.
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Key Points:7

• Complex interplay of physical and biogeochemical processes influences carbon dy-8

namics in North Atlantic Subtropical Mode Water.9

• We split carbon changes along Lagrangian pathways (subduction, persistence, ven-10

tilation and export) into mixing and biogeochemical fluxes.11

• Subduction from the mixing layer into the mode water chiefly alters modeled dis-12

solved inorganic carbon of Lagrangian parcels, by +101 µmol L−1.13
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Abstract14

North Atlantic Subtropical Mode Water (NASTMW) serves as a major conduit for dis-15

solved carbon to penetrate into the ocean interior by its wintertime outcropping events.16

Prior research on NASTMW has concentrated on its physical formation and destruction,17

as well as Lagrangian pathways and timescales of water into and out of NASTMW. In18

this study, we examine how dissolved inorganic carbon (DIC) concentrations are mod-19

ified along Lagrangian pathways of NASTMW on subannual timescales. We introduce20

Lagrangian parcels into a physical-biogeochemical model and release these parcels an-21

nually over two decades. For different pathways into, out of, and within NASTMW, we22

calculate changes in DIC concentrations along the path (∆DIC), distinguishing contri-23

butions from vertical mixing and biological processes. Subduction leaves the most dis-24

tinctive fingerprint on DIC concentrations (+101 µmol L−1 in one year), followed by ex-25

port out of NASTMW due to densification (+10µmol L−1). Most DIC enrichment and26

depletion regimes span timescales of less than ∼30 days, related to algal blooms. How-27

ever, varying physical and biological processes often oppose one another at short timescales,28

so the largest net DIC changes occur at timescales of more than 30 days. While the mean29

∆DIC for parcels that persist within NASTMW in one year is relatively small at +6µmol L−1,30

this masks underlying complexity: individual parcels undergo interspersed DIC deple-31

tion and enrichment, spanning several timescales and magnitudes. Since biological and32

physical processes both strongly influence DIC concentrations in NASTMW, refining pro-33

cess understanding and models of both domains is important for accurate projections34

of carbon cycling and sequestration.35

Plain Language Summary36

Mode waters are relatively thick water masses with homogeneous properties, such37

as temperature and salinity. The North Atlantic Subtropical Mode Water (NASTMW),38

found in the Sargasso Sea, is one such water mass. Lying underneath the ocean surface,39

it comes into contact with the atmosphere during winter, when the ocean surface layer40

is vigorously mixed due to strong winds, causing the mixed layer to connect with NASTMW.41

This way, NASTMW can regulate the climate, since it can buffer atmospheric temper-42

ature and carbon anomalies during the summer, when there is no surface connection. It43

is also a conduit for carbon to penetrate beneath the ocean’s upper mixed layer. We study44

NASTMW from the viewpoint of a water parcel that moves with the currents and see45

how carbon concentrations in the water parcels change along different NASTMW path-46

ways. For each pathway, the carbon concentration changes due to an interplay of phys-47

ical mixing and biogeochemical processes, for example related to plankton growth and48

decay. These processes can unfold over different timescales and may counteract or en-49

hance themselves or one another. The largest change in carbon concentration is found50

when a parcel moves from the upper ocean mixed layer into NASTMW.51

1 Introduction52

The ocean is both an integral component of the natural carbon cycle, as well as a53

large sink for anthropogenic carbon emissions. Since 1850, it has taken up 26% of an-54

thropogenic CO2 from the atmosphere (Friedlingstein et al., 2022). To understand the55

ocean carbon sink, now and in the future, it is important to understand how the ocean56

moves carbon from the upper ocean mixed layer through the permanent thermocline,57

from where it can be further sequestered on timescales of years, decades or centuries. A58

major conduit through which this occurs is North Atlantic Subtropical Mode Water (NASTMW).59

It links the ocean interior to the surface on a yearly basis during winter convective events,60

and is responsible for 20% of the carbon uptake in the 14–50◦N latitude band of the North61

Atlantic (Bates, 2012).62

–2–



manuscript submitted to JGR: Oceans

NASTMW, also referred to as Eighteen Degree Water, is a classical example of mode63

water (Hanawa & Talley, 2001), featuring a thick vertical layer characterized by near-64

homogeneous properties including temperature, salinity, and oxygen concentration. It65

is formed during winter, when surface buoyancy loss leads to convection events that deepen66

the mixed layer in the Sargasso Sea, and through cross-frontal mixing in the southern67

flanks of the Gulf Stream (Joyce et al., 2013; Davis et al., 2013). Spring stratification68

caps off NASTMW again, causing it to act as an interannual buffer of wintertime atmo-69

spheric anomalies of temperature and carbon (Bates et al., 2002). Gyre circulation and70

eddy-induced advection allow NASTMW to spread horizontally southwards, causing it71

to occupy an area much larger than its formation location (Gary et al., 2014). This makes72

NASTMW also a key regulator of temperature (Sugimoto et al., 2017), organic carbon73

(Sugimoto et al., 2017), and nutrients (Palter et al., 2005) in the interior of the subtrop-74

ical gyre. Subsequent destruction of NASTMW occurs primarily through vertical mix-75

ing at the top of the layer, but also through diapycnal mixing and along-isopycnal stir-76

ring (Billheimer & Talley, 2016).77

Current understanding of the role of NASTMW in oceanic carbon uptake is either78

based on sparse observations (Bates et al., 2002; Bates, 2012; Billheimer et al., 2021) or79

is inferred from insights into physical mechanisms such as its formation, ventilation and80

pathways (Davis et al., 2013; Gary et al., 2014; Kwon et al., 2015; Li et al., 2022; Gan81

et al., 2023). However, a process-based view of how dissolved inorganic carbon (DIC)82

is transported along pathways from the ocean surface through NASTMW into the ocean83

interior is lacking.84

We investigate how DIC concentrations change along pathways of NASTMW dur-85

ing its formation, persistence, ventilation, and export to better understand which pro-86

cesses alter carbon concentrations along this conduit between the atmosphere and the87

ocean interior. To do so, we trace virtual parcels of water along pathways into, out of,88

and within NASTMW using a coupled physical-biogeochemical, eddy-permitting ocean89

model. Along the pathways of these flow-following Lagrangian parcels, we disentangle90

the influence of different physical and biogeochemical processes on the local DIC con-91

centration. We then quantify the timescales and magnitudes of DIC depletion and en-92

richment regimes, defined between local minima and maxima in DIC anomaly time se-93

ries. Rather than only looking at the bulk change in DIC concentrations along each path-94

way, we also consider how these changes are distributed between processes and pathways,95

as well as in time and between a range of timescales. This allows us to better understand96

the complexity by which different physical and biogeochemical processes affect the DIC97

content of NASTMW at different moments and timescales.98

We focus on timescales of the order of years and less, as most NASTMW parcels99

have residence times shorter than a year (Gary et al., 2014). We consider parcels that100

subduct into NASTMW, ventilating parcels, persisting NASTMW parcels, and parcels101

that are exported due densification. Parcels in this last class are relevant candidates for102

longer sequestration on timescales of years to decades (the timescale of the gyre interior;103

Levine et al., 2011).104

–3–
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2 Data and Methods105

2.1 Ocean Model Data106

To compute Lagrangian parcel trajectories and along-trajectory DIC changes, we107

use gridded ocean physics and biogeochemistry output data from a global hindcast ocean108

model at 1/4◦ degree resolution, comprised of the FREEGLORYS2V4 physics and FREE-109

BIORYS2V4 biogeochemistry products developed by Mercator Ocean International (MOi)110

for the Copernicus Marine Service. These coupled products have an eddy-permitting res-111

olution, resolving part of the mesoscale eddy regime, which plays a role in mode water112

formation (Xu et al., 2014; Davis et al., 2013). Ideally, we would use a model set that113

resolves the full mesoscale or even parts of the submesoscale, as these play important roles114

in biogeochemical cycles (Lévy et al., 2024). However, an eddy-permitting resolution ac-115

commodates the high computational and storage demands from the physical-biogeochemical116

run (similar to Atkins et al., 2022), and can provide us with a mesoscale process-level117

understanding. The horizontal resolution of 1/4◦ is representative of that typically em-118

ployed in earth system models (Hewitt et al., 2020), and thus also bears relevance to their119

dynamics. We use versions of both data products on their native Arakawa C-grid, al-120

lowing for more precise Lagrangian trajectory computations (Delandmeter & van Sebille,121

2019).122

The hindcast ocean model does not include data assimilation, such that ocean physics123

obeys conservation of mass and momentum and biogeochemical budgets are closed. We124

use a time series between 1995 and 2017, excluding earlier spin-up years. The length of125

the time series allows us to take into account interannual variability. Since the model126

is not constrained by observations after its initialization, it may exhibit drift from ob-127

served conditions over time. Thus, we use the model in the context of process understand-128

ing rather than precise reproduction of observational data.129

Ocean physics in FREEGLORYS2V4 are simulated with NEMO version 3.1 (Madec130

et al., 2013) with the ORCA025 configuration, having a 22 km horizontal resolution at131

Cape Hatteras and 75 vertical levels (Bernard et al., 2006). Vertical mixing is param-132

eterized using an adaptation of the turbulent closure model by Blanke and Delecluse (1993).133

Physics are initialized from the EN4 data product (Good et al., 2013) and atmospheric134

forcings come from 3-hourly ERA-interim reanalysis products from ECMWF (Dee et al.,135

2011). FREEGLORYS2V4 has an assimilated counterpart, GLORYS2V4, which is ex-136

tensively described in Garric and Parent (2017). A comparison of the model with ob-137

servations is found in Supporting Information (SI) Text S1.138

Biogeochemistry in FREEBIORYS2V4 is modeled using the intermediate complex-139

ity PISCES-v2 model (Aumont et al., 2015). PISCES simulates the carbon cycle, car-140

bonate chemistry, main nutrients (P, N, Fe and Si) and the lower trophic levels of ma-141

rine ecosystems (phytoplankton, microzooplankton and mesozooplankton) using 24 prog-142

nostic variables in total. These tracers are advected and vertically mixed using the hy-143

drodynamics from FREEGLORYS2V4, without horizontal diffusive mixing. Nitrate, phos-144

phate, oxygen and silicate are initialized using data from the World Ocean Atlas (National145

Oceanographic Data Center (U.S.) Ocean Climate Laboratory et al., 2002) and DIC and146

alkalinity are initialized with the GLODAP climatology (Key et al., 2004). The model147

includes atmospheric deposition and riverine input of Fe, Si, N and P, as well as Fe in-148

put from sediment. Although a Redfield ratio of C/N/P = 122/16/1 is imposed, cycles149

of phosphorus and nitrogen are not fully coupled because of nitrogen fixation, denitri-150

fication and external sources. Atmospheric pCO2 is prescribed at the air-sea interface,151

computed from monthly global CO2 mole fractions (Lan et al., 2023). A biogeochem-152

ical model verification at the global scale is found Perruche et al. (2019).153

Near the Bermuda Atlantic Time-series Study (BATS) site (32◦10′N, 64◦10′) FREE-154

BIORYS2V4 exhibits a trend of increasing salinity-normalized DIC at 10m depth, by155
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+0.2 µmol/L/year (see SI Fig. S12). This is roughly a factor 5 smaller than the observed156

salinity-normalized DIC trend of +1.08±0.05 µmol/kg/year (Bates et al., 2012). There-157

fore, the input of the model does not accurately represent the observed decadal increase158

of upper ocean DIC concentrations due to climate change in the Sargasso Sea. We thus159

only consider the two decades of model data in the context of interannual variability and160

focus on a process-based understanding of DIC changes along NASTMW pathways. Due161

to a bias in the model upper ocean salinity trend, the DIC trend at the surface of the162

Sargasso Sea is mostly between 0 and −1 µmol/L/year. This is further discussed in SI163

Text S1.164

2.2 Definition of NASTMW165

NASTMW was first identified by Worthington (1958) as a water mass with a uni-166

form temperature around 18 ◦C, giving it the moniker Eighteen Degree Water. It is most167

commonly classified using a temperature range centered around 18 ◦C, typically as 17–19 ◦C168

(Kwon & Riser, 2004; Maze et al., 2009; Forget et al., 2011), with an added stratifica-169

tion constraint that delineates the vertical homogeneity of mode water (Klein & Hogg,170

1996; Kwon & Riser, 2004). Alternatively, it is defined through a potential density range171

with a threshold to delimit low potential vorticity (PV) (Talley & Raymer, 1982; Bill-172

heimer & Talley, 2016).173

We choose the following constraints for marking Lagrangian parcels as part of NASTMW:174

1. Temperature at the location of the parcels is bounded between 17–20.5 ◦C. The175

upper bound is higher than the typical 19 ◦C, since the temperature stratification176

is slightly stronger in the NASTMW region in the model than in observations, due177

to model biases (see SI Text S1), similar to the model study of Gary et al. (2014).178

2. The local temperature stratification ∂T/∂z is smaller 0.01 ◦Cm−1. This is stronger179

than the constraint of ∂T/∂z < 0.006 ◦Cm−1 stratification of Kwon and Riser180

(2004), but the same as in Gary et al. (2014).181

3. Parcels reside in NASTMW layers of at least 50m thickness, to exclude thin mixed182

layers183

4. Parcels reside in a contiguous volume of NASTMW of at least 1×1011 m3. While184

this is only on the order of 10−4 times the typical winter NASTMW volume, it185

excludes many small volumes that are shed off from the main NASTMW volume.186

5. We only consider NASTMW west of 35◦W, to exclude Madeira Mode Water (Siedler187

et al., 1987).188

Constraints 1–3 are similar to those used in Gary et al. (2014) and Kwon et al. (2015),189

who also investigate Lagrangian pathways of NASTMW in an ocean model, except that190

they use a slightly lower temperature upper bound of 20 ◦C. A sensitivity analysis of the191

NASTMW constraints is found in SI Text S2. With the constraints used, we find an av-192

erage yearly maximum volume of 9.0×1014 m3, close to the NASTMW volume of 9.1×193

1014 m3 found by Joyce (2012) based on observations. This is further discussed in SI Text194

S2. Although the volume of NASTMW exhibits strong seasonal and interannual vari-195

ability, we find a strong decrease in NASTMW volume starting in 2010, which agrees with196

the observed decrease in mode water formation found by Stevens et al. (2020).197

Figure 1 shows March and September snapshots of modeled NASTMW thicknesses198

defined using the above criteria. The imprint of mesoscale eddies on the NASTMW struc-199

ture can be clearly observed (Fratantoni et al., 2013; Gary et al., 2014). Due to model200

biases, the modeled NASTMW has its core located farther eastward with respect to ob-201

servations. This is discussed in SI Text S1. The modeled NASTMW is used here to gain202

a process-level understanding of how DIC concentrations change along NASTMW path-203

ways.204
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Figure 1. Modeled NASTMW thickness snapshots on (a) 1 March 2000, and (b) 1 September

2000. Note that Madeira Mode Water, east of 35◦W, is excluded.

2.3 Initialization and Simulation of Lagrangian Parcels205

To compute DIC changes along Lagrangian pathways, we simulate the movement206

of virtual Lagrangian parcels using the Parcels Lagrangian framework (Delandmeter &207

van Sebille, 2019) (version 2.4.1). These Lagrangian parcels have no defined size and be-208

have like point particles that are advected using ocean model output velocities, while tracer209

concentrations are equal to those of the ambient water. Along the Lagrangian pathways,210

we sample molar concentrations of DIC and its precomputed vertical mixing flux, as well211

as alkalinity, nitrate, and phosphate and their mixing fluxes (see section 2.5). We also212

sample temperature, salinity and mixing layer depth, and NASTMW criteria (stratifi-213

cation and contiguity criteria) as these help us distinguish the different NASTMW path-214

ways.215

We homogeneously initialize parcels in all parts of NASTMW yearly on 1 Septem-216

ber between 1995 and 2015, using to the criteria of section 2.2. Parcels are spaced 30m217

apart in the vertical direction, whereas in the zonal and meridional directions we match218

the horizontal model resolution with a spacing of 0.25◦.219

Parcels are advected forward and backward in time: forward simulations serve to220

investigate ventilating parcels, persisting NASTMW parcels, and parcels that are exported221

due to densification. Backward simulations allow us to investigate which parcels have222

subducted from the mixed layer since the previous summer. Simulations use time steps223

of ∆t = 90 minutes. For maximum velocities of the order ∼ 1m s−1 and a nominal grid224

resolution of 20 km, this is well below the limit of ∆t = ∆x/U = 6 hours during which225

a parcel may travel distances at the grid scale. Parcels are simulated for 3 years, although226

for most of the analysis in this study, we use only the first year of integration data. Lo-227

cations and biogeochemical concentrations are saved at daily intervals. In total, we sim-228

ulate a total of 2×861,164 trajectories (2 × 20, 504 ± 6, 487 per year, depending on229

the NASTMW volume), with the factor 2 indicating forward and backward trajectories.230

The parcel spacing and temporal output are chosen to balance statistical accuracy with231

the large computational and storage demands from sampling many biogeochemical fields232

and identifying individual DIC enrichment and depletion regimes (see section 2.6).233

Parcel trajectories are computed without adding any stochastic displacements that234

simulate vertical mixing or subgrid-scale isoneutral dispersion (Reijnders et al., 2022).235

Instead, the parcels represent the (grid-scale) mean flow. We can then see how subgrid-236

scale vertical mixing fluxes, which are sampled at parcel locations, influence carbon con-237

centrations at the larger grid-scale.238
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2.4 NASTMW Pathway Definition239

Parcels may enter and exit NASTMW at infinite points in space and time. Here,240

we delineate four specific pathways into, within, and out of NASTMW. This allows us241

to focus our assessment on the transformation of DIC concentrations along predefined242

routes. Figure 2 shows the four (non-exclusive) pathways used in this study. They are243

defined as follows:244

1. Subduction: Parcels were in the mixed layer on 1 September in the previous year245

and end up in NASTMW on the following 1 September. Here, the mixed layer in246

NEMO is defined as the layer where the temperature is within 0.2 ◦C of the tem-247

perature at 10m depth. We use the mixed layer rather than the mixing layer (Brainerd248

& Gregg, 1995) since it is sufficient that in Summer, a parcel has recently been249

mixed. Relatively few parcels are expected to subduct on timescales of a year. How-250

ever, using a longer time scale allows parcels to travel larger horizontal distances,251

thus widening the domain of parcel origin, possibly far beyond the NASTMW for-252

mation region. We opt for specifically investigating short subduction time scales253

of 1 year in order to keep the parcel origin close to the NASTMW region. SI Text254

S4 discusses results using longer subduction timescales of two and three years.255

2. Persistence: Parcels persist in NASTMW throughout the year until next Septem-256

ber.257

3. Ventilation: Parcels from September NASTMW at one point reach the mixing layer,258

defined by the turbocline depth, and are present in NASTMW again next Septem-259

ber. The turbocline depth in NEMO is computed by a transition in vertical mix-260

ing regimes, where the vertical eddy diffusivity drops below a predefined thresh-261

old (Madec et al., 2013). Air-sea heat and carbon fluxes act in the model’s up-262

per layer and propagate by vertical mixing throughout the mixing layer. Note that263

the mixing layer can partially overlap with NASTMW. A portion of persisting NASTMW264

parcels may thus ventilate as well.265

4. Export : Parcels leave NASTMW and acquire a potential density that is higher than266

their last value within NASTMW (σ > σNASTMW). We are particularly inter-267

ested in parcels that persistently maintain their higher densities for a full year,268

to exclude parcels that only densify temporarily. Since not all parcels will den-269

sify immediately when the simulation starts, we here require that parcels have been270

densified out of NASTMW for at least a continuous year, two years after their ini-271

tialization. We view these parcels as candidates for sequestration, since they rep-272

resent previous NASTMW parcels that are transformed and exported to higher273

density waters. When parcels leave NASTMW, their densities may undergo slightly274

negative fluctuations. We relax the criterion slightly to allow for this: σ > σNASTMW−275

∆σ, with ∆σ = 0.01 kgm−3. σ is computed using TEOS-10 (McDougall & Barker,276

2011). We discuss variations of ∆σ in the SI Text S4.277

Note that we focus on the total, time-integrated, change in DIC along a Lagrangian278

pathway, indicated by ∆DIC, and on timescale distributions of DIC concentration changes279

along these pathways. The Lagrangian pathways of NASTMW parcels have already been280

extensively described from a physical perspective by Gary et al. (2014) and Kwon et al.281

(2015).282

The above four pathways are not exhaustive. For example, between consecutive sum-283

mers a parcel may temporarily leave NASTMW for a few days without reaching the mix-284

ing layer. Such a parcel would not fall into any of the above categories. Other examples285

are particles that densify without remaining denser than their NASTMW exit density286

for a year, or parcels that subduct over timescales longer than one year. We deliberately287

limit ourselves to the four pathways defined above, because their clear definitions help288

create a process-based understanding of carbon fluctuations throughout the life cycle of289

NASTMW.290

–7–
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Figure 2. Sketch of the four Lagrangian pathways in and out of NASTMW as covered in this

study in latitude-depth space. NASTMW is indicated in dark blue. Actual NASTMW bound-

aries and outcropping locations also exhibit longitudinal, seasonal and interannual variation.

2.5 Disentangling DIC Fluxes291

We distinguish the imprint of physical and biological fluxes on DIC concentrations292

along Lagrangian trajectories by decomposing the total change in DIC as follows:293

∂[DIC]

∂t
+ u · ∇[DIC] =

∂[DIC]

∂t mixing
+

D[DIC]

Dt bio
+

∂[DIC]

∂t air–sea
+

∂[DIC]

∂t residual
. (1)

Here, the left-hand side is the Lagrangian or total derivative of DIC along the pathway,294

D[DIC]
Dt . [DIC] in this study is expressed as a molar concentration of DIC, with units µmol L−1,295

so that seawater density changes do not affect DIC concentrations in a control volume.296

The Lagrangian derivative evolves due to vertical mixing into and out of the water par-297

cel, along-trajectory biological sources and sinks, air-sea exchange (only in the surface298

layer), and residual terms.299

The vertical mixing fluxes are computed from the model output vertical diffusiv-300

ity coefficient kz and vertical gradients in DIC:301

∂[DIC]

∂t mixing
= ∂z(kz∂z[DIC]). (2)

We compute these as daily Eulerian fields and sample them along Lagrangian pathways.302

Because the model does not include a horizontal mixing parameterization for biogeochem-303

ical tracers, we do not include a horizontal mixing term.304

Not all PISCES state variables are stored as output in FREEBIORYS2V4: only305

chlorophyll, nitrate, phosphate, silicate, DIC, total alkalinity, and dissolved oxygen are306

available. Therefore, we need to approximate the biological sources and sinks from the307

available variables. We follow Sarmiento and Gruber (2006) and compute the biologi-308

cal flux term as309

–8–



manuscript submitted to JGR: Oceans

D[DIC]

Dt bio
= rC:P

D[PO4
3−]

Dt bio︸ ︷︷ ︸
soft-tissue

+
1

2

(
D[TA]

Dt bio
+

D[NO3
−]

Dt bio

)
︸ ︷︷ ︸

carbonate

. (3)

Here, the first term on the right-hand side corresponds to soft-tissue production and rem-310

ineralization. These values are estimated from changes in phosphate concentrations, with311

rC:P being the Redfield ratio of carbon to phosphorus in PISCES. The second term es-312

timates changes in DIC due to calcite formation and dissolution from changes in total313

alkalinity, correcting for changes in total alkalinity due to changes in nitrate originat-314

ing from soft-tissue processes (Brewer et al., 1975). The right-hand side of Equation (3)315

again consists of Lagrangian derivatives. Note that vertical mixing can also increase or316

decrease concentrations of phosphate, alkalinity, and nitrate along a Lagrangian trajec-317

tory. Rather than a biological effect, this is a physical effect on the DIC concentrations,318

as already captured in the mixing term in Equation (1). The Lagrangian derivatives of319

the tracers in Equation (3) are therefore calculated by subtracting their precomputed320

diffusive mixing fluxes from the total along-trajectory change in tracer concentrations,321

such that biological effects are isolated. For example:322

D[PO4
3−]

Dt bio
=

D[PO4
3−]

Dt
− ∂z(kz∂z[PO4

3−]), (4)

with similar equations for total alkalinity and nitrate.323

Explicit air-sea exchange in the ocean model occurs only in the uppermost layer324

(1m). Changing DIC concentrations in this uppermost layer will influence the concen-325

trations below by vertical diffusive mixing, as in Equation (2). In our Lagrangian sim-326

ulations, parcels do not reach the uppermost layer, meaning that they do not experience327

explicit air-sea exchange. Instead, air-sea exchange only indirectly affects parcel DIC con-328

centrations through strong diffusive mixing in the mixing layer. The air-sea exchange329

term from Equation (1) in our analysis thus becomes part of the vertical mixing term330

and is not treated separately. We also cannot differentiate between natural DIC and an-331

thropogenic carbon (Cant; Gruber et al., 1996) since it is not included as a separate tracer332

in FREEBIORYS2V4.333

The residual term captures changes in DIC concentrations that cannot be accounted334

for by the mixing and biology terms in Equation (1). We compute it by subtracting the335

biological and mixing fluxes in Equation (1) from the total DIC fluxes along the trajec-336

tory. The residual contains the discrepancies between the biological DIC flux computed337

from Equation (3) and the actual flux in PISCES. It also accounts for unconstrained nu-338

merical mixing of DIC and other biogeochemical state variables. Atmospheric and river-339

ine deposition of phosphate and nitrate are neglected when computing their biological340

changes, thus also leaving an imprint on the residual. We cannot isolate the effects of341

local freshening or evaporation along Lagrangian parcel trajectories, because these terms342

cannot be constrained: usually these can be estimated from salinity, but salinity is ex-343

plicitly horizontally mixed, unlike biogeochemical tracers. Thus, we do not normalize DIC344

by local salinity in our analysis because horizontal mixing of salinity would cause a drift345

in the budget over time. In addition, we are explicitly interested in the effect of verti-346

cal mixing on DIC concentrations. Evaporation- and precipitation-related freshening di-347

rectly impact nutrient concentrations only in the model surface layer. Below the first me-348

ter, the effect of mixing of fresher and more saline waters on DIC concentrations is part349

of the mixing term (Equation 2).350

To compare the contribution of each flux to D[DIC]
Dt , we compute the sum of the mag-351

nitudes of each component. Figure 3a shows the percentage by which each component352

contributes to this sum of their magnitudes, computed from 1-year trajectories initial-353

ized in September 2000 (30-day segments of disentangled time series are found in SI Fig.354

35). Our aim is to discern the significance of each flux in determining the ∆DIC across355
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entire trajectories. To achieve this, we exclude time steps that cumulatively account for356

less than 5% of the overall flux magnitude sum, thereby focusing on the time steps for357

which the total fluxes predominantly influence ∆DIC. This method effectively screens358

out instances with minimal D[DIC]
Dt values, which are susceptible to disproportionate im-359

pacts from numerical inaccuracies, thus distorting the residual’s impact. The figure shows360

that biogeochemical fluxes are the dominant contributor of the total flux at each time361

step, with soft-tissue processes in turn being the main constituent. As expected, mix-362

ing fluxes become increasingly important in the mixing layer. Carbonate and residual363

fluxes are of similar magnitude.364

Biogeochemical

Soft-ti
ssue

Carbonate
Mixing

Residual

All

Below mixed layer

Below mixing layer

Within mixed layer
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64.5 56.6 15.2 8.7 19.4
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Figure 3. a) Percentage at which each flux contributes to the sum of flux magnitudes, aver-

aged over each time step. Percentages are computed using trajectories initialized in September

2000, selecting only the time steps for which the total flux is responsible for at least 95% of the

sum of all total flux magnitudes. We also examine the total biogeochemical flux, composed of the

soft-tissue and carbonate fluxes, which may have opposite signs. b) Correlations between each of

the fluxes, including the total flux D[DIC]
Dt

.

Because the residual flux is composed of multiple unconstrained constituents (see365

above), we computed correlations between the residual flux and other fluxes. Figure 3b,366

shows that the residual is only weakly negatively correlated with the carbonate flux and367

has no appreciable correlation with any other component.368

For each water parcel trajectory, we use the disentangled fluxes to reconstruct time369

series of DIC anomalies with respect to the initial concentration for soft-tissue processes,370

carbonate processes, vertical mixing, and residual processes.371

2.6 Identifying Enrichment and Depletion Regimes and Timescales372

One of our aims is to investigate the timescales and strengths at which DIC con-373

centrations are depleted or enriched along NASTMW pathways. We examine both the374

cumulative ∆DIC along the pathway and intermittent DIC enrichment and depletion regimes375

affecting DIC concentrations.376

We have opted for a straightforward approach to define DIC enrichment and de-377

pletion regimes. Specifically, these regimes are defined by the intervals in the time se-378

ries between local minima, which indicate the start of enrichment, and local maxima,379

which indicate the start of depletion. Thus, the duration of regimes corresponds to the380

time intervals between these local minima and maxima, whereas the regime’s magnitude381

is the change in DIC concentration during these intervals. In our analyses, we do not trun-382

cate regimes that have their start date before the pathway’s end date: we analyze tra-383

jectories from 1 September till 1 September in the subsequent year (or two years, in case384

–10–



manuscript submitted to JGR: Oceans

of export), but if a regime starts before this end date, we still include its entire timescale385

in our analysis.386

To reduce the impact of minor fluctuations occurring over short periods (a few days387

or less), we apply a centered moving average to the time series. Although this approach388

smooths the series, it does not completely eliminate short-time variability. Instead, it389

emphasizes significant changes in DIC concentration, minimizing the influence of brief,390

minor fluctuations at time scales shorter than the window size. Therefore, the window391

size partially sets the scale for which regimes are deemed significant. The primary ad-392

vantage of this methodology lies in its simplicity, offering a clear lens to assess the main393

dynamics of DIC variations over time. Given our model’s nominal resolution of 1/4◦, it394

does not resolve the submesoscale, which is associated with nutrient transport and bio-395

geochemical structuring at timescales of the order of days (Lévy et al., 2012). Instead,396

we will apply a window length of 10 days, which is still much shorter than the lifetimes397

of mesoscale eddies (months) by which nutrients are supplied (McGillicuddy et al., 1998),398

and instead is of the same order as typical remineralization timescales (Siegel et al., 1999).399

This allows us to resolve processes on timescales of the order of a week and higher. Ad-400

ditionally, SI Text S5 repeats our analysis without any smoothing, and with smoothing401

using window sizes of 6 and 20 days. Especially when no smoothing is applied, the bulk402

of the regime lengths are shorter than 10 days, while their magnitudes are also much smaller.403

This illustrates the need for smoothing to shed light on processes at longer timescales.404
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3 Results: DIC Enrichment and Depletion along NASTMW Pathways405

For each of the four pathways introduced in section 2.4, we plot the distribution406

of total ∆DIC per individual parcel that satisfies the pathway’s criteria. We also show407

the relative contribution of biogeochemical, physical and residual processes for different408

total ∆DIC magnitudes. This will help determine which processes contribute to increas-409

ing or decreasing DIC concentrations along each pathway. We also discuss the integrated410

flux strength of each process per month. Lastly, we examine distributions of enrichment411

and depletion events spread across timescales and processes.412

3.1 The Subduction Pathway413

Subduction is investigated by tracing NASTMW parcel pathways backward in time.414

As can be seen from Figure 4, subduction of parcels into NASTMW has by far the largest415

impact on DIC concentrations: the mean increase is ∼ 100 µmol L−1, though with a large416

spread for different parcels (Fig. 4a). The dominant contribution comes from vertical417

mixing, which acts chiefly when the parcel is in the mixing layer. The mixing contribu-418

tion grows from September until December, after which it decreases to near-zero around419

May, where it remains steady for the rest of the year (Fig. 4f). This increased mixing420

coincides with increased downwelling (not shown): upon initialization, parcels experi-421

ence downwelling at a mean rate of 0.1m per day in September, increasing steadily to422

a maximum of approximately 1m per day in March, after which downwelling velocities423

reduce again to 0.1m per day in May. Most parcels exit the mixed layer in April, when424

the mixing layer shoals again and mixing decreases drastically. In the winter months,425

when the mixing layer deepens and entrains nutrients, there is a small negative soft-tissue426

carbon flux from primary productivity (Fig. 4e). Although the spring bloom is visible427

as a minimum in the mean yearly fifth percentile, subducting NASTMW parcels expe-428

rience a mean increase in DIC in April, as they move below the mixing layer again. This429

remineralization flux continues into the following months, as subducting NASTMW is430

rich in dissolved organic carbon that can be remineralized (Carlson et al., 1994; Krémeur431

et al., 2009).432

We investigate the timescales and magnitudes associated with the enrichment and433

depletion regimes in Figure 5. Vertical mixing is the dominant contributor across regime434

timescales (Fig 5a). Only at timescales of 10 days or less, the net ∆DIC is slightly neg-435

ative. DIC depletion regimes at timescales of 30 days or less primarily occur around March436

(not shown), during peak primary production. The regime distribution has a long pos-437

itive tail with around 43% of DIC changes associated with timescales of more than 100438

days, mostly associated with vertical mixing. When regime detection is applied specif-439

ically to the mixing-related DIC anomaly time series, almost 90% of the ∆DIC is asso-440

ciated with regimes with these long timescales (SI Fig. S37). This shows that vertical441

mixing steadily increases DIC concentrations as parcels subduct into NASTMW, adjust-442

ing to the ambient vertical DIC distribution, with larger DIC concentrations at depth443

that can supply the parcel with DIC from below (SI Fig. S9).444

While the soft-tissue, carbonate and residual fluxes have a relatively minor con-445

tribution to the total ∆DIC (Fig. 4c), their contributions are of similar order to the to-446

tal ∆DIC considered of the other pathways (shown later). The residual and carbonate447

processes here exhibit the largest contribution (and spread) when parcels are in the mix-448

ing layer (SI Fig. 36a & b).449

A yearly average of 1.2% of backtracked parcels originate from the mixed layer on450

the previous September 1st. We also investigated subduction occurring over two and three451

years. As this allows parcels to subduct over longer timescales, more parcels meet this452

criterion (3.7% and 5.8% respectively). This is discussed in SI Text S3. In summary, these453

parcels on average experience a total ∆DIC of similar order (110µmol L−1 in both cases;454

see Figs. S13 and S15). While physical mixing is still the dominant contributor in both455
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Figure 4. Transformation of DIC concentrations along pathways of parcels that subduct

and reach NASTMW. (a) Distribution of total ∆DIC per trajectory for all initialization years

1995-2015. Error bars indicate standard deviation for each bin per year. The average number

of trajectories of this pathway is indicated as a percentage of all simulated trajectories per year,

with min-max ranges indicated in brackets. (b) Relative contribution of each process to the av-

erage ∆DIC, for different ∆DIC strengths. The sum of contributions is always 1, meaning that

contributions greater than 1 are balanced by contributions of the opposite sign. The relative con-

tribution is computed only for bins with their edges in the 1st and 99th percentile of ∆DIC. (c)

Mean of yearly average ∆DIC of trajectories, with the standard deviation across years in brack-

ets. (d-f) Yearly mean DIC flux, integrated per month, as well as the range of the yearly mean,

and the yearly mean of the 5th and 95th percentile, for the total DIC flux (d), soft-tissue fluxes

(e), and mixing fluxes (f). Carbonate and residual fluxes are much smaller and are shown in SI

Fig. S36 a & b.

cases, soft-tissue processes progressively make up a higher share of the mean total ∆DIC:456

for subduction over 1 year, these make up 9% of ∆DIC, with this contribution increas-457

ing to 20% and 30% when subduction occurs over 2 and 3 years, respectively. These soft-458

tissue are an important factor in shaping the vertical distribution of DIC (Sarmiento &459

Gruber, 2006). The longer a parcel takes to subduct, the more time soft-tissue reminer-460

alization processes have to directly increase the parcel’s DIC, whereas during quick sub-461

duction, the parcel will instead adapt its DIC to ambient conditions through mixing.462
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Figure 5. ∆DIC contribution of each timescale for parcels that subduct and reach NASTMW.

(a) Relative ∆DIC of regimes of each timescale. This quantity is computed by summing the

magnitudes of each positive and negative regime for all trajectories across years and then nor-

malizing by the sum of ∆DIC of each whole trajectory. ‘Net’ shows the positive minus negative

normalized ∆DIC. Because the distribution has a long tail, regimes longer than 100 days are

grouped together. (b) Boxplot of ∆DIC magnitudes for each regime for each timescale. Maxima

and minima of outliers are indicated by triangles. The number of positive and negative outliers is

indicated as a percentage of the total number of regimes, which is indicated above. The boxplot

follows the classical definition: whiskers are defined as Q1-1.5*IQR and Q3+1.5*IQR (Q1 and

Q3, being the first and third quartile, and IQR=Q3-Q1 is the interquartile range). Outliers are

defined as regimes with magnitudes that fall outside the whisker ranges.
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3.2 The Persistence Pathway463

Figure 6, shows the total transformation of DIC concentrations within parcels that464

persist in NASTMW throughout a full year. On average, this accounts for 25.9% of all465

parcels, and thus agrees with the model study of Gary et al. (2014), where 74% of NASTMW466

parcels exit the water mass within a year. Note, however, the large interannual range467

of parcels that comprise this pathway. The minimum of 2.9% is associated with parcels468

initialized in September 2013, where the following year of 2014 marked a strong decline469

in the modeled NASTMW volume toward its minimum in the summer of 2014 (see SI470

Figure S14). Interannual variability in NASTMW formation and volume is commonly471

observed (Billheimer & Talley, 2013; Stevens et al., 2020). Generally, we find that the472

percentage of parcels that persist in NASTMW is correlated with the volume in the next473

year, with a Pearson-R of 0.88 (p < 0.001).474

Figure 6b shows that positive contributions are dominated by soft-tissue reminer-475

alization, which has a slightly positive monthly mean flux year-round (Fig. 6e). Verti-476

cal mixing leaves a distinctly negative imprint on the ∆DIC of persisting NASTMW parcels,477

meaning that it depletes parcels of carbon. This occurs specifically in winter (Fig. 6f),478

when the mixing layer deepens, and causes 19% of parcels that persist in NASTMW to479

have a negative ∆DIC. Because winter mixing is a primary driver of NASTMW forma-480

tion, some parcels that persist in NASTMW may in fact reside in well-mixed newly formed481

NASTMW. Vertical mixing can then act to deplete DIC from NASTMW parcels as it482

is supplied to the euphotic zone. We find that the vertical displacement of a parcel is483

a predictor for the total ∆DIC (Pearson-R of 0.51, p < 0.001): parcels that move deeper,484

are more likely have increased DIC concentrations. This can be due a smaller likelihood485

of being temporarily entrained in NASTMW regions that are in contact with the mix-486

ing layer.487

While the net residual term is smaller than the soft-tissue and mixing terms, the488

carbonate term is smaller than these residual terms, so we neglect it in our discussion489

for this pathway. Both the carbonate and residual fluxes show no clear yearly cycle (SI490

Fig. S36c & d).491

From Figure 7 we see that net depletion is associated with timescales of 30 days492

and less. For timescales between 10 and 30 days, about half of the depletion is attributed493

to vertical mixing. This is largely associated with the winter convection. The contribu-494

tion of photosynthesis, a soft-tissue process, has its mode at the 10-20 day timescale, and495

decays in prominence at larger timescales. Note that the 10-day smoothing of the DIC496

time series has smoothed out most fluctuations shorter than 10 days. Soft-tissue DIC497

enrichment, associated with remineralization, has its mode at the 20-30 day timescale,498

but its tail extends over longer timescales than DIC depletion, with a contribution of al-499

most half the total net ∆DIC at timescales longer than 100 days (see the timescales as-500

sociated with the soft-tissue DIC anomaly, SI Fig. S38). Figure 7b shows that for timescales501

less than 20 days, the mode ∆DIC of each individual regime is close zero at timescales502

less than 20 days and gradually increases to 6.2 µmol L−1 for timescales longer than 100503

days. The net negative ∆DIC at timescales less than 30 days then suggests that strongly504

negative ‘outliers’ are responsible for a net decrease at this timescale. For regimes with505

durations of around a month, we find that these outliers are largely concentrated around506

March, coinciding with the spring bloom. The spring bloom can thus be linked to strong507

anomalous DIC depletion for parcels residing in NASTMW.508
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Figure 6. Transformation of DIC concentrations along pathways of parcels that persistently

remain in NASTMW. (a) Distribution of total ∆DIC per trajectory, averaged over initialization

years 1995-2015. (b) Relative contribution of each process to the average ∆DIC, for different

∆DIC strengths. Note that when the average ∆DIC is negative, positive contributions to ∆DIC

(e.g. soft-tissue remineralization) have a negative relative contribution. (c) Mean of yearly av-

erage ∆DIC of all trajectories. (d-f) Yearly mean DIC flux, integrated per month, for the total

DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Carbonate and residual fluxes are much

smaller and are shown in SI Fig. S36c & d.
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∆DIC of regimes of each timescale. (b) Boxplot of magnitudes of each regime for each timescale.

–16–



manuscript submitted to JGR: Oceans

3.3 The Ventilation Pathway509

On average, parcels that ventilate by temporarily reaching the mixing layer undergo510

a negligible net ∆DIC (Figure 8). The mean total ∆DIC of 0.7 µmol L−1 is smaller than511

the interannual standard deviation. However, the ∆DIC distribution for individual tra-512

jectories in Fig. 8a is much more spread out. We find that the total ∆DIC along this513

pathway is correlated with the net downward displacement in the water column with a514

Pearson-R of 0.60 (p < 0.001). Thus, over one yearly ventilation cycle, the net deep-515

ening of a particle is a predictor of its increase in DIC.516

Figure 8b and c show a strong counteraction of DIC enrichment from soft-tissue517

remineralization, and a negative contribution for vertical mixing. Figure 8f shows how518

winter mixing is responsible for the decrease in DIC, as the parcel exchanges its DIC with519

the mixing layer, supplying nutrients for primary production in the euphotic zone, as well520

as well as equilibrating with the upper layer in which air-sea fluxes allow for atmospheric521

gas exchange. Although the mean monthly soft-tissue flux never becomes negative, the522

mean 5th percentile has a minimum around February and March. This coincides with523

a modeled maximum in net primary production of phytoplankton, associated with the524

spring bloom. Only some parcels experience this negative-soft tissue flux directly, as not525

all parcels can reach the euphotic zone where primary production occurs. Instead, many526

parcels are linked to spring bloom indirectly, supplying it with nutrients from the deeper527

parts of the mixing layer. Followed by this, the mean soft-tissue flux has a slight pos-528

itive maximum in April (Fig. 8e), as the mixing layer shoals and moves above the par-529

cel, allowing organic material to remineralize. The net positive DIC flux remains pos-530

itive over the following months (Fig. 8d,e). Carbonate processes have a small positive531

yearly contribution, also peaking in April, after most parcels have left the mixing layer532

(Fig. S22e). Note that residual processes have no net effect on the ∆DIC for this path-533

way.534

Mixing is the main contributor to the net depletion of DIC at timescales less than535

40 days (Fig. 9a). The distribution of DIC enrichment and depletion regimes for ven-536

tilating parcels is somewhat similar to that of persisting NASTMW parcels, albeit with537

a larger contribution from mixing at the short timescales. Fig. 9b shows that the interquar-538

tile range and whiskers are symmetric with the median around 0 for timescales less than539

20 days, with the median becoming positive at longer timescales. Since the normalized540

∆DIC for regimes at timescales less than 30 days is negative, this must be due to strongly541

depleting outlier regimes, associated with vigorous mixing. In SI Fig. S39, we identify542

regime timescales and magnitudes based on the DIC anomaly due to mixing processes.543

Interestingly, we find that about 40% of the net contribution of mixing processes has regime544

timescales of more than 100 days. When assuming a regime-based view of the total DIC545

anomaly, the relatively steady DIC depletion due to mixing during wintertime ventila-546

tion can be temporarily counteracted by local soft-tissue remineralization, such that mix-547

ing is not able to cause the total DIC anomaly to persistently decrease for such long timescales.548

549
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Figure 8. Transformation of DIC concentrations along pathways of ventilating NASTMW

parcels. (a) Distribution of total ∆DIC per trajectory, averaged over initialization years 1995-

2015. (b) Relative contribution of each process to the average ∆DIC, for different ∆DIC

strengths. (c) Mean of yearly average ∆DIC of all trajectories. (d-f) Yearly mean DIC flux,

integrated per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Car-

bonate and residual fluxes are much smaller and are shown in SI Fig. S36e & f.
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3.4 The Export Pathway550

NASTMW parcels that get exported to denser surroundings mostly undergo a net551

positive ∆DIC (Fig. 10), with a yearly mean of 9.9 µmol L−1. We recall that here, parcels552

are integrated for a total of two years, during which their potential density remains, for553

at least the entire second year, higher than their potential density upon exiting NASTMW.554

‘Exiting NASTMW’ here is related to a transformation of the parcel’s density or of lo-555

cal stratification, by which NASTMW is destroyed (Kwon et al., 2015).556

The distribution of ∆DIC is asymmetric, with a longer tail in the positive direc-557

tion (Fig. 10a). Soft-tissue processes make up the bulk of the ∆DIC for trajectories in558

the positive tail (Fig. 10b). Note that for small and negative ∆DIC, the residual becomes559

more prominent, indicating that the DIC budget becomes less well constrained by our560

disentanglement method (section 2.5). Mixing fluxes again are concentrated in the win-561

ter months of the first year. Due to the way we select exported parcels, some may be tem-562

porarily entrained into the mixing layer in the first year of integration. However, out-563

side of the first winter months, the mean DIC fluxes are solely governed by soft-tissue564

processes. Note that after the first year, these are effectively zero, albeit with the 5th565

and 95th percentile ranging between values of around ±2µmol L−1 (Fig. 10e), while the566

residual has a range of ±1 µmol L−1 (SI Fig. S36 g & h). Since these ranges are of the567

same order, while the mean is close to zero, we conclude that after the NASTMW parcels568

remain exported in the second year, they undergo no clear net DIC depletion or enrich-569

ment; the change in ∆DIC occurs before.
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Figure 10. Transformation of DIC concentrations along pathways of exported NASTMW

parcels. (a) Distribution of total ∆DIC per trajectory, averaged over initialization years 1995-

2015. (b) Relative contribution of each process to the average ∆DIC, for different ∆DIC

strengths. (c) Mean of yearly average ∆DIC of all trajectories. (d-f) Yearly mean DIC flux,

integrated per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Car-

bonate and residual fluxes are much smaller and are shown in SI Fig. S36g & h.

570

Looking at enrichment and depletion regimes and timescales (Figure 11), we see571

that at short timescales of less than a month, positive and negative ∆DIC regimes nearly572

balance one another. The net ∆DIC of regimes with longer timescales becomes positive,573

–19–



manuscript submitted to JGR: Oceans

dominated by soft-tissue remineralization. Mixing mainly acts to deplete exporting NASTMW574

parcels of their DIC at timescales of around a month and less, while, photosynthesis and575

remineralization balance each other out at timescales up to two weeks. At short timescales,576

the enrichment and depletion magnitudes show a symmetric distribution, also in terms577

of outliers (Fig. 11b), meaning that at these timescales, there is a balanced counterac-578

tion. While the number of parcels that we consider exported depends on the potential
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579

density threshold, ∆σ, these parcels qualitatively exhibit similar total ∆DIC, regime mag-580

nitudes and timescales. This is further discussed in SI Text S4.581
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Pathway ∆DIC in model [µmol L−1] Average % of parcels in one simulation

1. Subduction 100.8 1.2 %†

2. Persistence 6.1 25.9 %

3. Ventilation 0.7 9.1 %

4. Export 9.9 ‡ 15.3 %

Table 1. Yearly mean ∆DIC for each pathway in the hindcast model, including mean oc-

currences. † This percentage increases if we consider long timescales for subduction, with the

associated ∆DIC still having a similar magnitude (110µmol L−1 if subduction occurs over 2 or 3

years). ‡ DIC changes mostly occur before the parcel is exported.

4 Summary & Discussion582

We adopted a Lagrangian frame of reference to study how dissolved inorganic car-583

bon concentrations are altered along different NASTMW pathways in an eddy-permitting584

model that reproduces NASTMW for process study purposes. The yearly mean ∆DIC585

for each pathway, as well as the mean fraction of particles that take each pathway is sum-586

marized in Table 1. As mentioned in section 2.4, these pathways are non-exhaustive and587

non-exclusive, as there is a myriad of paths that parcels may take into and out of NASTMW588

(e.g. leaving NASTMW temporarily while not ventilating, densifying for less than a year,589

or subducting over longer timescales than one year).590

We found that along different NASTMW pathways, parcels undergo by far the largest591

DIC enrichment as they subduct from the mixed layer into NASTMW, with an order592

of magnitude ∼ 100 µmol L−1, independent of whether subduction occurs over one, two593

or three years. The timescale at which subduction occurs determines the partitioning594

of enrichment and depletion into contributions of physical mixing and biogeochemical595

process contributions. For rapid subduction from the summer mixing layer to NASTMW596

in a year, enrichment is almost solely due to vertical mixing, acting to homogenize the597

parcel’s DIC concentration to the surrounding water column, supplying the parcel with598

nutrients from below. When parcels subduct over more than one year, biogeochemical599

processes can have a greater direct contribution to net enrichment. Only 1.2% of parcels600

subducts from the mixed layer into NASTMW between two consecutive Septembers, but601

this percentage increases as longer subduction time periods are considered.602

Parcels that persist in NASTMW during a full year on average undergo a small net603

enrichment of ∼ 6 µmol L−1, with the magnitude of enrichment correlating to net down-604

ward displacement of a parcel. Soft-tissue remineralization here counteracts any deple-605

tion by vertical mixing that supplies nutrients to the euphotic zone. For the bulk of the606

parcels, remineralization dominates depletion. This depletion mainly occurs due to ver-607

tical mixing in the winter months. Parcels that reside in NASTMW from one summer608

to the next thus contribute to the nutrient supply in the euphotic zone during March609

peak primary productivity, after which NASTMW DIC is enriched throughout the year610

due to remineralization.611

Parcels that reside in NASTMW between two consecutive summers may interme-612

diately reach the mixing layer and ventilate. Here, they will undergo net depletion due613

to vertical mixing, which supplies DIC to the euphotic zone for primary productivity-614

associated photosynthesis and to the upper model layer for air-sea gas exchange. Some615

parcels directly supply carbon for photosynthesis. This is followed by enrichment due616

to remineralization, leading, on average, to almost no net DIC changes. The mean value617
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of 0.7µmol L−1 is small and of similar order of magnitude as the upper ocean model DIC618

trend (SI Fig. S12). However, examining individual parcel trajectories, it becomes clear619

that NASTMW may locally undergo a much stronger net enrichment or depletion, in620

correlation with the net downwelling over a ventilation cycle.621

Parcels that exit NASTMW and are exported due to density increases undergo a622

net average increase of about ∼ 10 µmol L−1, primarily due to remineralization. How-623

ever, this increase largely takes place before the densification occurs. Once exported, DIC624

fluxes are small and average each other out for at least one year. These exported parcels625

are important candidates for further sequestration. Whether further transformation of626

their DIC concentration occurs on larger timescales is beyond the scope of this study,627

but our results hint at the DIC concentrations of these parcels mainly being set before628

export, predominantly during their earlier subduction, and to a lesser extent within NASTMW629

itself.630

There is a wide spread in the total ∆DIC for each traversed NASTMW pathway.631

Moreover, individual parcels undergo DIC enrichment and depletion regimes over a range632

of timescales and magnitudes, due to a complex interplay of physical mixing and bio-633

geochemical processes. This makes it important to adopt a Lagrangian-based perspec-634

tive when investigating biogeochemical cycling in a water mass, as bulk Eulerian stud-635

ies can average out the complexity of enrichment and depletion unfolding over different636

timescales, as revealed in this study.637

We introduced a simple approach of defining enrichment and depletion regimes be-638

tween local minima and maxima in smoothed Lagrangian DIC anomaly time series. The639

time window over which the data is smoothed determines the minimum timescales that640

are revealed by this method, as smoothing can filter out short fluctuations between de-641

pletion and enrichment. This is further discussed in SI Text S5. Previous Lagrangian642

studies that aim to quantify timescales in Lagrangian biogeochemical time series make643

use of Lagrangian decorrelation timescales (Cetina-Heredia et al., 2018; Brady et al., 2021).644

However, such metrics assume that Lagrangian biogeochemical time series are station-645

ary, while instead biogeochemical depletion and enrichment is highly dependent on the646

spatial (vertical and horizontal) and temporal location of the water parcel. Whether a647

particle experiences depletion or enrichment is highly rooted in its spatial location, for648

example when a parcel gets entrained (or shed off) from an eddy that experiences high649

primary productivity. Or a parcel may subduct through the thermocline, such that the650

importance of vertical mixing, as experienced earlier in the mixing layer, rapidly van-651

ishes. These processes are highly non-linear and non-stationary. This is also why we do652

not opt for spectral approaches, as most of these are rooted in assumptions of period-653

icity or stationarity, which does not necessarily hold for our trajectories. Instead, our654

method reveals regime timescales while staying agnostic about any periodicity.655

Model data constraints prevent us from investigating submesoscale processes and656

variability, as higher resolution model data is not available for large regions over the span657

of decades. The unresolved submesoscale dynamics have large implications for biogeo-658

chemistry, for example by creating fronts that provide short-lived nutrient pulses of just659

a few days (Lévy et al., 2012; Mahadevan, 2016). We note that when no time series smooth-660

ing is applied, timescales of less than 10 days still come to dominate the timescale dis-661

tribution of enrichment and depletion of DIC. However, this allows brief small-amplitude662

DIC fluctuations to split up longer, steady changes in DIC, masking such processes (SI663

Text S5). The findings in this study instead are chiefly related to mesoscale ocean dy-664

namics, with a resolution similar to of that of state-of-the-art earth system models (Hewitt665

et al., 2020).666

Further improvements may also lie in improved disentanglement of biogeochem-667

ical fluxes (section 2.5). Due to the limited output of model variables, we cannot con-668

strain the full biogeochemical fluxes as they occur in PISCES. For example, we use the669
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simplifying assumption that carbonate fluxes can be fully determined from alkalinity, while670

in reality alkalinity is also affected by nitrification and other processes. Ideally, we would671

incorporate a complete budget of all biogeochemical tracers that are used internally by672

PISCES to compute the biogeochemical fluxes.673

More generally, we emphasize the balanced and often opposing effects that phys-674

ical mixing and biogeochemical fluxes play for Lagrangian carbon cycling at different stages675

of NASTMW pathways. It is thus important to continue improving the model represen-676

tations of both types of processes, as this will aid in further understanding and quan-677

tifying ocean carbon sequestration. This is especially important in the context of rising678

atmospheric carbon dioxide mole fractions and its impacts on the climate.679
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Open Research Section680

The code to reproduce the results and figures from this paper is available at https://681

github.com/OceanParcels/NASTMW DIC. Upon acceptance, it will be uploaded to YODA,682

Utrecht University’s persistent data repository, where it will be assigned a DOI. The phys-683

ical hindcast product FREEGLORYS2V4 was made available by Mercator Ocean Inter-684

national on request, and the biogeochemical hindcast product FREEBIORYS2V4 is avail-685

able at the Copernicus Marine Service (https://doi.org/10.48670/moi-00019). Bot-686

tle and DIC data used for model-data comparison in Supporting Information Text S1687

are available through the CLIVAR and Carbon Hydrographic Data Office (https://cchdo688

.ucsd.edu). WOA18 data is available at https://www.ncei.noaa.gov/access/world689

-ocean-atlas-2018/. WOA23 data is available at https://www.ncei.noaa.gov/access/690

world-ocean-atlas-2023/. The Parcels Lagrangian framework version 2.4.1 is avail-691

able at doi.org/10.5281/ZENODO.7680187.692
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Key Points:7

• Complex interplay of physical and biogeochemical processes influences carbon dy-8

namics in North Atlantic Subtropical Mode Water.9

• We split carbon changes along Lagrangian pathways (subduction, persistence, ven-10

tilation and export) into mixing and biogeochemical fluxes.11

• Subduction from the mixing layer into the mode water chiefly alters modeled dis-12

solved inorganic carbon of Lagrangian parcels, by +101 µmol L−1.13
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Abstract14

North Atlantic Subtropical Mode Water (NASTMW) serves as a major conduit for dis-15

solved carbon to penetrate into the ocean interior by its wintertime outcropping events.16

Prior research on NASTMW has concentrated on its physical formation and destruction,17

as well as Lagrangian pathways and timescales of water into and out of NASTMW. In18

this study, we examine how dissolved inorganic carbon (DIC) concentrations are mod-19

ified along Lagrangian pathways of NASTMW on subannual timescales. We introduce20

Lagrangian parcels into a physical-biogeochemical model and release these parcels an-21

nually over two decades. For different pathways into, out of, and within NASTMW, we22

calculate changes in DIC concentrations along the path (∆DIC), distinguishing contri-23

butions from vertical mixing and biological processes. Subduction leaves the most dis-24

tinctive fingerprint on DIC concentrations (+101 µmol L−1 in one year), followed by ex-25

port out of NASTMW due to densification (+10µmol L−1). Most DIC enrichment and26

depletion regimes span timescales of less than ∼30 days, related to algal blooms. How-27

ever, varying physical and biological processes often oppose one another at short timescales,28

so the largest net DIC changes occur at timescales of more than 30 days. While the mean29

∆DIC for parcels that persist within NASTMW in one year is relatively small at +6µmol L−1,30

this masks underlying complexity: individual parcels undergo interspersed DIC deple-31

tion and enrichment, spanning several timescales and magnitudes. Since biological and32

physical processes both strongly influence DIC concentrations in NASTMW, refining pro-33

cess understanding and models of both domains is important for accurate projections34

of carbon cycling and sequestration.35

Plain Language Summary36

Mode waters are relatively thick water masses with homogeneous properties, such37

as temperature and salinity. The North Atlantic Subtropical Mode Water (NASTMW),38

found in the Sargasso Sea, is one such water mass. Lying underneath the ocean surface,39

it comes into contact with the atmosphere during winter, when the ocean surface layer40

is vigorously mixed due to strong winds, causing the mixed layer to connect with NASTMW.41

This way, NASTMW can regulate the climate, since it can buffer atmospheric temper-42

ature and carbon anomalies during the summer, when there is no surface connection. It43

is also a conduit for carbon to penetrate beneath the ocean’s upper mixed layer. We study44

NASTMW from the viewpoint of a water parcel that moves with the currents and see45

how carbon concentrations in the water parcels change along different NASTMW path-46

ways. For each pathway, the carbon concentration changes due to an interplay of phys-47

ical mixing and biogeochemical processes, for example related to plankton growth and48

decay. These processes can unfold over different timescales and may counteract or en-49

hance themselves or one another. The largest change in carbon concentration is found50

when a parcel moves from the upper ocean mixed layer into NASTMW.51

1 Introduction52

The ocean is both an integral component of the natural carbon cycle, as well as a53

large sink for anthropogenic carbon emissions. Since 1850, it has taken up 26% of an-54

thropogenic CO2 from the atmosphere (Friedlingstein et al., 2022). To understand the55

ocean carbon sink, now and in the future, it is important to understand how the ocean56

moves carbon from the upper ocean mixed layer through the permanent thermocline,57

from where it can be further sequestered on timescales of years, decades or centuries. A58

major conduit through which this occurs is North Atlantic Subtropical Mode Water (NASTMW).59

It links the ocean interior to the surface on a yearly basis during winter convective events,60

and is responsible for 20% of the carbon uptake in the 14–50◦N latitude band of the North61

Atlantic (Bates, 2012).62
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NASTMW, also referred to as Eighteen Degree Water, is a classical example of mode63

water (Hanawa & Talley, 2001), featuring a thick vertical layer characterized by near-64

homogeneous properties including temperature, salinity, and oxygen concentration. It65

is formed during winter, when surface buoyancy loss leads to convection events that deepen66

the mixed layer in the Sargasso Sea, and through cross-frontal mixing in the southern67

flanks of the Gulf Stream (Joyce et al., 2013; Davis et al., 2013). Spring stratification68

caps off NASTMW again, causing it to act as an interannual buffer of wintertime atmo-69

spheric anomalies of temperature and carbon (Bates et al., 2002). Gyre circulation and70

eddy-induced advection allow NASTMW to spread horizontally southwards, causing it71

to occupy an area much larger than its formation location (Gary et al., 2014). This makes72

NASTMW also a key regulator of temperature (Sugimoto et al., 2017), organic carbon73

(Sugimoto et al., 2017), and nutrients (Palter et al., 2005) in the interior of the subtrop-74

ical gyre. Subsequent destruction of NASTMW occurs primarily through vertical mix-75

ing at the top of the layer, but also through diapycnal mixing and along-isopycnal stir-76

ring (Billheimer & Talley, 2016).77

Current understanding of the role of NASTMW in oceanic carbon uptake is either78

based on sparse observations (Bates et al., 2002; Bates, 2012; Billheimer et al., 2021) or79

is inferred from insights into physical mechanisms such as its formation, ventilation and80

pathways (Davis et al., 2013; Gary et al., 2014; Kwon et al., 2015; Li et al., 2022; Gan81

et al., 2023). However, a process-based view of how dissolved inorganic carbon (DIC)82

is transported along pathways from the ocean surface through NASTMW into the ocean83

interior is lacking.84

We investigate how DIC concentrations change along pathways of NASTMW dur-85

ing its formation, persistence, ventilation, and export to better understand which pro-86

cesses alter carbon concentrations along this conduit between the atmosphere and the87

ocean interior. To do so, we trace virtual parcels of water along pathways into, out of,88

and within NASTMW using a coupled physical-biogeochemical, eddy-permitting ocean89

model. Along the pathways of these flow-following Lagrangian parcels, we disentangle90

the influence of different physical and biogeochemical processes on the local DIC con-91

centration. We then quantify the timescales and magnitudes of DIC depletion and en-92

richment regimes, defined between local minima and maxima in DIC anomaly time se-93

ries. Rather than only looking at the bulk change in DIC concentrations along each path-94

way, we also consider how these changes are distributed between processes and pathways,95

as well as in time and between a range of timescales. This allows us to better understand96

the complexity by which different physical and biogeochemical processes affect the DIC97

content of NASTMW at different moments and timescales.98

We focus on timescales of the order of years and less, as most NASTMW parcels99

have residence times shorter than a year (Gary et al., 2014). We consider parcels that100

subduct into NASTMW, ventilating parcels, persisting NASTMW parcels, and parcels101

that are exported due densification. Parcels in this last class are relevant candidates for102

longer sequestration on timescales of years to decades (the timescale of the gyre interior;103

Levine et al., 2011).104

–3–



manuscript submitted to JGR: Oceans

2 Data and Methods105

2.1 Ocean Model Data106

To compute Lagrangian parcel trajectories and along-trajectory DIC changes, we107

use gridded ocean physics and biogeochemistry output data from a global hindcast ocean108

model at 1/4◦ degree resolution, comprised of the FREEGLORYS2V4 physics and FREE-109

BIORYS2V4 biogeochemistry products developed by Mercator Ocean International (MOi)110

for the Copernicus Marine Service. These coupled products have an eddy-permitting res-111

olution, resolving part of the mesoscale eddy regime, which plays a role in mode water112

formation (Xu et al., 2014; Davis et al., 2013). Ideally, we would use a model set that113

resolves the full mesoscale or even parts of the submesoscale, as these play important roles114

in biogeochemical cycles (Lévy et al., 2024). However, an eddy-permitting resolution ac-115

commodates the high computational and storage demands from the physical-biogeochemical116

run (similar to Atkins et al., 2022), and can provide us with a mesoscale process-level117

understanding. The horizontal resolution of 1/4◦ is representative of that typically em-118

ployed in earth system models (Hewitt et al., 2020), and thus also bears relevance to their119

dynamics. We use versions of both data products on their native Arakawa C-grid, al-120

lowing for more precise Lagrangian trajectory computations (Delandmeter & van Sebille,121

2019).122

The hindcast ocean model does not include data assimilation, such that ocean physics123

obeys conservation of mass and momentum and biogeochemical budgets are closed. We124

use a time series between 1995 and 2017, excluding earlier spin-up years. The length of125

the time series allows us to take into account interannual variability. Since the model126

is not constrained by observations after its initialization, it may exhibit drift from ob-127

served conditions over time. Thus, we use the model in the context of process understand-128

ing rather than precise reproduction of observational data.129

Ocean physics in FREEGLORYS2V4 are simulated with NEMO version 3.1 (Madec130

et al., 2013) with the ORCA025 configuration, having a 22 km horizontal resolution at131

Cape Hatteras and 75 vertical levels (Bernard et al., 2006). Vertical mixing is param-132

eterized using an adaptation of the turbulent closure model by Blanke and Delecluse (1993).133

Physics are initialized from the EN4 data product (Good et al., 2013) and atmospheric134

forcings come from 3-hourly ERA-interim reanalysis products from ECMWF (Dee et al.,135

2011). FREEGLORYS2V4 has an assimilated counterpart, GLORYS2V4, which is ex-136

tensively described in Garric and Parent (2017). A comparison of the model with ob-137

servations is found in Supporting Information (SI) Text S1.138

Biogeochemistry in FREEBIORYS2V4 is modeled using the intermediate complex-139

ity PISCES-v2 model (Aumont et al., 2015). PISCES simulates the carbon cycle, car-140

bonate chemistry, main nutrients (P, N, Fe and Si) and the lower trophic levels of ma-141

rine ecosystems (phytoplankton, microzooplankton and mesozooplankton) using 24 prog-142

nostic variables in total. These tracers are advected and vertically mixed using the hy-143

drodynamics from FREEGLORYS2V4, without horizontal diffusive mixing. Nitrate, phos-144

phate, oxygen and silicate are initialized using data from the World Ocean Atlas (National145

Oceanographic Data Center (U.S.) Ocean Climate Laboratory et al., 2002) and DIC and146

alkalinity are initialized with the GLODAP climatology (Key et al., 2004). The model147

includes atmospheric deposition and riverine input of Fe, Si, N and P, as well as Fe in-148

put from sediment. Although a Redfield ratio of C/N/P = 122/16/1 is imposed, cycles149

of phosphorus and nitrogen are not fully coupled because of nitrogen fixation, denitri-150

fication and external sources. Atmospheric pCO2 is prescribed at the air-sea interface,151

computed from monthly global CO2 mole fractions (Lan et al., 2023). A biogeochem-152

ical model verification at the global scale is found Perruche et al. (2019).153

Near the Bermuda Atlantic Time-series Study (BATS) site (32◦10′N, 64◦10′) FREE-154

BIORYS2V4 exhibits a trend of increasing salinity-normalized DIC at 10m depth, by155
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+0.2 µmol/L/year (see SI Fig. S12). This is roughly a factor 5 smaller than the observed156

salinity-normalized DIC trend of +1.08±0.05 µmol/kg/year (Bates et al., 2012). There-157

fore, the input of the model does not accurately represent the observed decadal increase158

of upper ocean DIC concentrations due to climate change in the Sargasso Sea. We thus159

only consider the two decades of model data in the context of interannual variability and160

focus on a process-based understanding of DIC changes along NASTMW pathways. Due161

to a bias in the model upper ocean salinity trend, the DIC trend at the surface of the162

Sargasso Sea is mostly between 0 and −1 µmol/L/year. This is further discussed in SI163

Text S1.164

2.2 Definition of NASTMW165

NASTMW was first identified by Worthington (1958) as a water mass with a uni-166

form temperature around 18 ◦C, giving it the moniker Eighteen Degree Water. It is most167

commonly classified using a temperature range centered around 18 ◦C, typically as 17–19 ◦C168

(Kwon & Riser, 2004; Maze et al., 2009; Forget et al., 2011), with an added stratifica-169

tion constraint that delineates the vertical homogeneity of mode water (Klein & Hogg,170

1996; Kwon & Riser, 2004). Alternatively, it is defined through a potential density range171

with a threshold to delimit low potential vorticity (PV) (Talley & Raymer, 1982; Bill-172

heimer & Talley, 2016).173

We choose the following constraints for marking Lagrangian parcels as part of NASTMW:174

1. Temperature at the location of the parcels is bounded between 17–20.5 ◦C. The175

upper bound is higher than the typical 19 ◦C, since the temperature stratification176

is slightly stronger in the NASTMW region in the model than in observations, due177

to model biases (see SI Text S1), similar to the model study of Gary et al. (2014).178

2. The local temperature stratification ∂T/∂z is smaller 0.01 ◦Cm−1. This is stronger179

than the constraint of ∂T/∂z < 0.006 ◦Cm−1 stratification of Kwon and Riser180

(2004), but the same as in Gary et al. (2014).181

3. Parcels reside in NASTMW layers of at least 50m thickness, to exclude thin mixed182

layers183

4. Parcels reside in a contiguous volume of NASTMW of at least 1×1011 m3. While184

this is only on the order of 10−4 times the typical winter NASTMW volume, it185

excludes many small volumes that are shed off from the main NASTMW volume.186

5. We only consider NASTMW west of 35◦W, to exclude Madeira Mode Water (Siedler187

et al., 1987).188

Constraints 1–3 are similar to those used in Gary et al. (2014) and Kwon et al. (2015),189

who also investigate Lagrangian pathways of NASTMW in an ocean model, except that190

they use a slightly lower temperature upper bound of 20 ◦C. A sensitivity analysis of the191

NASTMW constraints is found in SI Text S2. With the constraints used, we find an av-192

erage yearly maximum volume of 9.0×1014 m3, close to the NASTMW volume of 9.1×193

1014 m3 found by Joyce (2012) based on observations. This is further discussed in SI Text194

S2. Although the volume of NASTMW exhibits strong seasonal and interannual vari-195

ability, we find a strong decrease in NASTMW volume starting in 2010, which agrees with196

the observed decrease in mode water formation found by Stevens et al. (2020).197

Figure 1 shows March and September snapshots of modeled NASTMW thicknesses198

defined using the above criteria. The imprint of mesoscale eddies on the NASTMW struc-199

ture can be clearly observed (Fratantoni et al., 2013; Gary et al., 2014). Due to model200

biases, the modeled NASTMW has its core located farther eastward with respect to ob-201

servations. This is discussed in SI Text S1. The modeled NASTMW is used here to gain202

a process-level understanding of how DIC concentrations change along NASTMW path-203

ways.204
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Figure 1. Modeled NASTMW thickness snapshots on (a) 1 March 2000, and (b) 1 September

2000. Note that Madeira Mode Water, east of 35◦W, is excluded.

2.3 Initialization and Simulation of Lagrangian Parcels205

To compute DIC changes along Lagrangian pathways, we simulate the movement206

of virtual Lagrangian parcels using the Parcels Lagrangian framework (Delandmeter &207

van Sebille, 2019) (version 2.4.1). These Lagrangian parcels have no defined size and be-208

have like point particles that are advected using ocean model output velocities, while tracer209

concentrations are equal to those of the ambient water. Along the Lagrangian pathways,210

we sample molar concentrations of DIC and its precomputed vertical mixing flux, as well211

as alkalinity, nitrate, and phosphate and their mixing fluxes (see section 2.5). We also212

sample temperature, salinity and mixing layer depth, and NASTMW criteria (stratifi-213

cation and contiguity criteria) as these help us distinguish the different NASTMW path-214

ways.215

We homogeneously initialize parcels in all parts of NASTMW yearly on 1 Septem-216

ber between 1995 and 2015, using to the criteria of section 2.2. Parcels are spaced 30m217

apart in the vertical direction, whereas in the zonal and meridional directions we match218

the horizontal model resolution with a spacing of 0.25◦.219

Parcels are advected forward and backward in time: forward simulations serve to220

investigate ventilating parcels, persisting NASTMW parcels, and parcels that are exported221

due to densification. Backward simulations allow us to investigate which parcels have222

subducted from the mixed layer since the previous summer. Simulations use time steps223

of ∆t = 90 minutes. For maximum velocities of the order ∼ 1m s−1 and a nominal grid224

resolution of 20 km, this is well below the limit of ∆t = ∆x/U = 6 hours during which225

a parcel may travel distances at the grid scale. Parcels are simulated for 3 years, although226

for most of the analysis in this study, we use only the first year of integration data. Lo-227

cations and biogeochemical concentrations are saved at daily intervals. In total, we sim-228

ulate a total of 2×861,164 trajectories (2 × 20, 504 ± 6, 487 per year, depending on229

the NASTMW volume), with the factor 2 indicating forward and backward trajectories.230

The parcel spacing and temporal output are chosen to balance statistical accuracy with231

the large computational and storage demands from sampling many biogeochemical fields232

and identifying individual DIC enrichment and depletion regimes (see section 2.6).233

Parcel trajectories are computed without adding any stochastic displacements that234

simulate vertical mixing or subgrid-scale isoneutral dispersion (Reijnders et al., 2022).235

Instead, the parcels represent the (grid-scale) mean flow. We can then see how subgrid-236

scale vertical mixing fluxes, which are sampled at parcel locations, influence carbon con-237

centrations at the larger grid-scale.238
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2.4 NASTMW Pathway Definition239

Parcels may enter and exit NASTMW at infinite points in space and time. Here,240

we delineate four specific pathways into, within, and out of NASTMW. This allows us241

to focus our assessment on the transformation of DIC concentrations along predefined242

routes. Figure 2 shows the four (non-exclusive) pathways used in this study. They are243

defined as follows:244

1. Subduction: Parcels were in the mixed layer on 1 September in the previous year245

and end up in NASTMW on the following 1 September. Here, the mixed layer in246

NEMO is defined as the layer where the temperature is within 0.2 ◦C of the tem-247

perature at 10m depth. We use the mixed layer rather than the mixing layer (Brainerd248

& Gregg, 1995) since it is sufficient that in Summer, a parcel has recently been249

mixed. Relatively few parcels are expected to subduct on timescales of a year. How-250

ever, using a longer time scale allows parcels to travel larger horizontal distances,251

thus widening the domain of parcel origin, possibly far beyond the NASTMW for-252

mation region. We opt for specifically investigating short subduction time scales253

of 1 year in order to keep the parcel origin close to the NASTMW region. SI Text254

S4 discusses results using longer subduction timescales of two and three years.255

2. Persistence: Parcels persist in NASTMW throughout the year until next Septem-256

ber.257

3. Ventilation: Parcels from September NASTMW at one point reach the mixing layer,258

defined by the turbocline depth, and are present in NASTMW again next Septem-259

ber. The turbocline depth in NEMO is computed by a transition in vertical mix-260

ing regimes, where the vertical eddy diffusivity drops below a predefined thresh-261

old (Madec et al., 2013). Air-sea heat and carbon fluxes act in the model’s up-262

per layer and propagate by vertical mixing throughout the mixing layer. Note that263

the mixing layer can partially overlap with NASTMW. A portion of persisting NASTMW264

parcels may thus ventilate as well.265

4. Export : Parcels leave NASTMW and acquire a potential density that is higher than266

their last value within NASTMW (σ > σNASTMW). We are particularly inter-267

ested in parcels that persistently maintain their higher densities for a full year,268

to exclude parcels that only densify temporarily. Since not all parcels will den-269

sify immediately when the simulation starts, we here require that parcels have been270

densified out of NASTMW for at least a continuous year, two years after their ini-271

tialization. We view these parcels as candidates for sequestration, since they rep-272

resent previous NASTMW parcels that are transformed and exported to higher273

density waters. When parcels leave NASTMW, their densities may undergo slightly274

negative fluctuations. We relax the criterion slightly to allow for this: σ > σNASTMW−275

∆σ, with ∆σ = 0.01 kgm−3. σ is computed using TEOS-10 (McDougall & Barker,276

2011). We discuss variations of ∆σ in the SI Text S4.277

Note that we focus on the total, time-integrated, change in DIC along a Lagrangian278

pathway, indicated by ∆DIC, and on timescale distributions of DIC concentration changes279

along these pathways. The Lagrangian pathways of NASTMW parcels have already been280

extensively described from a physical perspective by Gary et al. (2014) and Kwon et al.281

(2015).282

The above four pathways are not exhaustive. For example, between consecutive sum-283

mers a parcel may temporarily leave NASTMW for a few days without reaching the mix-284

ing layer. Such a parcel would not fall into any of the above categories. Other examples285

are particles that densify without remaining denser than their NASTMW exit density286

for a year, or parcels that subduct over timescales longer than one year. We deliberately287

limit ourselves to the four pathways defined above, because their clear definitions help288

create a process-based understanding of carbon fluctuations throughout the life cycle of289

NASTMW.290
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Figure 2. Sketch of the four Lagrangian pathways in and out of NASTMW as covered in this

study in latitude-depth space. NASTMW is indicated in dark blue. Actual NASTMW bound-

aries and outcropping locations also exhibit longitudinal, seasonal and interannual variation.

2.5 Disentangling DIC Fluxes291

We distinguish the imprint of physical and biological fluxes on DIC concentrations292

along Lagrangian trajectories by decomposing the total change in DIC as follows:293

∂[DIC]

∂t
+ u · ∇[DIC] =

∂[DIC]

∂t mixing
+

D[DIC]

Dt bio
+

∂[DIC]

∂t air–sea
+

∂[DIC]

∂t residual
. (1)

Here, the left-hand side is the Lagrangian or total derivative of DIC along the pathway,294

D[DIC]
Dt . [DIC] in this study is expressed as a molar concentration of DIC, with units µmol L−1,295

so that seawater density changes do not affect DIC concentrations in a control volume.296

The Lagrangian derivative evolves due to vertical mixing into and out of the water par-297

cel, along-trajectory biological sources and sinks, air-sea exchange (only in the surface298

layer), and residual terms.299

The vertical mixing fluxes are computed from the model output vertical diffusiv-300

ity coefficient kz and vertical gradients in DIC:301

∂[DIC]

∂t mixing
= ∂z(kz∂z[DIC]). (2)

We compute these as daily Eulerian fields and sample them along Lagrangian pathways.302

Because the model does not include a horizontal mixing parameterization for biogeochem-303

ical tracers, we do not include a horizontal mixing term.304

Not all PISCES state variables are stored as output in FREEBIORYS2V4: only305

chlorophyll, nitrate, phosphate, silicate, DIC, total alkalinity, and dissolved oxygen are306

available. Therefore, we need to approximate the biological sources and sinks from the307

available variables. We follow Sarmiento and Gruber (2006) and compute the biologi-308

cal flux term as309
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D[DIC]

Dt bio
= rC:P

D[PO4
3−]

Dt bio︸ ︷︷ ︸
soft-tissue

+
1

2

(
D[TA]

Dt bio
+

D[NO3
−]

Dt bio

)
︸ ︷︷ ︸

carbonate

. (3)

Here, the first term on the right-hand side corresponds to soft-tissue production and rem-310

ineralization. These values are estimated from changes in phosphate concentrations, with311

rC:P being the Redfield ratio of carbon to phosphorus in PISCES. The second term es-312

timates changes in DIC due to calcite formation and dissolution from changes in total313

alkalinity, correcting for changes in total alkalinity due to changes in nitrate originat-314

ing from soft-tissue processes (Brewer et al., 1975). The right-hand side of Equation (3)315

again consists of Lagrangian derivatives. Note that vertical mixing can also increase or316

decrease concentrations of phosphate, alkalinity, and nitrate along a Lagrangian trajec-317

tory. Rather than a biological effect, this is a physical effect on the DIC concentrations,318

as already captured in the mixing term in Equation (1). The Lagrangian derivatives of319

the tracers in Equation (3) are therefore calculated by subtracting their precomputed320

diffusive mixing fluxes from the total along-trajectory change in tracer concentrations,321

such that biological effects are isolated. For example:322

D[PO4
3−]

Dt bio
=

D[PO4
3−]

Dt
− ∂z(kz∂z[PO4

3−]), (4)

with similar equations for total alkalinity and nitrate.323

Explicit air-sea exchange in the ocean model occurs only in the uppermost layer324

(1m). Changing DIC concentrations in this uppermost layer will influence the concen-325

trations below by vertical diffusive mixing, as in Equation (2). In our Lagrangian sim-326

ulations, parcels do not reach the uppermost layer, meaning that they do not experience327

explicit air-sea exchange. Instead, air-sea exchange only indirectly affects parcel DIC con-328

centrations through strong diffusive mixing in the mixing layer. The air-sea exchange329

term from Equation (1) in our analysis thus becomes part of the vertical mixing term330

and is not treated separately. We also cannot differentiate between natural DIC and an-331

thropogenic carbon (Cant; Gruber et al., 1996) since it is not included as a separate tracer332

in FREEBIORYS2V4.333

The residual term captures changes in DIC concentrations that cannot be accounted334

for by the mixing and biology terms in Equation (1). We compute it by subtracting the335

biological and mixing fluxes in Equation (1) from the total DIC fluxes along the trajec-336

tory. The residual contains the discrepancies between the biological DIC flux computed337

from Equation (3) and the actual flux in PISCES. It also accounts for unconstrained nu-338

merical mixing of DIC and other biogeochemical state variables. Atmospheric and river-339

ine deposition of phosphate and nitrate are neglected when computing their biological340

changes, thus also leaving an imprint on the residual. We cannot isolate the effects of341

local freshening or evaporation along Lagrangian parcel trajectories, because these terms342

cannot be constrained: usually these can be estimated from salinity, but salinity is ex-343

plicitly horizontally mixed, unlike biogeochemical tracers. Thus, we do not normalize DIC344

by local salinity in our analysis because horizontal mixing of salinity would cause a drift345

in the budget over time. In addition, we are explicitly interested in the effect of verti-346

cal mixing on DIC concentrations. Evaporation- and precipitation-related freshening di-347

rectly impact nutrient concentrations only in the model surface layer. Below the first me-348

ter, the effect of mixing of fresher and more saline waters on DIC concentrations is part349

of the mixing term (Equation 2).350

To compare the contribution of each flux to D[DIC]
Dt , we compute the sum of the mag-351

nitudes of each component. Figure 3a shows the percentage by which each component352

contributes to this sum of their magnitudes, computed from 1-year trajectories initial-353

ized in September 2000 (30-day segments of disentangled time series are found in SI Fig.354

35). Our aim is to discern the significance of each flux in determining the ∆DIC across355
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entire trajectories. To achieve this, we exclude time steps that cumulatively account for356

less than 5% of the overall flux magnitude sum, thereby focusing on the time steps for357

which the total fluxes predominantly influence ∆DIC. This method effectively screens358

out instances with minimal D[DIC]
Dt values, which are susceptible to disproportionate im-359

pacts from numerical inaccuracies, thus distorting the residual’s impact. The figure shows360

that biogeochemical fluxes are the dominant contributor of the total flux at each time361

step, with soft-tissue processes in turn being the main constituent. As expected, mix-362

ing fluxes become increasingly important in the mixing layer. Carbonate and residual363

fluxes are of similar magnitude.364

Biogeochemical

Soft-ti
ssue

Carbonate
Mixing

Residual

All

Below mixed layer

Below mixing layer

Within mixed layer

Within mixing layer

68.0 59.2 14.6 8.7 17.4

64.5 56.6 15.2 8.7 19.4

64.4 56.6 15.2 8.7 19.5

64.4 55.3 13.7 16.1 14.9

60.7 51.3 12.9 22.6 13.2
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Figure 3. a) Percentage at which each flux contributes to the sum of flux magnitudes, aver-

aged over each time step. Percentages are computed using trajectories initialized in September

2000, selecting only the time steps for which the total flux is responsible for at least 95% of the

sum of all total flux magnitudes. We also examine the total biogeochemical flux, composed of the

soft-tissue and carbonate fluxes, which may have opposite signs. b) Correlations between each of

the fluxes, including the total flux D[DIC]
Dt

.

Because the residual flux is composed of multiple unconstrained constituents (see365

above), we computed correlations between the residual flux and other fluxes. Figure 3b,366

shows that the residual is only weakly negatively correlated with the carbonate flux and367

has no appreciable correlation with any other component.368

For each water parcel trajectory, we use the disentangled fluxes to reconstruct time369

series of DIC anomalies with respect to the initial concentration for soft-tissue processes,370

carbonate processes, vertical mixing, and residual processes.371

2.6 Identifying Enrichment and Depletion Regimes and Timescales372

One of our aims is to investigate the timescales and strengths at which DIC con-373

centrations are depleted or enriched along NASTMW pathways. We examine both the374

cumulative ∆DIC along the pathway and intermittent DIC enrichment and depletion regimes375

affecting DIC concentrations.376

We have opted for a straightforward approach to define DIC enrichment and de-377

pletion regimes. Specifically, these regimes are defined by the intervals in the time se-378

ries between local minima, which indicate the start of enrichment, and local maxima,379

which indicate the start of depletion. Thus, the duration of regimes corresponds to the380

time intervals between these local minima and maxima, whereas the regime’s magnitude381

is the change in DIC concentration during these intervals. In our analyses, we do not trun-382

cate regimes that have their start date before the pathway’s end date: we analyze tra-383

jectories from 1 September till 1 September in the subsequent year (or two years, in case384
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of export), but if a regime starts before this end date, we still include its entire timescale385

in our analysis.386

To reduce the impact of minor fluctuations occurring over short periods (a few days387

or less), we apply a centered moving average to the time series. Although this approach388

smooths the series, it does not completely eliminate short-time variability. Instead, it389

emphasizes significant changes in DIC concentration, minimizing the influence of brief,390

minor fluctuations at time scales shorter than the window size. Therefore, the window391

size partially sets the scale for which regimes are deemed significant. The primary ad-392

vantage of this methodology lies in its simplicity, offering a clear lens to assess the main393

dynamics of DIC variations over time. Given our model’s nominal resolution of 1/4◦, it394

does not resolve the submesoscale, which is associated with nutrient transport and bio-395

geochemical structuring at timescales of the order of days (Lévy et al., 2012). Instead,396

we will apply a window length of 10 days, which is still much shorter than the lifetimes397

of mesoscale eddies (months) by which nutrients are supplied (McGillicuddy et al., 1998),398

and instead is of the same order as typical remineralization timescales (Siegel et al., 1999).399

This allows us to resolve processes on timescales of the order of a week and higher. Ad-400

ditionally, SI Text S5 repeats our analysis without any smoothing, and with smoothing401

using window sizes of 6 and 20 days. Especially when no smoothing is applied, the bulk402

of the regime lengths are shorter than 10 days, while their magnitudes are also much smaller.403

This illustrates the need for smoothing to shed light on processes at longer timescales.404
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3 Results: DIC Enrichment and Depletion along NASTMW Pathways405

For each of the four pathways introduced in section 2.4, we plot the distribution406

of total ∆DIC per individual parcel that satisfies the pathway’s criteria. We also show407

the relative contribution of biogeochemical, physical and residual processes for different408

total ∆DIC magnitudes. This will help determine which processes contribute to increas-409

ing or decreasing DIC concentrations along each pathway. We also discuss the integrated410

flux strength of each process per month. Lastly, we examine distributions of enrichment411

and depletion events spread across timescales and processes.412

3.1 The Subduction Pathway413

Subduction is investigated by tracing NASTMW parcel pathways backward in time.414

As can be seen from Figure 4, subduction of parcels into NASTMW has by far the largest415

impact on DIC concentrations: the mean increase is ∼ 100 µmol L−1, though with a large416

spread for different parcels (Fig. 4a). The dominant contribution comes from vertical417

mixing, which acts chiefly when the parcel is in the mixing layer. The mixing contribu-418

tion grows from September until December, after which it decreases to near-zero around419

May, where it remains steady for the rest of the year (Fig. 4f). This increased mixing420

coincides with increased downwelling (not shown): upon initialization, parcels experi-421

ence downwelling at a mean rate of 0.1m per day in September, increasing steadily to422

a maximum of approximately 1m per day in March, after which downwelling velocities423

reduce again to 0.1m per day in May. Most parcels exit the mixed layer in April, when424

the mixing layer shoals again and mixing decreases drastically. In the winter months,425

when the mixing layer deepens and entrains nutrients, there is a small negative soft-tissue426

carbon flux from primary productivity (Fig. 4e). Although the spring bloom is visible427

as a minimum in the mean yearly fifth percentile, subducting NASTMW parcels expe-428

rience a mean increase in DIC in April, as they move below the mixing layer again. This429

remineralization flux continues into the following months, as subducting NASTMW is430

rich in dissolved organic carbon that can be remineralized (Carlson et al., 1994; Krémeur431

et al., 2009).432

We investigate the timescales and magnitudes associated with the enrichment and433

depletion regimes in Figure 5. Vertical mixing is the dominant contributor across regime434

timescales (Fig 5a). Only at timescales of 10 days or less, the net ∆DIC is slightly neg-435

ative. DIC depletion regimes at timescales of 30 days or less primarily occur around March436

(not shown), during peak primary production. The regime distribution has a long pos-437

itive tail with around 43% of DIC changes associated with timescales of more than 100438

days, mostly associated with vertical mixing. When regime detection is applied specif-439

ically to the mixing-related DIC anomaly time series, almost 90% of the ∆DIC is asso-440

ciated with regimes with these long timescales (SI Fig. S37). This shows that vertical441

mixing steadily increases DIC concentrations as parcels subduct into NASTMW, adjust-442

ing to the ambient vertical DIC distribution, with larger DIC concentrations at depth443

that can supply the parcel with DIC from below (SI Fig. S9).444

While the soft-tissue, carbonate and residual fluxes have a relatively minor con-445

tribution to the total ∆DIC (Fig. 4c), their contributions are of similar order to the to-446

tal ∆DIC considered of the other pathways (shown later). The residual and carbonate447

processes here exhibit the largest contribution (and spread) when parcels are in the mix-448

ing layer (SI Fig. 36a & b).449

A yearly average of 1.2% of backtracked parcels originate from the mixed layer on450

the previous September 1st. We also investigated subduction occurring over two and three451

years. As this allows parcels to subduct over longer timescales, more parcels meet this452

criterion (3.7% and 5.8% respectively). This is discussed in SI Text S3. In summary, these453

parcels on average experience a total ∆DIC of similar order (110µmol L−1 in both cases;454

see Figs. S13 and S15). While physical mixing is still the dominant contributor in both455
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Figure 4. Transformation of DIC concentrations along pathways of parcels that subduct

and reach NASTMW. (a) Distribution of total ∆DIC per trajectory for all initialization years

1995-2015. Error bars indicate standard deviation for each bin per year. The average number

of trajectories of this pathway is indicated as a percentage of all simulated trajectories per year,

with min-max ranges indicated in brackets. (b) Relative contribution of each process to the av-

erage ∆DIC, for different ∆DIC strengths. The sum of contributions is always 1, meaning that

contributions greater than 1 are balanced by contributions of the opposite sign. The relative con-

tribution is computed only for bins with their edges in the 1st and 99th percentile of ∆DIC. (c)

Mean of yearly average ∆DIC of trajectories, with the standard deviation across years in brack-

ets. (d-f) Yearly mean DIC flux, integrated per month, as well as the range of the yearly mean,

and the yearly mean of the 5th and 95th percentile, for the total DIC flux (d), soft-tissue fluxes

(e), and mixing fluxes (f). Carbonate and residual fluxes are much smaller and are shown in SI

Fig. S36 a & b.

cases, soft-tissue processes progressively make up a higher share of the mean total ∆DIC:456

for subduction over 1 year, these make up 9% of ∆DIC, with this contribution increas-457

ing to 20% and 30% when subduction occurs over 2 and 3 years, respectively. These soft-458

tissue are an important factor in shaping the vertical distribution of DIC (Sarmiento &459

Gruber, 2006). The longer a parcel takes to subduct, the more time soft-tissue reminer-460

alization processes have to directly increase the parcel’s DIC, whereas during quick sub-461

duction, the parcel will instead adapt its DIC to ambient conditions through mixing.462
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Figure 5. ∆DIC contribution of each timescale for parcels that subduct and reach NASTMW.

(a) Relative ∆DIC of regimes of each timescale. This quantity is computed by summing the

magnitudes of each positive and negative regime for all trajectories across years and then nor-

malizing by the sum of ∆DIC of each whole trajectory. ‘Net’ shows the positive minus negative

normalized ∆DIC. Because the distribution has a long tail, regimes longer than 100 days are

grouped together. (b) Boxplot of ∆DIC magnitudes for each regime for each timescale. Maxima

and minima of outliers are indicated by triangles. The number of positive and negative outliers is

indicated as a percentage of the total number of regimes, which is indicated above. The boxplot

follows the classical definition: whiskers are defined as Q1-1.5*IQR and Q3+1.5*IQR (Q1 and

Q3, being the first and third quartile, and IQR=Q3-Q1 is the interquartile range). Outliers are

defined as regimes with magnitudes that fall outside the whisker ranges.
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3.2 The Persistence Pathway463

Figure 6, shows the total transformation of DIC concentrations within parcels that464

persist in NASTMW throughout a full year. On average, this accounts for 25.9% of all465

parcels, and thus agrees with the model study of Gary et al. (2014), where 74% of NASTMW466

parcels exit the water mass within a year. Note, however, the large interannual range467

of parcels that comprise this pathway. The minimum of 2.9% is associated with parcels468

initialized in September 2013, where the following year of 2014 marked a strong decline469

in the modeled NASTMW volume toward its minimum in the summer of 2014 (see SI470

Figure S14). Interannual variability in NASTMW formation and volume is commonly471

observed (Billheimer & Talley, 2013; Stevens et al., 2020). Generally, we find that the472

percentage of parcels that persist in NASTMW is correlated with the volume in the next473

year, with a Pearson-R of 0.88 (p < 0.001).474

Figure 6b shows that positive contributions are dominated by soft-tissue reminer-475

alization, which has a slightly positive monthly mean flux year-round (Fig. 6e). Verti-476

cal mixing leaves a distinctly negative imprint on the ∆DIC of persisting NASTMW parcels,477

meaning that it depletes parcels of carbon. This occurs specifically in winter (Fig. 6f),478

when the mixing layer deepens, and causes 19% of parcels that persist in NASTMW to479

have a negative ∆DIC. Because winter mixing is a primary driver of NASTMW forma-480

tion, some parcels that persist in NASTMW may in fact reside in well-mixed newly formed481

NASTMW. Vertical mixing can then act to deplete DIC from NASTMW parcels as it482

is supplied to the euphotic zone. We find that the vertical displacement of a parcel is483

a predictor for the total ∆DIC (Pearson-R of 0.51, p < 0.001): parcels that move deeper,484

are more likely have increased DIC concentrations. This can be due a smaller likelihood485

of being temporarily entrained in NASTMW regions that are in contact with the mix-486

ing layer.487

While the net residual term is smaller than the soft-tissue and mixing terms, the488

carbonate term is smaller than these residual terms, so we neglect it in our discussion489

for this pathway. Both the carbonate and residual fluxes show no clear yearly cycle (SI490

Fig. S36c & d).491

From Figure 7 we see that net depletion is associated with timescales of 30 days492

and less. For timescales between 10 and 30 days, about half of the depletion is attributed493

to vertical mixing. This is largely associated with the winter convection. The contribu-494

tion of photosynthesis, a soft-tissue process, has its mode at the 10-20 day timescale, and495

decays in prominence at larger timescales. Note that the 10-day smoothing of the DIC496

time series has smoothed out most fluctuations shorter than 10 days. Soft-tissue DIC497

enrichment, associated with remineralization, has its mode at the 20-30 day timescale,498

but its tail extends over longer timescales than DIC depletion, with a contribution of al-499

most half the total net ∆DIC at timescales longer than 100 days (see the timescales as-500

sociated with the soft-tissue DIC anomaly, SI Fig. S38). Figure 7b shows that for timescales501

less than 20 days, the mode ∆DIC of each individual regime is close zero at timescales502

less than 20 days and gradually increases to 6.2 µmol L−1 for timescales longer than 100503

days. The net negative ∆DIC at timescales less than 30 days then suggests that strongly504

negative ‘outliers’ are responsible for a net decrease at this timescale. For regimes with505

durations of around a month, we find that these outliers are largely concentrated around506

March, coinciding with the spring bloom. The spring bloom can thus be linked to strong507

anomalous DIC depletion for parcels residing in NASTMW.508
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Figure 6. Transformation of DIC concentrations along pathways of parcels that persistently

remain in NASTMW. (a) Distribution of total ∆DIC per trajectory, averaged over initialization

years 1995-2015. (b) Relative contribution of each process to the average ∆DIC, for different

∆DIC strengths. Note that when the average ∆DIC is negative, positive contributions to ∆DIC

(e.g. soft-tissue remineralization) have a negative relative contribution. (c) Mean of yearly av-

erage ∆DIC of all trajectories. (d-f) Yearly mean DIC flux, integrated per month, for the total

DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Carbonate and residual fluxes are much

smaller and are shown in SI Fig. S36c & d.
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3.3 The Ventilation Pathway509

On average, parcels that ventilate by temporarily reaching the mixing layer undergo510

a negligible net ∆DIC (Figure 8). The mean total ∆DIC of 0.7 µmol L−1 is smaller than511

the interannual standard deviation. However, the ∆DIC distribution for individual tra-512

jectories in Fig. 8a is much more spread out. We find that the total ∆DIC along this513

pathway is correlated with the net downward displacement in the water column with a514

Pearson-R of 0.60 (p < 0.001). Thus, over one yearly ventilation cycle, the net deep-515

ening of a particle is a predictor of its increase in DIC.516

Figure 8b and c show a strong counteraction of DIC enrichment from soft-tissue517

remineralization, and a negative contribution for vertical mixing. Figure 8f shows how518

winter mixing is responsible for the decrease in DIC, as the parcel exchanges its DIC with519

the mixing layer, supplying nutrients for primary production in the euphotic zone, as well520

as well as equilibrating with the upper layer in which air-sea fluxes allow for atmospheric521

gas exchange. Although the mean monthly soft-tissue flux never becomes negative, the522

mean 5th percentile has a minimum around February and March. This coincides with523

a modeled maximum in net primary production of phytoplankton, associated with the524

spring bloom. Only some parcels experience this negative-soft tissue flux directly, as not525

all parcels can reach the euphotic zone where primary production occurs. Instead, many526

parcels are linked to spring bloom indirectly, supplying it with nutrients from the deeper527

parts of the mixing layer. Followed by this, the mean soft-tissue flux has a slight pos-528

itive maximum in April (Fig. 8e), as the mixing layer shoals and moves above the par-529

cel, allowing organic material to remineralize. The net positive DIC flux remains pos-530

itive over the following months (Fig. 8d,e). Carbonate processes have a small positive531

yearly contribution, also peaking in April, after most parcels have left the mixing layer532

(Fig. S22e). Note that residual processes have no net effect on the ∆DIC for this path-533

way.534

Mixing is the main contributor to the net depletion of DIC at timescales less than535

40 days (Fig. 9a). The distribution of DIC enrichment and depletion regimes for ven-536

tilating parcels is somewhat similar to that of persisting NASTMW parcels, albeit with537

a larger contribution from mixing at the short timescales. Fig. 9b shows that the interquar-538

tile range and whiskers are symmetric with the median around 0 for timescales less than539

20 days, with the median becoming positive at longer timescales. Since the normalized540

∆DIC for regimes at timescales less than 30 days is negative, this must be due to strongly541

depleting outlier regimes, associated with vigorous mixing. In SI Fig. S39, we identify542

regime timescales and magnitudes based on the DIC anomaly due to mixing processes.543

Interestingly, we find that about 40% of the net contribution of mixing processes has regime544

timescales of more than 100 days. When assuming a regime-based view of the total DIC545

anomaly, the relatively steady DIC depletion due to mixing during wintertime ventila-546

tion can be temporarily counteracted by local soft-tissue remineralization, such that mix-547

ing is not able to cause the total DIC anomaly to persistently decrease for such long timescales.548

549
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Figure 8. Transformation of DIC concentrations along pathways of ventilating NASTMW

parcels. (a) Distribution of total ∆DIC per trajectory, averaged over initialization years 1995-

2015. (b) Relative contribution of each process to the average ∆DIC, for different ∆DIC

strengths. (c) Mean of yearly average ∆DIC of all trajectories. (d-f) Yearly mean DIC flux,

integrated per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Car-

bonate and residual fluxes are much smaller and are shown in SI Fig. S36e & f.
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3.4 The Export Pathway550

NASTMW parcels that get exported to denser surroundings mostly undergo a net551

positive ∆DIC (Fig. 10), with a yearly mean of 9.9 µmol L−1. We recall that here, parcels552

are integrated for a total of two years, during which their potential density remains, for553

at least the entire second year, higher than their potential density upon exiting NASTMW.554

‘Exiting NASTMW’ here is related to a transformation of the parcel’s density or of lo-555

cal stratification, by which NASTMW is destroyed (Kwon et al., 2015).556

The distribution of ∆DIC is asymmetric, with a longer tail in the positive direc-557

tion (Fig. 10a). Soft-tissue processes make up the bulk of the ∆DIC for trajectories in558

the positive tail (Fig. 10b). Note that for small and negative ∆DIC, the residual becomes559

more prominent, indicating that the DIC budget becomes less well constrained by our560

disentanglement method (section 2.5). Mixing fluxes again are concentrated in the win-561

ter months of the first year. Due to the way we select exported parcels, some may be tem-562

porarily entrained into the mixing layer in the first year of integration. However, out-563

side of the first winter months, the mean DIC fluxes are solely governed by soft-tissue564

processes. Note that after the first year, these are effectively zero, albeit with the 5th565

and 95th percentile ranging between values of around ±2µmol L−1 (Fig. 10e), while the566

residual has a range of ±1 µmol L−1 (SI Fig. S36 g & h). Since these ranges are of the567

same order, while the mean is close to zero, we conclude that after the NASTMW parcels568

remain exported in the second year, they undergo no clear net DIC depletion or enrich-569

ment; the change in ∆DIC occurs before.
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Figure 10. Transformation of DIC concentrations along pathways of exported NASTMW

parcels. (a) Distribution of total ∆DIC per trajectory, averaged over initialization years 1995-

2015. (b) Relative contribution of each process to the average ∆DIC, for different ∆DIC

strengths. (c) Mean of yearly average ∆DIC of all trajectories. (d-f) Yearly mean DIC flux,

integrated per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f). Car-

bonate and residual fluxes are much smaller and are shown in SI Fig. S36g & h.

570

Looking at enrichment and depletion regimes and timescales (Figure 11), we see571

that at short timescales of less than a month, positive and negative ∆DIC regimes nearly572

balance one another. The net ∆DIC of regimes with longer timescales becomes positive,573
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dominated by soft-tissue remineralization. Mixing mainly acts to deplete exporting NASTMW574

parcels of their DIC at timescales of around a month and less, while, photosynthesis and575

remineralization balance each other out at timescales up to two weeks. At short timescales,576

the enrichment and depletion magnitudes show a symmetric distribution, also in terms577

of outliers (Fig. 11b), meaning that at these timescales, there is a balanced counterac-578

tion. While the number of parcels that we consider exported depends on the potential
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Figure 11. ∆DIC contribution of each timescale for exported NASTMW parcels. (a) Relative

∆DIC of regimes of each timescale. (b) Boxplot of magnitudes of each regime for each timescale.

579

density threshold, ∆σ, these parcels qualitatively exhibit similar total ∆DIC, regime mag-580

nitudes and timescales. This is further discussed in SI Text S4.581
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Pathway ∆DIC in model [µmol L−1] Average % of parcels in one simulation

1. Subduction 100.8 1.2 %†

2. Persistence 6.1 25.9 %

3. Ventilation 0.7 9.1 %

4. Export 9.9 ‡ 15.3 %

Table 1. Yearly mean ∆DIC for each pathway in the hindcast model, including mean oc-

currences. † This percentage increases if we consider long timescales for subduction, with the

associated ∆DIC still having a similar magnitude (110µmol L−1 if subduction occurs over 2 or 3

years). ‡ DIC changes mostly occur before the parcel is exported.

4 Summary & Discussion582

We adopted a Lagrangian frame of reference to study how dissolved inorganic car-583

bon concentrations are altered along different NASTMW pathways in an eddy-permitting584

model that reproduces NASTMW for process study purposes. The yearly mean ∆DIC585

for each pathway, as well as the mean fraction of particles that take each pathway is sum-586

marized in Table 1. As mentioned in section 2.4, these pathways are non-exhaustive and587

non-exclusive, as there is a myriad of paths that parcels may take into and out of NASTMW588

(e.g. leaving NASTMW temporarily while not ventilating, densifying for less than a year,589

or subducting over longer timescales than one year).590

We found that along different NASTMW pathways, parcels undergo by far the largest591

DIC enrichment as they subduct from the mixed layer into NASTMW, with an order592

of magnitude ∼ 100 µmol L−1, independent of whether subduction occurs over one, two593

or three years. The timescale at which subduction occurs determines the partitioning594

of enrichment and depletion into contributions of physical mixing and biogeochemical595

process contributions. For rapid subduction from the summer mixing layer to NASTMW596

in a year, enrichment is almost solely due to vertical mixing, acting to homogenize the597

parcel’s DIC concentration to the surrounding water column, supplying the parcel with598

nutrients from below. When parcels subduct over more than one year, biogeochemical599

processes can have a greater direct contribution to net enrichment. Only 1.2% of parcels600

subducts from the mixed layer into NASTMW between two consecutive Septembers, but601

this percentage increases as longer subduction time periods are considered.602

Parcels that persist in NASTMW during a full year on average undergo a small net603

enrichment of ∼ 6 µmol L−1, with the magnitude of enrichment correlating to net down-604

ward displacement of a parcel. Soft-tissue remineralization here counteracts any deple-605

tion by vertical mixing that supplies nutrients to the euphotic zone. For the bulk of the606

parcels, remineralization dominates depletion. This depletion mainly occurs due to ver-607

tical mixing in the winter months. Parcels that reside in NASTMW from one summer608

to the next thus contribute to the nutrient supply in the euphotic zone during March609

peak primary productivity, after which NASTMW DIC is enriched throughout the year610

due to remineralization.611

Parcels that reside in NASTMW between two consecutive summers may interme-612

diately reach the mixing layer and ventilate. Here, they will undergo net depletion due613

to vertical mixing, which supplies DIC to the euphotic zone for primary productivity-614

associated photosynthesis and to the upper model layer for air-sea gas exchange. Some615

parcels directly supply carbon for photosynthesis. This is followed by enrichment due616

to remineralization, leading, on average, to almost no net DIC changes. The mean value617
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of 0.7µmol L−1 is small and of similar order of magnitude as the upper ocean model DIC618

trend (SI Fig. S12). However, examining individual parcel trajectories, it becomes clear619

that NASTMW may locally undergo a much stronger net enrichment or depletion, in620

correlation with the net downwelling over a ventilation cycle.621

Parcels that exit NASTMW and are exported due to density increases undergo a622

net average increase of about ∼ 10 µmol L−1, primarily due to remineralization. How-623

ever, this increase largely takes place before the densification occurs. Once exported, DIC624

fluxes are small and average each other out for at least one year. These exported parcels625

are important candidates for further sequestration. Whether further transformation of626

their DIC concentration occurs on larger timescales is beyond the scope of this study,627

but our results hint at the DIC concentrations of these parcels mainly being set before628

export, predominantly during their earlier subduction, and to a lesser extent within NASTMW629

itself.630

There is a wide spread in the total ∆DIC for each traversed NASTMW pathway.631

Moreover, individual parcels undergo DIC enrichment and depletion regimes over a range632

of timescales and magnitudes, due to a complex interplay of physical mixing and bio-633

geochemical processes. This makes it important to adopt a Lagrangian-based perspec-634

tive when investigating biogeochemical cycling in a water mass, as bulk Eulerian stud-635

ies can average out the complexity of enrichment and depletion unfolding over different636

timescales, as revealed in this study.637

We introduced a simple approach of defining enrichment and depletion regimes be-638

tween local minima and maxima in smoothed Lagrangian DIC anomaly time series. The639

time window over which the data is smoothed determines the minimum timescales that640

are revealed by this method, as smoothing can filter out short fluctuations between de-641

pletion and enrichment. This is further discussed in SI Text S5. Previous Lagrangian642

studies that aim to quantify timescales in Lagrangian biogeochemical time series make643

use of Lagrangian decorrelation timescales (Cetina-Heredia et al., 2018; Brady et al., 2021).644

However, such metrics assume that Lagrangian biogeochemical time series are station-645

ary, while instead biogeochemical depletion and enrichment is highly dependent on the646

spatial (vertical and horizontal) and temporal location of the water parcel. Whether a647

particle experiences depletion or enrichment is highly rooted in its spatial location, for648

example when a parcel gets entrained (or shed off) from an eddy that experiences high649

primary productivity. Or a parcel may subduct through the thermocline, such that the650

importance of vertical mixing, as experienced earlier in the mixing layer, rapidly van-651

ishes. These processes are highly non-linear and non-stationary. This is also why we do652

not opt for spectral approaches, as most of these are rooted in assumptions of period-653

icity or stationarity, which does not necessarily hold for our trajectories. Instead, our654

method reveals regime timescales while staying agnostic about any periodicity.655

Model data constraints prevent us from investigating submesoscale processes and656

variability, as higher resolution model data is not available for large regions over the span657

of decades. The unresolved submesoscale dynamics have large implications for biogeo-658

chemistry, for example by creating fronts that provide short-lived nutrient pulses of just659

a few days (Lévy et al., 2012; Mahadevan, 2016). We note that when no time series smooth-660

ing is applied, timescales of less than 10 days still come to dominate the timescale dis-661

tribution of enrichment and depletion of DIC. However, this allows brief small-amplitude662

DIC fluctuations to split up longer, steady changes in DIC, masking such processes (SI663

Text S5). The findings in this study instead are chiefly related to mesoscale ocean dy-664

namics, with a resolution similar to of that of state-of-the-art earth system models (Hewitt665

et al., 2020).666

Further improvements may also lie in improved disentanglement of biogeochem-667

ical fluxes (section 2.5). Due to the limited output of model variables, we cannot con-668

strain the full biogeochemical fluxes as they occur in PISCES. For example, we use the669
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simplifying assumption that carbonate fluxes can be fully determined from alkalinity, while670

in reality alkalinity is also affected by nitrification and other processes. Ideally, we would671

incorporate a complete budget of all biogeochemical tracers that are used internally by672

PISCES to compute the biogeochemical fluxes.673

More generally, we emphasize the balanced and often opposing effects that phys-674

ical mixing and biogeochemical fluxes play for Lagrangian carbon cycling at different stages675

of NASTMW pathways. It is thus important to continue improving the model represen-676

tations of both types of processes, as this will aid in further understanding and quan-677

tifying ocean carbon sequestration. This is especially important in the context of rising678

atmospheric carbon dioxide mole fractions and its impacts on the climate.679
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Open Research Section680

The code to reproduce the results and figures from this paper is available at https://681

github.com/OceanParcels/NASTMW DIC. Upon acceptance, it will be uploaded to YODA,682

Utrecht University’s persistent data repository, where it will be assigned a DOI. The phys-683

ical hindcast product FREEGLORYS2V4 was made available by Mercator Ocean Inter-684

national on request, and the biogeochemical hindcast product FREEBIORYS2V4 is avail-685

able at the Copernicus Marine Service (https://doi.org/10.48670/moi-00019). Bot-686

tle and DIC data used for model-data comparison in Supporting Information Text S1687

are available through the CLIVAR and Carbon Hydrographic Data Office (https://cchdo688

.ucsd.edu). WOA18 data is available at https://www.ncei.noaa.gov/access/world689

-ocean-atlas-2018/. WOA23 data is available at https://www.ncei.noaa.gov/access/690

world-ocean-atlas-2023/. The Parcels Lagrangian framework version 2.4.1 is avail-691

able at doi.org/10.5281/ZENODO.7680187.692
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Lévy, M., Couespel, D., Haëck, C., Keerthi, M., Mangolte, I., & Prend, C. J.836

(2024). The impact of fine-scale currents on biogeochemical cycles in a837

changing ocean. Annual Review of Marine Science, 16 (1). Retrieved from838

https://doi.org/10.1146/annurev-marine-020723-020531 (PMID:839

37352844) doi: 10.1146/annurev-marine-020723-020531840

–26–



manuscript submitted to JGR: Oceans

Lévy, M., Ferrari, R., Franks, P. J. S., Martin, A. P., & Rivière, P. (2012). Bringing841

physics to life at the submesoscale. Geophysical Research Letters, 39 , 13. doi:842

10.1029/2012GL052756843

Li, K., Maze, G., & Mercier, H. (2022). Ekman transport as the driver of extreme844

interannual formation rates of Eighteen Degree Water. Journal of Geophysical845

Research: Oceans, 127 (1). doi: 10.1029/2021JC017696846

Madec, G., Benshila, R., Bricaud, C., Coward, A., Dobricic, S., Furner, R., & Oddo,847

P. (2013). NEMO ocean engine (Computer software manual No. 27). Zenodo.848

doi: 10.5281/zenodo.1464817849

Mahadevan, A. (2016). The impact of submesoscale physics on primary productivity850

of plankton. Annual Review of Marine Science, 8 (1), 161–184. doi: 10.1146/851

annurev-marine-010814-015912852

Maze, G., Forget, G., Buckley, M., Marshall, J., & Cerovecki, I. (2009). Using trans-853

formation and formation maps to study the role of air–sea heat fluxes in North854

Atlantic Eighteen Degree Water formation. Journal of Physical Oceanography ,855

39 (8), 1818–1835. doi: 10.1175/2009JPO3985.1856

McDougall, T. J., & Barker, P. M. (2011). Getting started with TEOS-10 and the857

Gibbs Seawater (GSW) Oceanographic Toolbox. SCOR/IAPSO WG127.858

McGillicuddy, D. J., Robinson, A. R., Siegel, D. A., Jannasch, H. W., Johnson,859

R., Dickey, T. D., . . . Knap, A. H. (1998). Influence of mesoscale eddies860

on new production in the Sargasso Sea. Nature, 394 (6690), 263–266. doi:861

10.1038/28367862

National Oceanographic Data Center (U.S.) Ocean Climate Laboratory, Conkright,863

M. E., Locarnini, R. A., Garcia, H. E., O’Brien, T. D., Boyer, T. P., . . .864

Antonov, J. I. (2002). World Ocean Atlas 2001 : objective analyses, data865

statistics, and figures: CD-ROM documentation [Technical Report]. Retrieved866

from https://repository.library.noaa.gov/view/noaa/1174867

Palter, J. B., Lozier, M. S., & Barber, R. T. (2005). The effect of advection on the868

nutrient reservoir in the North Atlantic subtropical gyre. Nature, 437 (7059),869

687–692. doi: 10.1038/nature03969870

Perruche, C., Szczypta, C., Paul, J., & Drévillon, M. (2019). Quality information871

document global production centre GLOBAL REANALYSIS BIO 001 029872

(Tech. Rep. No. CMEMS-GLO-QUID-001-029). Copernicus Marine Service.873

Retrieved 2023-09-19, from https://catalogue.marine.copernicus.eu/874

documents/QUID/CMEMS-GLO-QUID-001-029.pdf875

Reijnders, D., Deleersnijder, E., & Sebille, E. (2022). Simulating lagrangian subgrid-876

scale dispersion on neutral surfaces in the ocean. Journal of Advances in Mod-877

eling Earth Systems, 14 (2). doi: 10.1029/2021MS002850878

Sarmiento, J. L., & Gruber, N. (2006). Ocean biogeochemical dynamics. Princeton:879

Princeton university press.880

Siedler, G., Kuhl, A., & Zenk, W. (1987). The Madeira Mode Water. Journal881

of Physical Oceanography , 17 (10), 1561–1570. doi: 10.1175/1520-0485(1987)882

017⟨1561:TMMW⟩2.0.CO;2883

Siegel, D. A., McGillicuddy, D. J., & Fields, E. A. (1999). Mesoscale eddies, satellite884

altimetry, and new production in the Sargasso Sea. Journal of Geophysical Re-885

search: Oceans, 104 (C6), 13359–13379. doi: 10.1029/1999JC900051886

Stevens, S. W., Johnson, R. J., Maze, G., & Bates, N. R. (2020). A recent decline887

in North Atlantic subtropical mode water formation. Nature Climate Change,888

10 (4), 335–341. doi: 10.1038/s41558-020-0722-3889

Sugimoto, S., Hanawa, K., Watanabe, T., Suga, T., & Xie, S.-P. (2017). Enhanced890

warming of the subtropical mode water in the North Pacific and North At-891

lantic. Nature Climate Change, 7 (9), 656–658. doi: 10.1038/nclimate3371892

Talley, L. D., & Raymer, M. E. (1982). Eighteen Degree Water variability. Journal893

of Marine Research, 40 , 757–775.894

Worthington, L. (1958). The 18° water in the Sargasso Sea. Deep Sea Research895

–27–



manuscript submitted to JGR: Oceans

(1953), 5 (2-4), 297–305. doi: 10.1016/0146-6313(58)90026-1896

Xu, L., Xie, S.-P., McClean, J. L., Liu, Q., & Sasaki, H. (2014). Mesoscale eddy ef-897

fects on the subduction of North Pacific mode waters. Journal of Geophysical898

Research: Oceans, 119 (8), 4867–4886. doi: 10.1002/2014JC009861899

–28–



JOURNAL OF GEOPHYSICAL RESEARCH

Supporting Information for “Disentangling Carbon

Concentration Changes Along Pathways of North

Atlantic Subtropical Mode Water”

Daan Reijnders1, Dorothee C. E. Bakker2, Erik van Sebille1

1Institute for Marine and Atmospheric research Utrecht, Utrecht University, Utrecht, the Netherlands

2Centre for Ocean and Atmospheric Sciences, School of Environmental Sciences, University of East Anglia, Norwich, United5

Kingdom

Contents of this file

1. Text S1. Model–Observation Comparison

2. Text S2. NASTMW Definition Sensitivity Analysis

3. Text S3. Subduction at Longer Integration Times10

4. Text S4. Sensitivity of ∆ρ for Export

5. Text S5. Varying Smoothing Window Widths

6. Figures S1 to S39

Text S1. Model–Observation Comparison

To compare the FREEGLORYS2V4 and FREEBIORYS2V4 products to observations,15

we compare modeled temperature, salinity, temperature stratification and DIC concen-

trations to observed bottle (DIC) and CTD (temperature, salinity and temperature strat-

ification) data from the WOCE/CLIVAR A20 section along ∼52◦W (see Figure S1). This
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approach is similar to that of Kwon, Park, Gary, and Lozier (2015). These observational

data come from three cruises across two decades: in 1997 (Pickard, 2022), 2003 (Toole &20

MacDonald, 2022), and 2012 (Swift et al., 2022). In this section, we also compare loca-

tions of modeled and observed NASTMW. The criteria used to define modeled NASTMW

are partly motivated by these findings, as well as on the sensitivity analysis in Text S2.

We focus on the region between 15◦N to 40◦N, considering depths up to 600m. Fig-

ures S2, S3, and S4 show model-observation comparisons for temperature, salinity and25

temperature stratification for A20 sections in 1997, 2003, and 2012 respectively. Here we

also indicate NASTMW using a temperature and stratification constraint (see section 2.2

of the main text for the definition used in the rest of this study). Model NASTMW is

indicated by 17 ◦C < T < 20.5 ◦C and ∂T/∂z < 0.01 ◦Cm−1. Observed NASTMW fol-

lows a slightly stricter typical definition of 17 ◦C < T < 19 ◦C and ∂T/∂z < 0.01 ◦Cm−1.30

Here the maximum stratification criterion for observations is somewhat increased, and

thus ‘relaxed’, with respect to the weaker maximum stratification of 0.006 ◦Cm−1 used by

Kwon et al. (2015). This is because with 0.006 ◦Cm−1 we barely detected NASTMW for

observations in 2003 and 2012. We apply a 20m rolling mean to the observed temperature

stratification to smooth out small measurement errors.35

As can be seen, the model includes NASTMW with a typical minimum in temperature

stratification. Overall, model temperature biases are reasonably small, with slightly posi-

tive biases north of 30◦N and negative biases south of this latitude. Salinity biases in the

observed NASTMW region are generally negative. The model also exhibits a higher tem-

perature stratification in the observed NASTMW region. Stratification minima coinciding40

with NASTMW are at slightly shallower depths. Note that the observed NASTMW here
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exhibits a wedge-like structure. The warm bias south of 30◦N and higher temperature

stratification are the main motivations for relaxing the temperature and stratification con-

straints in the model NASTMW definition. In Figure S2a & g, a cool bias in the region

of low stratification would suggest that including temperature above 16 or 16.5 ◦C would45

better capture NASTMW in the model. However, in Figures S3a & g and Figures S4a

& g, the 16–17 ◦C range is not included in the low stratification zone, while the range

19–20 ◦C is, coinciding with the model warm bias. Our choice to define the tempera-

ture range of 17–20.5 ◦C is a trade off in choosing a relaxed temperature range that will

most often coincide with low-stratification criterion, while ensuring the temperature range50

stays small enough to represent a homogeneous water mass. This is further motivated

by the sensitivity analysis in Text S2. Overall, this yields realistic NASTMW volumes,

thicknesses and spatial extents.

We also compare modeled temperature and NASTMW with data from the World Ocean

Atlas 2023 (WOA23; Reagan & NOAA National Centers for Environmental Information,55

2023). We compute a model climatology for March and September between the years

1995 and 2017 – the model years used in this study. We compare this to the WOA23

climatology at 1/4◦ resolution, produced for the years 1991-2020. Figure S5 shows model

temperature biases at 5, 200, and 500m depths. It can readily be seen that the model

does not correctly reproduce the Gulf Stream separation around Cape Hatteras, leading60

to a warm bias near the coastline further north. This is a known issue in ocean modeling

(Bryan et al., 2007; Chassignet & Marshall, 2008). This also manifests itself in a model

cold bias around 500m depth just south of the modeled Gulf stream. In the Sargasso Sea,

temperature biases are slightly positive at 200m depth and become slightly negative at
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500m. This indicates a bias towards an increased temperature stratification, as was also65

found in the WOCE transects.

Additionally, the model exhibits an overall negative salinity bias in the region, which is

especially pronounced in the surface layer (Fig. S6). Negative surface salinity biases are

more commonly observed in coarse climate models (Flato et al., 2013; Park et al., 2016). A

fresher upper ocean may lead to decreased DIC concentrations, because freshwater input70

can locally dilute the DIC pool. Since we are interested in how mixing influences DIC

concentrations, we do not apply salinity corrections in our main analyses (see section 2.5

in the main text), yet such a correction is warranted when comparing DIC concentrations

between the model and observations.

To further investigate how the location of modeled NASTMW may differ from obser-75

vations, we plot the location of the climatological mixed layer depth (MLD) in March in

Figure S7. Observations here are taken from WOA18 (Boyer et al., 2018). Regions of

deep mixed layers in the northern part of the Sargasso Sea are possible NASTMW forma-

tion regions. As can be seen, the modeled mixed layer maximum in the Sargasso Sea is

shallower than in observations. This is in line with the higher temperature stratification80

found in the previous model-observation comparisons. We expect model NASTMW to be

mainly produced in the region of the 250-300m maximum between 65◦W and 50◦W. In

observations, mixed layer maxima around this depth extend further West, up to 70◦W.

In Figure S8, we compare the climatological location of NASTMW in our model data

(1995-2017) with climatological NASTMW in WOA23 (1991-2020). For WOA23 (S8a &85

b), we again use the NASTMW criterion of 17 ◦C < T < 19 ◦C and ∂T/∂z < 0.01 ◦Cm−1.

For the model, we use the adjusted temperature criterion of 17 ◦C < T < 20.5 ◦C, applied
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to the climatological temperature (S8c & d) and applied to daily temperature fields, after

which a climatological NASTMW is computed (S8e & f). In this case, we do not use any

constraints for contiguity or specific layer thickness, but do cut off NASTMW at 35◦W90

to exclude Madeira mode water (see main text section 2.2). The spatial distribution of

NASTMW thickness computed from model climatological temperatures and computed

from daily values here broadly agree, so we will use the NASTMW computed from the

WOA temperature climatology as a proxy for a climatology of NASTMW itself. First,

we can see that the model NASTMW has a core that is located more eastward, especially95

in September. In both the model and WOA case, the core is located south of the March

MLD maximum (see Figure S7a). Latitudinal extents of model and WOA NASTMW

agree. The NASTMW computed from WOA is thicker, which again can be explained

through the increased stratification in the model.

In summary, the FREEGLORYS2V4 NASTMW is produced through convective events100

associated with shallower MLD maxima and a slightly stronger vertical temperature strat-

ification. This causes the modeled NASTMW to be thinner. The strong winter convection

and NASTMW production site is located further eastward in comparison to observations.

While ideally the locations between modeled and observed NASTMW would match, we

still use the modeled NASTMW for a process-level understanding of how DIC concentra-105

tions change along NASTMW pathways.

Lastly, we compare modeled DIC in FREEBIORYS2V4 to observed DIC concentra-

tions using bottle data from the three A20 cruises, shown in Figure S9. Here, we also

show salinity-normalized values of DIC (nDIC, normalized to a typical value of 36 psu).

Quality-controlled bottle DIC values are converted from molality (µmol kg−1) to molar110
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concentrations (µmol L−1), as used in this study. For this we use CTD temperatures and

salinities in conjunction with the Thermodynamic Equation of Seawater 2010 (TEOS-10;

McDougall & Barker, 2011). Note that the model and observations are both subject

to variations of DIC concentrations at fixed positions, due to internal variability. We

therefore do not expect modeled concentrations to match one-on-one with observations.115

Instead, we are interested in the general distribution of DIC concentrations. While in 1997,

there is good agreement of modeled and observed DIC concentration in the NASTMW

region, observed DIC is higher in subsequent years. The salinity normalization causes

an overall better agreement between the model and observations taken in 2003 and 2012,

as well as for the upper 200 meters in 1997. Overall, the vertical structure of increasing120

(n)DIC with depth is captured. Figure S10 compares the bottle and observed DIC values.

While the mean DIC bias in 1997 is almost equal to a typical measurement precision

of ∼ 1 µmol L−1 (Sarmiento & Gruber, 2006), the bias between bottle and modeled DIC

becomes more negative over time, while the Pearson correlation coefficient remains steady

at 0.92. This increase in model bias is partially due to the model salinity bias. Figure S11125

shows a bottle-model comparison for nDIC. Figure S11a–c shows a smaller overall nega-

tive bias for 2003 and 2012, while the bias for 1997 becomes positive. The distribution

shows a wider spread for nDIC than for DIC (Fig. S10), meaning that salinity correction

can lead to larger outliers due to bias multiplication when salinity and DIC biases have

different causes. The linear regressions for nDIC (Fig. S11d–f) all have slopes smaller130

than 1, showing a model underestimation for high nDIC, while the overall correlation

remains high with the Pearson-R ranging between 0.91-0.93. In the case of both DIC and

nDIC, the model bias becomes more negative over time.

December 11, 2023, 3:02pm



: X - 7

To further illustrate how FREEBIORYS2V4 responds to the prescribed increase of

atmospheric pCO2, Figure S12a shows the trend of DIC concentrations at 10m depth.135

Trends are computed between 1995 and 2017 by applying an seasonal decomposition

based on moving averages, followed by a linear regression. This shows an overall decrease

in upper-ocean DIC, with a trend between 0 and −1 µmol/L/year in most of the Sargasso

Sea. However, Figure S12b & c show that this is due to a modeled salinity decrease.

Adjusting for this, the nDIC trend becomes positive in the Sargasso Sea and exhibits140

pronounced spatial variability.

Between 1988 and 2011, seasonally-detrended nDIC observations show a trend of

+1.08 ± 0.05 µmol/kg/year at the Bermuda Atlantic Time-series Study (BATS) site at

31◦40′ N, 64◦10′ W and Hydrostation S at 32◦10′N, 64◦10′W (Bates et al., 2012). Fig-

ure S12d shows a time series of model nDIC near the BATS site at 10m depth, which145

exhibits a much smaller deseasonalized trend of 0.2 µmol/L/yr, while exhibiting notable

interannual variability. Since the model’s nDIC response to increasing atmospheric pCO2

in the Sargasso Sea is about a factor 5 weaker than observed, our dataset is not suitable

for investigating changes in carbon fluctuations along NASTMW pathways due to rising

anthropogenic carbon emissions. Instead, we apply a process-based view that takes into150

account interannual variability without focusing on trends.

Text S2. NASTMW Definition Sensitivity Analysis

We test the sensitivity of the modeled NASTMW in March and September to the

following changes:

1. Lowering the maximum temperature stratification criterion, comparing 0.01 ◦Cm−1
155

and 0.006 ◦Cm−1.
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2. Varying the maximum temperature criterion, comparing 19 ◦C, 20 ◦C, 20.5 ◦C and

21 ◦C. The lowest value in this range is typical in literature (Kwon & Riser, 2004; Joyce

et al., 2013), while 20 ◦C has been used in the modeling study by Kwon et al. (2015). The

highest two values are included due to the model’s warm bias in certain regions, discussed160

in Text S1.

3. Lowering the minimum temperature criterion, comparing 17 ◦C and 16.5 ◦C, moti-

vated by the model’s cold bias in certain regions, discussed in Text S1.

Since it is computationally expensive to compute climatologies of NASTMW for each of

these combinations, we instead apply these criteria to climatologies of the model temper-165

ature for March and September (1995-2017). The results are shown in Figure S13. As in

Figure S8, we do not consider individual layer thickness or contiguity here. It can imme-

diately be seen that a maximum stratification criterion of 0.006 ◦Cm−1 yields NASTMW

that is too thin, when compared to observed core thickness of around 300–400m in the

literature (Kwon & Riser, 2004; Fratantoni et al., 2013; Billheimer & Talley, 2016). This170

emphasizes the need to increase the maximum stratification criterion to 0.01 ◦Cm−1. The

effect of increasing the upper temperature boundary can be seen as the NASTMW region

increases towards the south-west. This means that the temperature criterion provides

the main limiting factor for being defined as NASTMW in this southwestern sector. The

difference between the lower temperature boundaries of 16.5 ◦C and 17 ◦C is rather small,175

as is the difference between the upper boundaries 20.5 ◦C and 21 ◦C. The temperature

range of 17 ◦C < T < 20.5 ◦C indeed seems a good trade-off between often coinciding with

the low-stratification region, while at the same time keeping the total temperature range

somewhat limited to reflect the homogeneity of NASTMW.
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The contiguity and individual layer thickness constraints, as discussed in Section 2.2180

in the main text, also affect the total NASTMW volume. To test the sensitivity of the

NASTMW volume to these constrains, we compute the volume using only the temperature

and stratification criteria and compare this to the volume when adding the thickness and

contiguity criteria. Figure S14 shows that the volume experiences a pronounced seasonal

cycle. The average yearly minimum volume is 4.1 × 1014m3, while the average yearly185

maximum is 9.0 × 1014m3. This is close to the value of 9.1 × 1014m3 found by Joyce

(2012) using a temperature and salinity constraint. The seasonal NASTMW production

of 4.9 × 1014m3 is higher than the 2.7 × 1014m3 (8.6 Svy, where 1 Svy ≈ 3.15 × 1013m3)

found by Forget, Maze, Buckley, and Marshall (2011), which was found without a stratifi-

cation constraint. When that constraint is absent, NASTMW production and destruction190

happens mostly through cooling and warming due to air-sea heat fluxes and vertical mix-

ing, while the pronounced seasonal effects of stratification creation and destruction are

ignored. In general, NASTMW volumes are highly sensitive to the criteria used (Joyce,

2012). Note, however, that the added thickness and contiguity criteria can help us elimi-

nate small, spurious NASTMW volumes, without changing the total volume much when195

compared to the seasonal cycle.

Text S3. Subduction at Longer Integration Times

In the main text, we discussed NASTMW parcels that subducted within the previous

year. Here we investigate the effect of including NASTMW parcels that have subducted

from the mixed layer on September 1st over the course of two (Figs. S15 & S16), and200

three years (Figs. S17 & S18), such that they end up in NASMTW again at September

1st. In both cases, the order of magnitude of the total ∆DIC is similar to that of sub-
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duction over the course of one year (110µmol L−1 for two and three years, compared to

101µmol L−1 for one year). While we see an increase in the contribution of soft-tissue,

carbonate and residual fluxes, mixing fluxes are still dominant in setting the DIC concen-205

tration. This suggests that also at larger time scales, adjustment to the ambient water

column condition is the main determinant for setting DIC concentrations of subducting

NASTMW parcels. However, the increased contribution of biogeochemical fluxes indi-

cates that the parcel’s DIC concentrations are to a larger extent influenced directly by

soft-tissue remineralization, which shapes the ambient vertical structure of DIC in the210

water column.

The distribution of total ∆DIC (Figs. S15a & S17a) has a tail that extends to larger

extremes than during subduction over 1 year (Fig. 4 in the main text). When considering

longer subduction timescales, backward-tracked parcels can come from a much larger

region. Parcels in the right tail of the distribution are found to come from areas where215

mixed-layer DIC concentrations are generally lower, including for example the Carribean

Sea.

Looking at the timescales of enrichment and depletion regimes (Figs. S16 & S18), we

notice that distributions of regime timescales are similar, although with a thinner tail

at longer timescales: as subduction occurs over longer timescales, downwelling and the220

associated steady increase of DIC can be more variable as the parcel travels from the

mixed layer to NASTMW. This causes longer periods of enrichment to be more easily

interspersed by depletion.

Text S4. Sensitivity of ∆ρ for Export Pathways
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Figures S19 – S22 show the results for exported parcels, where we use ∆σ = 0kgm−3
225

and 0.05 kgm−3 instead of ∆σ = 0.01 kgm−3 as used in the main text. When we lower

∆σ to 0 kgm−3, the number of parcels that are considered exported is reduced by about

a factor 3 (from 15.3% to 4.7% of all parcels). When increasing ∆σ to 0.05 kgm−3, the

number of parcels doubles to 30.6%. However, the distribution and mean of ∆DIC in

both cases remains approximately equal to that found for ∆σ = 0.01 kgm−3 (comparing230

Figures S19a-c and S21a-c to Figure 9a-c from the main text). This is also the case for the

timescale distribution and magnitudes (comparing Figures S20 and S22 to Figure 10 in the

main text. The monthly fluxes exhibit similar patterns, although vary in magnitude, with

the flux ranges generally being stronger given stricter criteria (Figures S19d-f and S21d-f

to Figure 9d-f from the main text). However, since the residual contributes significantly235

more to ∆DIC in the export pathways than for the other NASMTW pathways, the flux

disentanglement into its components is less well-constrained.

Text S5. Varying Smoothing Window Widths

The width of the window by which we smooth our DIC anomaly timeseries will influence

the timescales of the regimes that we detect using the method presented in section 2.6 of240

the main text. After all, smoothing will filter out minor fluctuations in the DIC anomaly,

such that, if they are small in magnitude, brief periods of enrichment and depletion are

smoothed out. Inherently, the smoothing window width thus influences the timescale

distributions that we find. In the main text, we focus on a window width of ten days.

Here, we show regime timescale results when we identify regimes without smoothing, as245

well as by applying a smoothing window of 6 and 20 days.
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The results without smoothing are found in Fig. S23 (subduction), S24 (persistence),

S25 (ventilation), and S26 (export). In each of the cases, we see that the distribution of

depletion and enrichment timescales is largely concentrated at timescales of 10 days or

less. The partitioning of flux contributions to events, however, remains roughly similar at250

each timescale. For subduction, persistence, and export, we no longer see a net depletion

at any timescale. In the case of a 10-day smoothing window, short depletion events would

be interspersed with longer enrichment, causing net depletion for short scales (below 10 to

40 days, depending on the pathway), and enrichment at longer scales. Without smoothing,

brief small depletion events are included that could be smoothed out for longer timescales.255

These brief depletion events can break up a steady background enrichment that would

have been identified if timescale smoothing was applied. This thus serves to illustrate

how smoothing acts as a lens by which small, brief fluctuations, which may be due to

numerical noise, are ignored.

The results with 6-day smoothing are found in Fig. S27 (subduction), S28 (persistence),260

S29 (ventilation), S30 (export), while the results using a 20-day smoothing window are

found in Fig. S31 (subduction), S32 (persistence), S33 (ventilation), S34 (export). When

comparing these timescale distributions to those found using a 10-day smoothing window

in the main text, we see that generally speaking, the distributions are qualitatively similar,

but with their modes and tails shifted towards longer timescales. This further illustrates265

how the smoothing window simply acts as a lens by which short-term fluctations can be

filtered out.
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Figure S1. WOCE A20 section, used to compare CTD and bottle data with FREE-

GLORYS2V4 (temperature, stratification, and salinity) and FREEBIORYS2V4 (DIC).
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Figure S2. Model–observation comparison along the WOCE A20 section in 1997 at ∼

52◦W (Pickard, 2022). (a) Model temperature (b) salinity, and (c) temperature stratifica-

tion snapshots are for 28 July 1997. White contours indicate modeled NASTMW based

on temperature and stratification criteria. (d–f) show observed temperature, salinity and

stratification at the corresponding observations along A20 between 21 Jul - 14 Aug 1997.

Black lines in (a) and (d) indicate 16−21 ◦C isotherms. (g–i) show the model bias (model

- observations, with the NASTMW constraints from observations).
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Figure S3. Similar to Figure S2, but for the CLIVAR A20 section in 2003 (Toole &

MacDonald, 2022). Model sections (a–c) are taken at 3 October 2003. Observations (d–f)

are taken between 26 September – 13 October 2003.
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Figure S4. Similar to Figure S2, but for the CLIVAR A20 section in 2012 (Swift et

al., 2022). Model sections (a–c) are taken at 2 May 2012. Observations (d–f) are taken

between 26 April – 10 May 2012.
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Figure S5. Model temperature bias. Computed by subtracting WOA23 climatological

temperatures (1991–2020) from model temperature climatology (1995–2017).
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Figure S6. Model salinity bias. Computed by subtracting WOA23 climatological

salinities (1991–2020) from model salinity climatology (1995–2017).

December 11, 2023, 3:02pm



X - 22 :

Figure S7. Climatological mixed layer depths from (a) FREEGLORYS2V4 (1995-2017)

and (b) WOA18 (2005-2017).
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Figure S8. March and September NASTMW thickness computed using (a, b) WOA23

temperatures (1991-2020), and (c, d) climatological temperatures in FREEGLORYS2V4

(1995-2017). (e, f) Climatology of NASTMW computed from daily temperatures in

FREEGLORYS2V4.
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Figure S9. (a–c) Modeled and observed DIC concentrations along the A20 section.

Modeled concentrations are plotted as a background field. Observations are plotted using

colored dots. Model DIC snapshots are taken at (a) 28 July 1997, (b) 3 October 2003, and

(c) 2 May 2012. (d–f) Salinity-normalized DIC (nDIC) for the same dates. White contours

indicate two of the NASTMW constraints in the modeled data: 17 ◦C < T < 20.5 ◦C and

∂T/∂z < 0.01 ◦Cm−1.

December 11, 2023, 3:02pm



: X - 25

50 0 50
DIC model - DIC bottle [µmol/L]

0.000

0.005

0.010

0.015

0.020

0.025
Fr

eq
ue

nc
y

a) Mean bias: -0.94 µmol/L
1997

50 0 50
DIC model - DIC bottle [µmol/L]

b) Mean bias: -13.67 µmol/L
2003

50 0 50
DIC model - DIC bottle [µmol/L]

c) Mean bias: -28.37 µmol/L
2012

2000 2100 2200 2300
DIC bottle [µmol/L]

2000

2100

2200

2300

DI
C 

m
od

el
 [µ

m
ol

/L
] d)

R=0.92
y = 1.00x - 8.19

2000 2100 2200 2300
DIC bottle [µmol/L]

e)

R=0.92
y = 0.99x + 12.54

2000 2100 2200 2300
DIC bottle [µmol/L]

f)

R=0.92
y = 1.09x - 234.27

Figure S10. (a–c) Histograms with the difference in DIC between modeled and bottle

DIC concentrations for each A20 transect year. Each observation is matched with the

model DIC snapshot at the date and location of observation. (d–f) Scatter plot comparing

observed and modeled DIC, including linear regression. R is the Pearson correlation

coefficient.

December 11, 2023, 3:02pm



X - 26 :

100 0 100
nDIC model - nDIC bottle [µmol/L]

0.00

0.01

0.02

0.03

Fr
eq

ue
nc

y

a) Mean bias: 9.69 µmol/L
1997

100 0 100
nDIC model - nDIC bottle [µmol/L]

b) Mean bias: -7.04 µmol/L
2003

100 0 100
nDIC model - nDIC bottle [µmol/L]

c) Mean bias: -14.37 µmol/L
2012

2000 2100 2200 2300
nDIC bottle [µmol/L]

2000

2100

2200

2300

nD
IC

 m
od

el
 [µ

m
ol

/L
] d)

R=0.91
y = 0.89x + 250.06

2000 2100 2200 2300
nDIC bottle [µmol/L]

e)

R=0.93
y = 0.89x + 236.14

2000 2100 2200 2300
nDIC bottle [µmol/L]

f)

R=0.91
y = 0.96x + 80.73

Figure S11. (a–c) Histograms with the difference in nDIC between modeled and

bottle nDIC concentrations for each A20 transect year. Each observation is matched with

the model nDIC snapshot at the date and location of observation. (d–f) Scatter plot

comparing observed and modeled nDIC, including linear regression. R is the Pearson

correlation coefficient.
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Figure S12. (a-c) Model trends between 1995 and 2017 at 10m depth for (a) DIC, (b)

salinity, and (c) nDIC. Hatched areas indicate trends that are not statistically significant

(p > 0.05). (d) Modeled nDIC concentration at 10m depth at 32◦42′ N, 64◦46′ W, close

to the BATS site (red X in (c)). All trends are computed after deseasonalization based

on moving averages.
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Figure S13. Model NASTMW thicknesses in March and September for different

temperature and stratifications limits.
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Figure S14. Modeled NASTMW volume with the definition criteria from section 2.2

of the main text. Dashed lines represent yearly averages.
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Figure S15. Transformation of DIC concentrations along pathways of subducting

NASTMW parcels (allowing subduction to take place over the course of 2 years). (a)

Distribution of total ∆DIC per trajectory, averaged over initialization years 1996-2015. (b)

Relative contribution of each process to the average ∆DIC, for different ∆DIC strengths.

(c) Mean of yearly average ∆DIC of all trajectories. (d-f) yearly mean DIC flux, integrated

per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f).
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DIC timescales: Subduction over 2 years

Figure S16. ∆DIC contribution of each timescale for subducting NASTMW parcels

(allowing subduction to take place over the course of 2 years). (a) Relative ∆DIC of

regimes of each timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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Figure S17. Transformation of DIC concentrations along pathways of subducting

NASTMW parcels (allowing subduction to take place over the course of 3 years). (a)

Distribution of total ∆DIC per trajectory, averaged over initialization years 1996-2015. (b)

Relative contribution of each process to the average ∆DIC, for different ∆DIC strengths.

(c) Mean of yearly average ∆DIC of all trajectories. (d-f) yearly mean DIC flux, integrated

per month, for the total DIC flux (d), soft-tissue fluxes (e), and mixing fluxes (f).
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DIC timescales: Subduction over 3 years

Figure S18. ∆DIC contribution of each timescale for subducting NASTMW parcels

(allowing subduction to take place over the course of 3 years). (a) Relative ∆DIC of

regimes of each timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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Figure S19. Transformation of DIC concentrations along pathways of exported

NASTMW parcels, for ∆σ = 0kgm−3. (a) Distribution of total ∆DIC per trajectory,

averaged over initialization years 1995-2015. (b) Relative contribution of each process to

the average ∆DIC, for different ∆DIC strengths. (c) Mean of yearly average ∆DIC of all

trajectories. (d-f) yearly mean DIC flux, integrated per month, for the total DIC flux (d),

soft-tissue fluxes (e), and mixing fluxes (f).
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Figure S20. ∆DIC contribution of each timescale for exported NASTMW parcels

for ∆σ = 0kgm−3. (a) Relative ∆DIC of regimes of each timescale. (b) Boxplot of

magnitudes of each regime for each timescale.
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Figure S21. Transformation of DIC concentrations along pathways of exported

NASTMW parcels for ∆σ = 0.05 kgm−3. (a) Distribution of total ∆DIC per trajectory,

averaged over initialization years 1995-2015. (b) Relative contribution of each process to

the average ∆DIC, for different ∆DIC strengths. (c) Mean of yearly average ∆DIC of all

trajectories. (d-f) yearly mean DIC flux, integrated per month, for the total DIC flux (d),

soft-tissue fluxes (e), and mixing fluxes (f).

December 11, 2023, 3:02pm



: X - 37

0 20 40 60 80 100
Regime duration [days]

0.6

0.4

0.2

0.0

0.2

0.4

0.6
No

rm
al

ize
d 

DI
C

a)

Soft tissue
Carbonate
Mixing
Residual
Net

> 100 0 20 40 60 80 100
Regime duration [days]

102

101

100
0

100

101

102

DI
C 

[µ
m

ol
/L

]

b)

5.2%

5.6%

5.4%

5.6%

5.9%

4.9%

5.8%

3.8%

5.8%

3.1%

7.6%

6.7%

7.5%

6.7%

7.3%

5.8%

7.4%

5.4%

7.1%

5.1%

n=
66

58
57

6

n=
13

13
34

6

n=
54

25
82

n=
28

12
70

n=
16

08
16

n=
97

18
8

n=
60

59
1

n=
39

19
6

n=
26

29
1

n=
17

48
3

> 100

6.6%

2.3%

n=
48

39
6

DIC timescales: Export (using = 0.05 kg m 3)

Figure S22. ∆DIC contribution of each timescale for exported NASTMW parcels,

for ∆σ = 0.05 kgm−3. (a) Relative ∆DIC of regimes of each timescale. (b) Boxplot of

magnitudes of each regime for each timescale.
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DIC timescales: Subduction  no smoothing

Figure S23. ∆DIC contribution of each timescale for subducting NASTMW parcels,

found without applying a smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Persistence  no smoothing

Figure S24. ∆DIC contribution of each timescale for persisting NASTMW parcels,

found without applying a smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Ventilation  no smoothing

Figure S25. ∆DIC contribution of each timescale for ventilating NASTMW parcels,

found without applying a smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Export  no smoothing

Figure S26. ∆DIC contribution of each timescale for exporting NASTMW parcels,

found without applying a smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Subduction  6-day smoothing

Figure S27. ∆DIC contribution of each timescale for subducting NASTMW parcels,

found when applying a 6-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.

December 11, 2023, 3:02pm



: X - 43

0 20 40 60 80 100
Regime duration [days]

0.6

0.4

0.2

0.0

0.2

0.4

0.6
No

rm
al

ize
d 

DI
C

a) Soft tissue
Carbonate
Mixing
Residual
Net

> 100 0 20 40 60 80 100
Regime duration [days]

102

101

100
0

100

101

102

DI
C 

[µ
m

ol
/L

]

b)

6.6%

7.0%

4.6%

5.4%

5.2%

6.0%

7.9%

8.9%

7.3%

6.7%

6.9%

4.6%

7.0%

3.2%

6.9%

2.2%

7.5%

1.4%

6.9%

0.8%

n=
39

31
42

1

n=
68

43
35

n=
24

89
02

n=
11

81
98

n=
63

82
3

n=
37

54
3

n=
23

96
2

n=
15

98
3

n=
11

09
3

n=
79

49

> 100

6.3%

0.1%

n=
30

73
5

DIC timescales: Persistence  6-day smoothing

Figure S28. ∆DIC contribution of each timescale for persisting NASTMW parcels,

found when applying a 6-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Ventilation  6-day smoothing

Figure S29. ∆DIC contribution of each timescale for ventilating NASTMW parcels,

found when applying a 6-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Export  6-day smoothing

Figure S30. ∆DIC contribution of each timescale for exporting NASTMW parcels,

found when applying a 6-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Subduction  20-day smoothing

Figure S31. ∆DIC contribution of each timescale for subducting NASTMW parcels,

found when applying a 20-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Persistence  20-day smoothing

Figure S32. ∆DIC contribution of each timescale for persisting NASTMW parcels,

found when applying a 20-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Ventilation  20-day smoothing

Figure S33. ∆DIC contribution of each timescale for ventilating NASTMW parcels,

found when applying a 20-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Export  20-day smoothing

Figure S34. ∆DIC contribution of each timescale for exporting NASTMW parcels,

found when applying a 20-day smoothing window. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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Figure S35. Daily DIC fluxes [µmol L−1 d−1] for 12 random trajectories in 12 months,

from parcels that were initialized in September 2000. The soft-tissue flux often dominates

the signal, while the mixing flux is mainly relevant in when the particle is in the mixing

layer.
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Figure S36. Yearly mean DIC fluxes for carbonate and residual processes, integrated

per month, as well as the range of the yearly mean, and the mean of the 5th and 95th

percentile for the four NASTMW pathways discussed in the main text: (a, b) subduction,

(c, d) persistence, (e, f) ventilation, and (g, h) export.
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DIC timescales: Subduction  Mixing contribution

Figure S37. ∆DIC contribution of each timescale for subducting NASTMW based on

DIC anomalies from mixing processes. (a) Relative ∆DIC of regimes of each timescale.

(b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Persistence  Soft-tissue contribution

Figure S38. ∆DIC contribution of each timescale for parcels persisting in NASTMW,

based on DIC anomalies from soft-tissue processes. (a) Relative ∆DIC of regimes of each

timescale. (b) Boxplot of magnitudes of each regime for each timescale.
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DIC timescales: Ventilation  Mixing contribution

Figure S39. ∆DIC contribution of each timescale for ventilating NASTMW based on

DIC anomalies from mixing processes. (a) Relative ∆DIC of regimes of each timescale.

(b) Boxplot of magnitudes of each regime for each timescale.
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