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Abstract

Submesoscale flows (0.1 - 10 km) are often associated with large vertical velocities, which can have a significant impact on the

transport of surface tracers, such as carbon. However, global models do not adequately account for these small-scale effects,

which still require a proper parameterization. In this study, we introduced a passive tracer into the mixed layer of the northern

Atlantic Ocean using a CROCO simulation with a high horizontal resolution of Δx = 800 m, aiming to investigate the seasonal

submesoscale effects on vertical transport. Using surface vorticity and strain criteria, we identified regions with submesoscale

fronts and quantified the associated subduction, that is the export of tracer below the mixed layer depth. The results suggest

that the tracer vertical distribution and the contribution of frontal subduction can be estimated from surface strain and vorticity.

Notably, we observed significant seasonal variations. In winter, the submesoscale fronts contribute up to 40% of the vertical

advective transport of tracer below the mixed layer, while representing only 5% of the domain. Conversely, in summer, fronts

account for less than 1% of the domain and do not contribute significantly to the transport below the mixed layer. The findings

of this study contribute to a better understanding of the seasonal water subduction due to fronts in the region.
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Key Points:9

• Surface strain and vorticity criteria can be used to identify submesoscale fronts.10

• The tracer depth injection correlates with density of fronts, regardless of the mixed11

layer depth evolution.12

• The submesoscale fronts contribute to ∼ 40% of the vertical advective subduction13

in winter, and less than 1% in summer.14
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Abstract15

Submesoscale flows (0.1 - 10 km) are often associated with large vertical velocities, which16

can have a significant impact on the transport of surface tracers, such as carbon. How-17

ever, global models do not adequately account for these small-scale effects, which still18

require a proper parameterization. In this study, we introduced a passive tracer into the19

mixed layer of the northern Atlantic Ocean using a CROCO simulation with a high hor-20

izontal resolution of ∆x = 800 m, aiming to investigate the seasonal submesoscale ef-21

fects on vertical transport. Using surface vorticity and strain criteria, we identified re-22

gions with submesoscale fronts and quantified the associated subduction, that is the ex-23

port of tracer below the mixed layer depth. The results suggest that the tracer vertical24

distribution and the contribution of frontal subduction can be estimated from surface25

strain and vorticity. Notably, we observed significant seasonal variations. In winter, the26

submesoscale fronts contribute up to 40% of the vertical advective transport of tracer27

below the mixed layer, while representing only 5% of the domain. Conversely, in sum-28

mer, fronts account for less than 1% of the domain and do not contribute significantly29

to the transport below the mixed layer. The findings of this study contribute to a bet-30

ter understanding of the seasonal water subduction due to fronts in the region.31

Plain Language Summary32

Small ocean movements known as submesoscale fronts are often overlooked in global33

models. These flows, ranging from 0.1 to 10 kilometers, play a big role in how carbon,34

nutrient or heat are transported inside the ocean. To better understand the influence35

of submesoscale fronts, we use a fine scale numerical simulations in the North Atlantic.36

We added a tracer in the ocean upper-layer to analyse how it gets transported at depth.37

Using criteria of surface rotation speed and how water gets stretched, we identify the ar-38

eas of submesoscale fronts. We observed that the depth at which the tracer is injected39

depend on the density of submesoscale fronts. Also, the study results show that these40

flows exhibit interesting seasonal variations. In winter, the submesoscale fronts contribute41

up to 40% to the vertical transport of carbon, even though they only cover 5% of the42

studied area. Conversely, in summer, fronts represent less than 1% of the area and don’t43

significantly impact the vertical tracer transport. This study helps us better understand44

how water moves in the ocean, especially across different seasons. This understanding45

could be key to addressing questions related to climate change and how substances like46

carbon are distributed in the world’s oceans.47

1 Introduction48

There is an on-growing set of evidence that submesoscale physical processes actu-49

ally matter for the transport of oceanic tracers such as heat, carbon and nutrients (Klein50

& Lapeyre, 2009; Omand et al., 2015; Stukel et al., 2017; Llort et al., 2018; Lévy et al.,51

2018; Boyd et al., 2019; Lacour et al., 2019). Submesoscale phenomena are characterised52

by frontal and filamentary structures with lateral scales ranging from 1 to 10 km. These53

structures typically arise from mesoscale eddy stirring and baroclinic instability at the54

ocean surface, exhibiting Rossby (Ro = ζ/f) numbers on the order of 1 (Lévy et al.,55

2024). The frontogenesis, responsible for ageostrophic flow known as secondary circu-56

lation, induces strong and deep vertical velocities localised precisely at the front (McWilliams,57

2021; Gula, Taylor, et al., 2021). Fronts are characterised by a dense cyclonic side with58

downward velocities and a light anticyclonic side with upward velocities. In the context59

of the carbon cycle, this results in a double contribution : On the one hand, it drives nu-60

trients, essential for the primary production, from the (interior) twilight zone into the61

euphotic layer (Lapeyre Guillaume, 2006; Lévy et al., 2018; Mahadevan, 2016). On the62

other hand, it facilitates the subduction of surface carbon (transport below the mixed63

layer) along isopycnal pathways, effectively storing it for extended periods (Wenegrat et64
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al., 2020; Mahadevan et al., 2020; Freilich & Mahadevan, 2021). Concerning heat trans-65

port, L. Siegelman et al. (2020) demonstrated that fronts actively participate in the up-66

ward heat transport from the ocean interior to the surface and are essential ingredients67

of the Earth’s heat budget.68

While it is clear that fronts play a significant role in tracer budgets, the vertical69

transport induced by submesoscale processes remains unresolved and is not yet param-70

eterized in climate models (Bopp et al., 2013; Mahadevan et al., 2020). Overcoming this71

challenge is one of the major hurdles in ocean modeling (Fox-Kemper et al., 2019). How-72

ever, although there has been recent interest in quantifying the submesoscale contribu-73

tion to tracer transport, there is still no clear consensus on its impact. A major obsta-74

cle is the difficulty of sampling submesoscale processes using remote sensing and in situ75

observational instruments. Indeed, satellite altimetry can only detect structures larger76

than 100 kilometers (Chelton et al., 2011), and the measurement of vertical transport77

due to small-scale phenomena in the ocean remains a challenge (Mahadevan et al., 2020).78

The computation of submesoscale velocity gradient generally requires multiple ships, au-79

tonomous underwater vehicles, or surface drifters (Shcherbina et al., 2013; Gula, Tay-80

lor, et al., 2021). With respect to numerical simulations, it has been shown that fine-scale81

ocean regional circulation models with subkilometer horizontal grid spacing can accu-82

rately capture submesoscale dynamics (Mahadevan & Tandon, 2006; Capet et al., 2008;83

Pietri et al., 2021). However, high-resolution modeling is constrained by computational84

costs (Lévy et al., 2024), resulting in spatial limitations and/or idealized setups.85

Various methodologies have been proposed to assess the frontal contribution, par-86

ticularly in the context of carbon export. Balwada et al. (2018) estimated that the sub-87

duction could be doubled by comparing models with 20 and 1 km horizontal resolution.88

Uchida et al. (2019) quantified the ageostrophic contribution using spectral analysis and89

found that submesoscale structures could account for about a third of the total fluxes.90

In Freilich and Mahadevan (2021), Lagrangian particles were used to identify particles91

trapped in submesoscale structures. Their findings showed that 7.7% of the particles are92

subducted from the mixed layer, with subduction occurring mainly in localized regions93

along fronts. Based on glider observations during the North Atlantic bloom and supported94

by numerical modeling, Omand et al. (2015) showed that submesoscale structures can95

contribute up to half of the total spring export of particulate organic carbon (POC). In96

a recent study, Balwada et al. (2021) used Joint Probability Density Function (JPDF)97

of surface vorticity and strain on an idealized fine-scale model of the Antarctic Circum-98

polar Current to identify fronts. Their research showed that submesoscale fronts, although99

occupying only about 5% of the surface domain, could potentially account for up to 20%100

of the vertical transport at the Mixed Layer Depth (MLD). This wide range of results101

underlines the complexity and considerable uncertainties associated with this topic.102

Despite this growing body of literature, there is a notable gap in knowledge as most103

studies tend to overlook the seasonal variability of these phenomena. However, it is now104

clear that submesoscales exhibit a strong seasonal cycle (Callies et al., 2015; Rocha et105

al., 2016; Berta et al., 2020). Futhermore, the modulation of tracer export on seasonal106

time scales has recently been demonstrated (Cao & Jing, 2022; Mahadevan et al., 2020).107

Therefore, the primary objective of our study is to assess the seasonal impact of subme-108

soscale processes on a passive tracer released in the mixed layer (ML) using a highly re-109

alistic model. In particular, we focus on the North Atlantic subpolar gyre, a region known110

for significant seasonal variations. Moreover, this region is particularly important as be-111

ing one of the most critical areas for carbon sequestration, with an average uptake of about112

0.55−1.94PgCyear−1, which represents ∼ 12% of the global net ocean uptake (Takahashi113

et al., 2002; Sanders et al., 2014), and with significant phytoplankton blooms in spring,114

when submesoscale activity is intense (Treguier et al., 2005; Le Corre et al., 2020).115

The outline of this paper is as follows. Section 2 presents our numerical simulation.116

Section 3 outlines the methodology used to identify seasonal surface submesoscale fronts.117

–3–
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Section 4 describes the seasonal evolution of a tracer released within the ML and ana-118

lyzes the contribution of fronts to tracer subduction. Finally, section 5 provides a de-119

tailed discussion of the results.120

2 Methodology121

2.1 Numerical setup122

We set up a realistic simulation of the circulation in a northeastern part of the North123

Atlantic subpolar gyre, using the oceanic modeling system CROCO (Coastal and Re-124

gional Ocean COmmunity model), which resolves the primitive equations (Shchepetkin125

& McWilliams, 2005). A nesting approach is used here with a parent simulation (GI-126

GATL3) covering most of the Atlantic Ocean with a horizontal resolution of 3 km (Gula,127

Theetten, et al., 2021). GIGALT3 provides the nested simulation with the initial state128

and the lateral boundary conditions. The study domain is shown in Figure 1. It covers129

an area of 800 km × 640 km, ranging from 53.8 N to 62.5°N and from 20.5°W to 37.8°W.130

The horizontal grid spacing ∆x = 800 m is almost constant across the domain. Ver-131

tically, we discretize the model with 200 sigma levels, which roughly corresponds to cell132

heights of ∆z = 2 m within the surface layer. This vertical resolution is chosen to ac-133

curately represent the surface dynamics. The ocean is forced at the surface by hourly134

atmospheric forcings from the Climate Forecast System Reanalysis using a bulk formu-135

lation with relative winds (Saha et al., 2010). Tidal forcing is not included. The grid bathymetry136

is from the global SRTM30plus dataset (J. J. Becker D. T. Sandwell & Weatherall, 2009).137

The simulation is run for 13 months, from December 1, 2007, to December 31, 2008, with138

a time step of 90 seconds and produces 3-hourly averaged outputs. The first month is139

dedicated to the spin-up phase, ensuring that submesoscale structures have time to de-140

velop. We therefore analyse the outputs for the year 2008. To discard boundary effects,141

all the results are computed within a subdomain excluding points within 100 km of the142

boundaries.143

2.2 Tracer initialisation and equation144

On the first day of each month, a passive tracer is released throughout the entire145

domain within the upper mixed layer (ML) and remains for a period of 29 days. This146

experimental design allows us to evaluate and compare both ML water subduction and147

deep export independently for each month. The MLD is determined by computing a den-148

sity threshold of 0.03 kg m−3 from the surface, as described in de Boyer Montégut et al.149

(2004). We distribute the tracer concentration C following a hyperbolic tangent profile:150

C(x, y, z, t = 0) =
1

2

(
1 + tanh

(
z − ztarget
dz(x, y)

))
. (1)

Where x, y, z are the spatial coordinates, and t is the time. We choose ztarget =151

0.6·zmld(x, y) to ensure that there is no tracer below the MLD. In addition, dz = −zmld(x,y)
8152

is chosen to achieve a smooth transition near the MLD to avoid numerical instability due153

to sharp vertical gradients in tracer concentration. Figure 2 shows an example of the tracer154

concentration for 3 selected days in February. It illustrates how the tracer is stirred by155

the mesoscale and submesoscale circulation and how it accumulates or is depleted from156

frontal regions.157

The CROCO model uses the following tracer equation:158

∂C

∂t
= −uj

∂C

∂xj
− w

∂C

∂z
+ νc +Dc + Sc, (2)

–4–



manuscript submitted to JGR: Oceans

Figure 1. (a) Snapshot of the GIGATL3 simulation (dx = 3km) on the 8th of February .

The background is the relative vorticity and the black contour is the bathymetry at 2000 m.

The black rectangle is the domain of the regional simulation. (b), (c) and (d) represent the rela-

tive vorticity, the strain and vertical velocities at 100 m depth, respectively, computed from the

regional simulation (dx = 800m). The relative vorticity and strain are normalised to the local

Coriolis frequency. All the statistical results are computed in the dashed rectangle subdomain to

discard boundary effects.

where C is the tracer concentration, uj are the horizontal velocities, w is the ver-159

tical velocity, νc is the vertical diffusion, Dc is the horizontal diffusion and Sc is a source160

or sink term (set to zero in this study). Dc is not explicit in CROCO, but results from161

the implicit contribution of the upstream-biased advection scheme. Vertical mixing (νc =162

∂
∂z (Kc

∂C
∂z ) computed with the tracer diffusivity Kc is parameterized with the KPP scheme163

(Large et al., 1994).164

3 Seasonality of submesoscale fronts165

The numerical simulation provides compelling evidence for tracer subduction driven166

by fronts. Figure 3 presents a vertical section of the domain on April 3rd, 3 days after167

the tracer release. The vertical section highlights a distinct front characterized by a sig-168

nificant increase in vertical velocity (w > 100 m/d) and a pronounced subduction of the169

tracer below the mixed layer. In this section, we first explain how we identify subme-170

soscale fronts based on a strain and vorticity criterion and we present a first analysis to171

quantify the seasonal variations in the prevalence of fronts and their associated veloc-172

ity field.173

3.1 Seasonal variability of submesoscale fronts174

The dynamics of the horizontal flow can be expressed in terms of the strain ten-175

sor. This strain tensor can be decomposed into the vertical vorticity ζ, the horizontal176

–5–
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Figure 2. (a), (b) and (c) show the tracer concentration at the surface for February 10, 20

and 29. (d), (e) and (f) show the corresponding tracer vertical distribution (red line) at the loca-

tion of the red dot. The dashed red line shows the initial vertical distribution of the tracer and

the dashed black line is the MLD.

divergence δ and the strain rate σ (referred to as strain in the following for simplicity)177

as follows:178

ζ =
∂v

∂x
− ∂u

∂y
; δ =

∂u

∂x
+

∂v

∂y
; σ =

√(
∂u

∂x
− ∂v

∂y

)2

+

(
∂u

∂y
+

∂v

∂x

)2

. (3)

Strain and vorticity are often used to identify structures such as submesoscale fronts179

and eddies. Figure 1 displays the vorticity and strain within the domain on 8th Febru-180

ary. During this winter period, we observe widespread and intense submesoscale struc-181

tures, which are characterized by high vorticity and strain. This signature distinguishes182

them from eddy structures, which typically exhibit significant vorticity but weak strain183

patterns (Gula et al., 2014). Therefore, a flow decomposition based on joint probabil-184

ity density functions of surface vorticity and strain proves valuable for identifying fronts185

and eddies (Shcherbina et al., 2013). Previous studies have localized submesoscale fronts186

in vorticity-strain space as the regions near the lines σ = |ζ| (Shcherbina et al., 2013;187

McWilliams, 2016; Balwada et al., 2021). In a strongly ageostrophic regime (|δ| ∼ |ζ|;188

Gula et al. (2014)), Barkan et al. (2019) demonstrated that fronts tend to cluster around189

the lines σ =
√
2|ζ|. However, to our knowledge, none of the previous studies have pre-190

cisely defined the area corresponding to submesoscale fronts. We have therefore chosen191

to define the frontal region by σ > |ζ| and with a restrictive criterion of |ζ/f | ∼ Ro >192

0.5. The Ro criterion is based on the work of L. I. Siegelman (2020), who observed in193

a fine resolution model that submesoscale structures above the permanent thermocline194

characterised by ageostrophic flow are associated with Ro > 0.5. We define two sub-195

domains, labelled 1A and 1C and delineated by dots and hatches, respectively, correspond-196

ing to the anticyclonic and cyclonic submesoscale fronts (Figure 4). The separation of197

cyclonic and anticyclonic fronts is useful because cyclonic fronts (1C) are known to con-198

tribute significantly to intense downward velocities, while anticyclonic fronts generally199

induce upwelling and weaker velocities (Gula, Taylor, et al., 2021). In addition, we name200

the two other zones dominated by vorticity based on Balwada et al. (2021): the anticy-201

–6–
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Figure 3. (a) Snapshot of the surface relative vorticity on the 3rd of April. The vertical

section over a front is marked with a dashed black line. (b) Vertical cross section. The colors

represent the vertical velocities. The black line is the MLD computed with a density threshold.

The grey lines are the isopycnals. c) Tracer concentration on the same vertical section.

clonic zone (2) defined by ζ/f > 0 and σ < |ζ|, and the cyclonic zone, defined by ζ/f <202

0 and σ < |ζ|. These regions correspond to areas within anticyclonic and cyclonic ed-203

dies.204

Figure 4a displays the integrated surface strain-vorticity JPDF computed over March205

2008. These statistics are computed within bins of size of 0.05×0.025 (vorticity × strain).206

The contour line delineates the region containing 99,99% of the grid points. A large frac-207

tion of the surface points exhibit weak vorticity and strain (ζ/f < 0.5 and σ/f < 0.5),208

consistent with the quasi-geostrophic regime of turbulence expected to develop at this209

model resolution. The observed asymmetry, characterised by a peak in 1C, is the sig-210

nature of submesoscale fronts (McWilliams, 2016; Buckingham et al., 2016). The 99.99%211

contour of the surface vorticity-strain JPDF is shown for each month in Figure 4b). Each212

season has a distinct JPDF signature, reflecting a clear shape evolution driven by the213

presence of submesoscale dynamics. The winter period exhibits the largest domain with214
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Figure 4. (a) Surface strain - vorticity JPDF in March. The black contour is the integrated

domain containing 99.99% of the points. (1A) is the anticyclonic submesoscale frontal zone and

(1C) is the cyclonic submesoscale frontal zone. (2) and (3) are the cyclonic and anticyclonic

zones, respectively. The proportion of points within 1A (dotted area) and 1C (hatched area)

are given. (b) Surface strain - vorticity JPDF domain contours (99.99% of the points) for each

month.

the highest asymmetry due to more energetic submesoscales (Callies et al., 2015), while215

the JPDF envelope during the summer months is confined to a region of low strain and216

–8–



manuscript submitted to JGR: Oceans

Figure 5. a) Deepening of the 50th (green), 90th (orange) and 99th (blue) tracer percentiles

between the first and last day for each monthly experience. Red bars are the fraction of points

within 1A and 1C. b) Linear regression between front density and tracer depth.

vorticity. Interestingly, the peak remains significant in spring, making this period par-217

ticularly relevant for organic carbon export as the region hosts significant phytoplank-218

ton blooms in the euphotic layer. To quantitatively assess the presence of fronts, we cal-219

culate the fraction of points within regions 1A + 1C for each month, which we consider220

to be the front density (Figure 5a). The frontal area is maximum in March, accounting221

for about 9% of the total area (5.7 % in 1C). Conversely, the lowest fraction of subme-222

soscales is found in July with less than 0.5%.223

3.2 Seasonal variability of vertical velocity224

Following the approach in Balwada et al. (2021), we look at the distribution of vari-225

ables at depth as a function of surface vorticity and strain. This approach reveals inter-226

esting patterns in the vertical velocity w. For each month, we computed the distribu-227

tion of the bin-averaged vertical velocity ⟨wz⟩, conditioned on surface vorticity and strain228

over 20 vertical z levels equally spaced from the surface to 2×MLD. An example for March229

is shown in Figure 6. Similar to the density JPDF, we use 3-hourly outputs (averages)230

during the first 29 days of each month. Our approach is similar to that of Balwada et231

al. (2021), with a key difference being that instead of considering a horizontally constant232

MLD, we compute the MLD at each grid point and for each time step.233

The cyclonic part is generally associated with ⟨w⟩ < 0. The largest negative ve-234

locities are within the 1C area and persist down to depths of 2×MLD. For the anticy-235

clonic area, ⟨w⟩ is generally positive near the surface, regardless of fronts or eddies. How-236

ever, some observations change below the MLD. First, the velocities inside the eddy area237

(|ζ| > |σ|) become much weaker, while the velocities inside the frontal area remain sig-238

nificant. We also observe a shift in the sign of the velocities in 1A close to the MLD and239

below. This shift is a direct consequence of the methodological limitation. Indeed, the240

dynamics conditioned at depth, especially below the MLD, may not always be directly241

linked to surface properties. First, the fronts are often surface intensified and the asso-242

ciated second circulation may not extend to the MLD and below. In addition, vertical243

velocities induced by a front often follow isopycnal paths that are not vertical and in-244

clude a horizontal component (Freilich & Mahadevan, 2021). Consequently, the associ-245

ated subduction may not necessarily be located directly beneath its apparent surface sig-246

–9–
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nature, and lateral advection transport may also be induced. This is particularly prob-247

lematic for the light anticyclonic side of fronts, whose upward path may be above the248

dense cyclonic downward path (Figure A1). Consequently, below a certain depth, we as-249

sociate part of the cyclonic downward velocity with the 1A area, biasing the results, es-250

pecially for months associated with deep MLDs such as March.251

Focusing on the frontal areas, we compare the vertical profiles of vertical velocity252

for each month. We compute the density-weighted mean ⟨w⟩ (i.e. the mean velocities253

weighted by the corresponding bin density) for 1C and 1A over the vertical (Figure 7a,b).254

The maximum velocities within the fronts are typically observed at depths correspond-255

ing to 0.3-0.4 × MLD, and usually drop to a much weaker value near the MLD. Region256

1C is consistently associated with downwelling, with varying seasonal intensities rang-257

ing from -130 m/day (winter) to -10 m/day (summer). In contrast, region 1A shows up-258

welling with values ranging from 5 m/day to 70 m/day. Below the MLD, ⟨w⟩ remains259

consistently negative in 1C, while in 1A, ⟨w⟩ can change sign below 1.1 × MLD. We260

observe such a transition from positive to negative values below 1.1×MLD from Oc-261

tober to March, which are months associated with deep MLDs, presumably due to the262

bias mentioned above.263

Figure 6. Bin-averaged vertical velocity conditionned on surface vorticity and strain at differ-

ent vertical levels during March. The black contour is the integrated domain containing 99.99%

of the points. The remaining 0.01% of points are hidden.

To analyse subduction, we focus in particular on the mean vertical velocity at the264

MLD ⟨wmld⟩ Figure 8. Although there is a monthly variability in the distribution of ⟨wmld⟩,265

we still observe a consistent pattern in the vertical velocity. Notably, both anticyclonic266

(3) and cyclonic (2) features are associated with positive vertical velocities. Cyclonic fronts267

in region 1C exhibit strong downward velocities, while anticyclonic fronts in region 1A268

exhibit a mixture of positive and negative vertical velocities. Most of the area of region269

1A in strain-vorticity space has negative vertical velocities, but the area mean is still pos-270

–10–
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itive (Figure 7b) due to the much higher density of points in the lower strain and vor-271

ticity region associated with positive vertical velocities. However, with the exception of272

the 1A area, we observe robust w patterns constrained by surface dynamical features,273

independent of season and depth. These observations support our hypothesis that the274

surface dynamics are strongly linked to the vertical velocity at the MLD.275

The mean vertical velocity also appears to follow a seasonal pattern. The relation-276

ship between the frontal area density and ⟨wmld⟩ in 1A and 1C is shown in Figure 7c,d.277

It shows a moderate correlation with r2 = 0.37 in 1C and r2 = 0.54 in 1A (Taylor,278

1990; Ratner, 2009), which suggests that vertical velocities are more intense at the MLD279

when front density is higher.280

Figure 7. Mean vertical velocity ⟨w⟩ in 1A (a) and 1C (b) between the surface and 2 * MLD

for each month. Linear regression between the mean velocity at MLD ⟨wmld⟩ and the front den-

sity in 1A and 1C.

4 The seasonal tracer evolution281

In this section we analyse the tracer transport at depth, focusing in particular on282

the vertical advective subduction that occurs within fronts.283

–11–
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Figure 8. Surface strain-vorticity JPDF conditioned with the mean vertical velocity w at

MLD and for each month. Black contour is the integrated domain that contain 99.99% of points

(points outside have been removed).

4.1 Tracer deepening284

We examine the tracer evolution over the vertical in Figure 9, which displays the285

average tracer concentration within 3-meter bins and the spatially averaged evolution286

of the mixed layer depth ⟨MLD⟩. Over the study period, the ML has a typical seasonal287

evolution characterised by a stable and large depth in winter, intense stratification in spring,288

a shallow and stable depth in summer and a gradual deepening in fall. To better esti-289

mate the evolution of the tracer, we compute the distribution of the tracer concentra-290

tion as a function of depth and monitor the distribution’s median, 90th, and 99th per-291

centiles. Each month the tracer spreads deeper into the water column, and the concen-292

tration within the ML decreases. It is important to note that since the simulation has293

open boundaries, the tracer can escape through the boundaries, but this does not affect294

the statistical results. The tracer depth is particularly important for carbon export, as295

the carbon sequestration time is directly dependent on the depth of injection (Bol et al.,296

2018). The difference between the depth of each percentile on the first day and on the297

last day (δz99, δz90, δz50) is plotted in Figure 5a. The varying seasonal conditions allowed298

us to compute the linear regression between the front density and the tracer deepening.299

Interestingly, δz99,δz90 and δz50 appear to be significantly correlated with the front den-300

sity (Figure 5b). This suggests that the front density may impact the depth at which301

the tracer is subducted. Consequently, the surface conditions can potentially be used as302

an indicator to estimate the redistribution of tracer at depth in this region.303

4.2 Seasonal tracer subduction driven by submesoscale fronts304

To estimate the contribution of submesoscale fronts to tracer vertical transport,305

we mapped the vertical transport of the tracer, (wC), in surface strain-vorticity space306
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Figure 9. Tracer distribution and evolution for each month. The tracer concentration is ver-

tically averaged over 3-meter bins. The black line is the spatial mean of the mixed layer depth

computed for each time step (3h) with a density threshold. Blue lines represent the 50th (dot-

ted), 90th (solid) and 99th (dashed) percentiles of the tracer.

– w represents the vertical velocity, and C is the tracer concentration. We computed the307

sum ΣwC within each bin and, similar to part 3.3, these results are computed for 20 ver-308

tical levels between the surface and z = 2 × MLD. An example for March is given in Fig-309

ure 10. Inside the mixed layer, the vertical transport is similar to what we observe with310

velocity (Figure 6). This is because the tracer is almost uniform across the mixed layer311

and always positive. Therefore, the total transport is directly related to the mean ve-312

locity. Below the MLD, however, the transport is mostly negative in each region. This313

is because no tracer was injected at this depth during the initial conditions. A small part314

in the eddy region still shows positive transport, suggesting that some of the subducted315

tracer may be reinjected into the mixed layer. The blue contours indicate the region con-316

tributing to 50% and 99% of the downward transport. It is clear that most of the down-317

ward contribution is associated with low strain and vorticity, where the density is max-318

imum 4. However, the 1C area also appears to be a region that contributes significantly319

to the export.320

To confirm this trend, for each month and within the depth range between the sur-321

face and 2 × MLD, we calculated the total tracer fluxes inside 1A and 1C, i.e., the sum322

of the bins in 1A and 1C (Figures 11a and b). We also estimated the fraction of these323

fluxes relative to the total downward fluxes, i.e., ΣwC1C

ΣwCwC<0
and ΣwC1A

ΣwCwC<0
(Figures 11c324

and d). Similar to w, the transport wC in 1C and 1A reaches a peak at z = 0.3-0.4 MLD325

and decreases significantly near the MLD. In 1C, the transport remains always negative326

and can contribute significantly to the total downward transport between the surface and327

2 ×MLD. In 1A, however, the transport shifts from positive to negative precisely at328

the MLD. It is difficult to interpret the results in 1A below the MLD. As no tracer was329

injected below the MLD, no significant positive contribution can be observed. In addi-330

tion, the negative export in this region may also also due to the bias mentioned in sec-331

tion 3.2.332

Focusing on subduction, we plotted wmldCmld conditioned on vorticity and strain333

for each month in Figure 12. Irrespective of the season, the anticyclonic (3) and cyclonic334

(2) areas contribute mainly to the upward transport, while the remaining region is as-335

sociated with mainly downward transport. Again, we observe the important contribu-336

tion of the 1C area, which participates mainly in the downward fluxes. The positive trans-337

port near the anticyclonic eddy boundary and the negative transport for intense strain338

in 1A seem to compensate each other as suggested by Figure 11 b).339
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Figure 10. Surface strain-vorticity JPDF conditioned with the sum of vertical transport ΣwC

at different vertical levels for March. Black contour is the integrated domain containing 99.99%

of the points. Points outside have been removed. Blue contours include the integrated points

contributing to 50% (inside) and 99% (outside) of the total downward transport.

We observe a singularity at the MLD in Figures 11c,d. This is due to the total down-340

ward fluxes (not shown), which have a local extremum at this depth. At present, this341

maximum is not fully understood. We therefore focus on the two depths 0.9 MLD and342

1.1 MLD to obtain a more robust description. As mentioned above, in 1A we observe343

a shift in the sign of ΣwC , from positive (i.e. obduction) to negative (i.e. subduction).344

Overall, the net fluxes near the MLD are close to 0, indicating that 1A does not contribute345

significantly to subduction, the absolute contribution being 1-5%. Conversely, the fluxes346

associated with 1C at the MLD are important and represent a significant contribution347

in terms of subduction, particularly during the winter and spring months, with a con-348

tribution of 30-40% of the total flux. There is a slight decrease in the contribution with349

depth, which again could be due to the limitation of the methodology. We find the ev-350

idence of a clear relationship between the tracer fluxes, the subduction contribution around351

the MLD, and the front density (Figures 11e-h). In particular, the subduction contri-352

bution in 1C shows a direct correlation with the front density (r2 = 0.90−0.92). The353

linear relationship is also observed for the anticyclonic front, but not as effective (r2 =354

0.66−0.74). This results suggests that, in this region, the frontal contribution and as-355

sociated flux can be estimated from the surface strain-vorticity front signature.356

5 Discussion357

5.1 Bias and futur improvements358

Few studies have used surface strain-vorticity statistical tools to characterise sub-359

mesoscale dynamics in both observations and models (Shcherbina et al., 2013; Rocha et360
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Figure 11. Net fluxes in 1C (a) and 1A (b) between surface and 2 * MDL. Total negative flux

contribution for 1C (c) and 1A (d). Corresponding linear regressions between frontal area and

fluxes at MLD / total subduction contribution are given for 1C (e,g) and 1A (f,h).

al., 2016; Balwada et al., 2021; Vic et al., 2022; Wang et al., 2022). To our knowledge,361

Balwada et al. (2021) is the only study using JPDFs and tracer vertical transport con-362

ditioned on surface strain and vorticity to estimate the submesocale frontal contribution363

at depth. As mentionned in Balwada et al. (2021), it is important to note that results364

from numerical simulations can be highly sensitive to the grid resolution, but also the365

output frequency (Figure B1). Due to numerical storage constraints, we chose here to366

use 3-h averaged outputs, but it is worth noting that these outputs slightly smoothed367

the frontal impact compared to hourly snapshots, resulting in a 0.5% loss in density. There-368

fore, our results may underestimate the effecs of the front on tracer transport.369

One important limitation of this method is the connection between the surface dy-370

namics and the dynamics at depth, as mentioned in section 3.2. In particular, the ver-371

tical velocities induced by a front are limited in depth and do not always follow a 1D ver-372

tical direction. Furthermore, the vertical structure of the fronts can be more complex373

and is not always surface intensified, as discussed in Wang et al. (2022). These limita-374

tions result in a bias that may be depth dependent and needs to be properly quantified375

in order to better understand the limited zone where such a method can be applied. This376

implies that the frontal isopycnal paths need to be accurately determined, which is a chal-377

lenging task that remains to be addressed.378

Finally, the definitions of the submesoscale frontal regions 1A and 1C used here are379

based on simplified assumptions. While these definitions provide reasonable approxima-380

tions for estimating the initial impact of submesoscale fronts, they require further refine-381

ment. In reality, the definition of a submesoscale frontal region is more complex and may382

depend on the dynamics itself. Buckingham et al. (2016) demonstrated that ζ values in383

submesoscale regions are influenced by the Coriolis frequency and by the ratio of lateral384

to vertical buoyancy gradients. The Ro criteria used in our study may not be fully ap-385
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Figure 12. The sum of vertical advection Σwmld · Cmld conditioned by surface vorticity and

strain. Integrated blue contours indicate 99% and 50% of the total negative flux. The black con-

tour contains 99.99% of the points (points outside have been hidden).

propriate in certain regions, such as the Gulf Stream, where Ro is about 0.7–1.0 at the386

submesoscale, exceeding the values in our region. Therefore, we highlight the need for387

further theoretical development to precisely define a submesoscale zone within the sur-388

face strain-vorticity space. This will be crucial in the future for accurate estimation of389

tracer export influenced by submesoscale dynamics.390

However, compared to previous studies, we observe similar associations between391

surface properties and transport at the MLD, and we also find similar orders of magni-392

tude in terms of submesoscale contributions, reinforcing our confidence in the results.393

5.2 Towards a better parameterization of the effect of fronts on tracer394

subduction395

The main objective of this study was to gain a better understanding of the con-396

tribution of fronts to water subduction in a seasonal perspective. Proper quantification397

of subduction is crucial for understanding complex ocean mechanisms such as the car-398

bon pump and heat transfer. Our seasonal study has allowed us to clearly identify front399

signatures and evaluate their impact on the transport of upper layer water to depth. Sig-400

nificant variations in front density allow us to infer a parameterization of the impact of401

fronts on tracer transport based solely on their surface characteristics. An important re-402

sult is that the vertical advective subduction contribution can be estimated directly from403

the surface dynamics. So far, satellites have not been able to detect submesoscale fea-404

tures (Ballarotta et al., 2019). However, with the ongoing Surface Water and Ocean To-405

pography (SWOT) mission (Fu & Ubelmann, 2014), it will soon be possible to improve406

the altimetry resolution to 10-30 km. This will allow better determination of front den-407

sity and associated subduction rates, which is particularly relevant for biogeochemical408
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studies focusing on the contribution of submesoscale features to the biological carbon409

pump, often referred to as the eddy-subduction pump (Boyd et al., 2019). Submesoscale410

processes capable of injecting particles to depth have not been clearly quantified yet, and411

this may partly explain why the carbon demand of the mesopelagic ecosystem exceeds412

the downward flux of presumably sinking POC by a factor of 2-3 (Burd et al., 2010). While413

this study used a simplified approach with homogenized tracer initialization within the414

ML, the same methodology could be adapted to study the front’s contribution to car-415

bon export and nutrient injection using coupled biochemical modeling. In addition, it416

is important to note that the seasonal results presented here are based on one year of417

data, and inter-annual variability can be significant (Berta et al., 2020). Further stud-418

ies are needed to assess the sensitivity associated with different time periods, regions,419

and numerical models.420

6 Conclusion421

The present study investigates the seasonal fate of a passive tracer released monthly422

in the surface mixed layer using a realistic high-resolution simulation in the North At-423

lantic. Using surface strain and vorticity criteria, we identified and quantified the areas424

occupied by fronts and the density of frontsfor each month in 2008. Our observations425

revealed a deep sinking of the tracer in the presence of submesoscale activity and a con-426

sistent correlation between front density and tracer sinking emerged, independent of the427

mixed layer depth evolution. Remarkably, our investigation revealed that cyclonic sub-428

mesoscale fronts, ranging from 0.5% in summer to about 6% in winter, contribute sig-429

nificantly to the total vertical advective subduction, ranging from 0.5% to 40%, respec-430

tively. These results not only confirm the efficacy of using surface vorticity-strain cri-431

teria for front analysis, but also emphasize the need to study fronts from a seasonal per-432

spective.433

Appendix A Front scheme434

Figure A1. Scheme of a front cross-section. The orange cross represents the observation

point. In this particular case, the vertical velocity below the surface anticyclonic front is not

associated with an upwelling at z=MLD due to the slope of the front. This leads to a bias in our

statistical results around and below the MLD.
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Appendix B Time-averaged outputs sensibility435

We have compared the JPDF and the 1C density during the first 5 days of March436

with different output frequencies. The figure B1 shows a significant difference between437

daily-averaged (1.6% of cyclonic front density) and hourly averaged or snapshot outputs438

( > 5% of cyclonic front density).439

Figure B1. Surface strain-vorticity JPDF for 4 different output types which are daily aver-

aged (green), 3-hour averaged (blue), 1-hour averaged (black) and hourly snapshot (red). The

black contour is the integrated domain containing 99.99% of the points. The fraction of points

within 1C is computed for each JPDF.
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(2020, jan). Coherent pathways for vertical transport from the surface ocean572

to interior. Bulletin of the American Meteorological Society , 101 (11), E1996–573

E2004. doi: 10.1175/BAMS-D-19-0305.1574

Mahadevan, A., & Tandon, A. (2006). An analysis of mechanisms for submesoscale575

vertical motion at ocean fronts. Ocean Modelling , 14 (3-4), 241–256. doi: 10576

.1016/j.ocemod.2006.05.006577

McWilliams, J. C. (2016, may). Submesoscale currents in the ocean (Vol. 472) (No.578

2189). Royal Society of London. doi: 10.1098/rspa.2016.0117579

McWilliams, J. C. (2021, jan). Oceanic Frontogenesis. Annual Review of Marine580

Science, 13 (1), 227–253. Retrieved from https://www.annualreviews.org/581

doi/10.1146/annurev-marine-032320-120725 doi: 10.1146/annurev-marine582

-032320-120725583

Omand, M. M., D’Asaro, E. A., Lee, C. M., Perry, M. J., Briggs, N., Cetinić, I.,584
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Plouzané, France5
2Univ Brest, CNRS, IRD, Ifremer, Laboratoire d’Océanographie Physique et Spatiale (LOPS), IUEM,6
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Abstract15

Submesoscale flows (0.1 - 10 km) are often associated with large vertical velocities, which16

can have a significant impact on the transport of surface tracers, such as carbon. How-17

ever, global models do not adequately account for these small-scale effects, which still18

require a proper parameterization. In this study, we introduced a passive tracer into the19

mixed layer of the northern Atlantic Ocean using a CROCO simulation with a high hor-20

izontal resolution of ∆x = 800 m, aiming to investigate the seasonal submesoscale ef-21

fects on vertical transport. Using surface vorticity and strain criteria, we identified re-22

gions with submesoscale fronts and quantified the associated subduction, that is the ex-23

port of tracer below the mixed layer depth. The results suggest that the tracer vertical24

distribution and the contribution of frontal subduction can be estimated from surface25

strain and vorticity. Notably, we observed significant seasonal variations. In winter, the26

submesoscale fronts contribute up to 40% of the vertical advective transport of tracer27

below the mixed layer, while representing only 5% of the domain. Conversely, in sum-28

mer, fronts account for less than 1% of the domain and do not contribute significantly29

to the transport below the mixed layer. The findings of this study contribute to a bet-30

ter understanding of the seasonal water subduction due to fronts in the region.31

Plain Language Summary32

Small ocean movements known as submesoscale fronts are often overlooked in global33

models. These flows, ranging from 0.1 to 10 kilometers, play a big role in how carbon,34

nutrient or heat are transported inside the ocean. To better understand the influence35

of submesoscale fronts, we use a fine scale numerical simulations in the North Atlantic.36

We added a tracer in the ocean upper-layer to analyse how it gets transported at depth.37

Using criteria of surface rotation speed and how water gets stretched, we identify the ar-38

eas of submesoscale fronts. We observed that the depth at which the tracer is injected39

depend on the density of submesoscale fronts. Also, the study results show that these40

flows exhibit interesting seasonal variations. In winter, the submesoscale fronts contribute41

up to 40% to the vertical transport of carbon, even though they only cover 5% of the42

studied area. Conversely, in summer, fronts represent less than 1% of the area and don’t43

significantly impact the vertical tracer transport. This study helps us better understand44

how water moves in the ocean, especially across different seasons. This understanding45

could be key to addressing questions related to climate change and how substances like46

carbon are distributed in the world’s oceans.47

1 Introduction48

There is an on-growing set of evidence that submesoscale physical processes actu-49

ally matter for the transport of oceanic tracers such as heat, carbon and nutrients (Klein50

& Lapeyre, 2009; Omand et al., 2015; Stukel et al., 2017; Llort et al., 2018; Lévy et al.,51

2018; Boyd et al., 2019; Lacour et al., 2019). Submesoscale phenomena are characterised52

by frontal and filamentary structures with lateral scales ranging from 1 to 10 km. These53

structures typically arise from mesoscale eddy stirring and baroclinic instability at the54

ocean surface, exhibiting Rossby (Ro = ζ/f) numbers on the order of 1 (Lévy et al.,55

2024). The frontogenesis, responsible for ageostrophic flow known as secondary circu-56

lation, induces strong and deep vertical velocities localised precisely at the front (McWilliams,57

2021; Gula, Taylor, et al., 2021). Fronts are characterised by a dense cyclonic side with58

downward velocities and a light anticyclonic side with upward velocities. In the context59

of the carbon cycle, this results in a double contribution : On the one hand, it drives nu-60

trients, essential for the primary production, from the (interior) twilight zone into the61

euphotic layer (Lapeyre Guillaume, 2006; Lévy et al., 2018; Mahadevan, 2016). On the62

other hand, it facilitates the subduction of surface carbon (transport below the mixed63

layer) along isopycnal pathways, effectively storing it for extended periods (Wenegrat et64
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al., 2020; Mahadevan et al., 2020; Freilich & Mahadevan, 2021). Concerning heat trans-65

port, L. Siegelman et al. (2020) demonstrated that fronts actively participate in the up-66

ward heat transport from the ocean interior to the surface and are essential ingredients67

of the Earth’s heat budget.68

While it is clear that fronts play a significant role in tracer budgets, the vertical69

transport induced by submesoscale processes remains unresolved and is not yet param-70

eterized in climate models (Bopp et al., 2013; Mahadevan et al., 2020). Overcoming this71

challenge is one of the major hurdles in ocean modeling (Fox-Kemper et al., 2019). How-72

ever, although there has been recent interest in quantifying the submesoscale contribu-73

tion to tracer transport, there is still no clear consensus on its impact. A major obsta-74

cle is the difficulty of sampling submesoscale processes using remote sensing and in situ75

observational instruments. Indeed, satellite altimetry can only detect structures larger76

than 100 kilometers (Chelton et al., 2011), and the measurement of vertical transport77

due to small-scale phenomena in the ocean remains a challenge (Mahadevan et al., 2020).78

The computation of submesoscale velocity gradient generally requires multiple ships, au-79

tonomous underwater vehicles, or surface drifters (Shcherbina et al., 2013; Gula, Tay-80

lor, et al., 2021). With respect to numerical simulations, it has been shown that fine-scale81

ocean regional circulation models with subkilometer horizontal grid spacing can accu-82

rately capture submesoscale dynamics (Mahadevan & Tandon, 2006; Capet et al., 2008;83

Pietri et al., 2021). However, high-resolution modeling is constrained by computational84

costs (Lévy et al., 2024), resulting in spatial limitations and/or idealized setups.85

Various methodologies have been proposed to assess the frontal contribution, par-86

ticularly in the context of carbon export. Balwada et al. (2018) estimated that the sub-87

duction could be doubled by comparing models with 20 and 1 km horizontal resolution.88

Uchida et al. (2019) quantified the ageostrophic contribution using spectral analysis and89

found that submesoscale structures could account for about a third of the total fluxes.90

In Freilich and Mahadevan (2021), Lagrangian particles were used to identify particles91

trapped in submesoscale structures. Their findings showed that 7.7% of the particles are92

subducted from the mixed layer, with subduction occurring mainly in localized regions93

along fronts. Based on glider observations during the North Atlantic bloom and supported94

by numerical modeling, Omand et al. (2015) showed that submesoscale structures can95

contribute up to half of the total spring export of particulate organic carbon (POC). In96

a recent study, Balwada et al. (2021) used Joint Probability Density Function (JPDF)97

of surface vorticity and strain on an idealized fine-scale model of the Antarctic Circum-98

polar Current to identify fronts. Their research showed that submesoscale fronts, although99

occupying only about 5% of the surface domain, could potentially account for up to 20%100

of the vertical transport at the Mixed Layer Depth (MLD). This wide range of results101

underlines the complexity and considerable uncertainties associated with this topic.102

Despite this growing body of literature, there is a notable gap in knowledge as most103

studies tend to overlook the seasonal variability of these phenomena. However, it is now104

clear that submesoscales exhibit a strong seasonal cycle (Callies et al., 2015; Rocha et105

al., 2016; Berta et al., 2020). Futhermore, the modulation of tracer export on seasonal106

time scales has recently been demonstrated (Cao & Jing, 2022; Mahadevan et al., 2020).107

Therefore, the primary objective of our study is to assess the seasonal impact of subme-108

soscale processes on a passive tracer released in the mixed layer (ML) using a highly re-109

alistic model. In particular, we focus on the North Atlantic subpolar gyre, a region known110

for significant seasonal variations. Moreover, this region is particularly important as be-111

ing one of the most critical areas for carbon sequestration, with an average uptake of about112

0.55−1.94PgCyear−1, which represents ∼ 12% of the global net ocean uptake (Takahashi113

et al., 2002; Sanders et al., 2014), and with significant phytoplankton blooms in spring,114

when submesoscale activity is intense (Treguier et al., 2005; Le Corre et al., 2020).115

The outline of this paper is as follows. Section 2 presents our numerical simulation.116

Section 3 outlines the methodology used to identify seasonal surface submesoscale fronts.117
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Section 4 describes the seasonal evolution of a tracer released within the ML and ana-118

lyzes the contribution of fronts to tracer subduction. Finally, section 5 provides a de-119

tailed discussion of the results.120

2 Methodology121

2.1 Numerical setup122

We set up a realistic simulation of the circulation in a northeastern part of the North123

Atlantic subpolar gyre, using the oceanic modeling system CROCO (Coastal and Re-124

gional Ocean COmmunity model), which resolves the primitive equations (Shchepetkin125

& McWilliams, 2005). A nesting approach is used here with a parent simulation (GI-126

GATL3) covering most of the Atlantic Ocean with a horizontal resolution of 3 km (Gula,127

Theetten, et al., 2021). GIGALT3 provides the nested simulation with the initial state128

and the lateral boundary conditions. The study domain is shown in Figure 1. It covers129

an area of 800 km × 640 km, ranging from 53.8 N to 62.5°N and from 20.5°W to 37.8°W.130

The horizontal grid spacing ∆x = 800 m is almost constant across the domain. Ver-131

tically, we discretize the model with 200 sigma levels, which roughly corresponds to cell132

heights of ∆z = 2 m within the surface layer. This vertical resolution is chosen to ac-133

curately represent the surface dynamics. The ocean is forced at the surface by hourly134

atmospheric forcings from the Climate Forecast System Reanalysis using a bulk formu-135

lation with relative winds (Saha et al., 2010). Tidal forcing is not included. The grid bathymetry136

is from the global SRTM30plus dataset (J. J. Becker D. T. Sandwell & Weatherall, 2009).137

The simulation is run for 13 months, from December 1, 2007, to December 31, 2008, with138

a time step of 90 seconds and produces 3-hourly averaged outputs. The first month is139

dedicated to the spin-up phase, ensuring that submesoscale structures have time to de-140

velop. We therefore analyse the outputs for the year 2008. To discard boundary effects,141

all the results are computed within a subdomain excluding points within 100 km of the142

boundaries.143

2.2 Tracer initialisation and equation144

On the first day of each month, a passive tracer is released throughout the entire145

domain within the upper mixed layer (ML) and remains for a period of 29 days. This146

experimental design allows us to evaluate and compare both ML water subduction and147

deep export independently for each month. The MLD is determined by computing a den-148

sity threshold of 0.03 kg m−3 from the surface, as described in de Boyer Montégut et al.149

(2004). We distribute the tracer concentration C following a hyperbolic tangent profile:150

C(x, y, z, t = 0) =
1

2

(
1 + tanh

(
z − ztarget
dz(x, y)

))
. (1)

Where x, y, z are the spatial coordinates, and t is the time. We choose ztarget =151

0.6·zmld(x, y) to ensure that there is no tracer below the MLD. In addition, dz = −zmld(x,y)
8152

is chosen to achieve a smooth transition near the MLD to avoid numerical instability due153

to sharp vertical gradients in tracer concentration. Figure 2 shows an example of the tracer154

concentration for 3 selected days in February. It illustrates how the tracer is stirred by155

the mesoscale and submesoscale circulation and how it accumulates or is depleted from156

frontal regions.157

The CROCO model uses the following tracer equation:158

∂C

∂t
= −uj

∂C

∂xj
− w

∂C

∂z
+ νc +Dc + Sc, (2)
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Figure 1. (a) Snapshot of the GIGATL3 simulation (dx = 3km) on the 8th of February .

The background is the relative vorticity and the black contour is the bathymetry at 2000 m.

The black rectangle is the domain of the regional simulation. (b), (c) and (d) represent the rela-

tive vorticity, the strain and vertical velocities at 100 m depth, respectively, computed from the

regional simulation (dx = 800m). The relative vorticity and strain are normalised to the local

Coriolis frequency. All the statistical results are computed in the dashed rectangle subdomain to

discard boundary effects.

where C is the tracer concentration, uj are the horizontal velocities, w is the ver-159

tical velocity, νc is the vertical diffusion, Dc is the horizontal diffusion and Sc is a source160

or sink term (set to zero in this study). Dc is not explicit in CROCO, but results from161

the implicit contribution of the upstream-biased advection scheme. Vertical mixing (νc =162

∂
∂z (Kc

∂C
∂z ) computed with the tracer diffusivity Kc is parameterized with the KPP scheme163

(Large et al., 1994).164

3 Seasonality of submesoscale fronts165

The numerical simulation provides compelling evidence for tracer subduction driven166

by fronts. Figure 3 presents a vertical section of the domain on April 3rd, 3 days after167

the tracer release. The vertical section highlights a distinct front characterized by a sig-168

nificant increase in vertical velocity (w > 100 m/d) and a pronounced subduction of the169

tracer below the mixed layer. In this section, we first explain how we identify subme-170

soscale fronts based on a strain and vorticity criterion and we present a first analysis to171

quantify the seasonal variations in the prevalence of fronts and their associated veloc-172

ity field.173

3.1 Seasonal variability of submesoscale fronts174

The dynamics of the horizontal flow can be expressed in terms of the strain ten-175

sor. This strain tensor can be decomposed into the vertical vorticity ζ, the horizontal176
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Figure 2. (a), (b) and (c) show the tracer concentration at the surface for February 10, 20

and 29. (d), (e) and (f) show the corresponding tracer vertical distribution (red line) at the loca-

tion of the red dot. The dashed red line shows the initial vertical distribution of the tracer and

the dashed black line is the MLD.

divergence δ and the strain rate σ (referred to as strain in the following for simplicity)177

as follows:178

ζ =
∂v

∂x
− ∂u

∂y
; δ =

∂u

∂x
+

∂v

∂y
; σ =

√(
∂u

∂x
− ∂v

∂y

)2

+

(
∂u

∂y
+

∂v

∂x

)2

. (3)

Strain and vorticity are often used to identify structures such as submesoscale fronts179

and eddies. Figure 1 displays the vorticity and strain within the domain on 8th Febru-180

ary. During this winter period, we observe widespread and intense submesoscale struc-181

tures, which are characterized by high vorticity and strain. This signature distinguishes182

them from eddy structures, which typically exhibit significant vorticity but weak strain183

patterns (Gula et al., 2014). Therefore, a flow decomposition based on joint probabil-184

ity density functions of surface vorticity and strain proves valuable for identifying fronts185

and eddies (Shcherbina et al., 2013). Previous studies have localized submesoscale fronts186

in vorticity-strain space as the regions near the lines σ = |ζ| (Shcherbina et al., 2013;187

McWilliams, 2016; Balwada et al., 2021). In a strongly ageostrophic regime (|δ| ∼ |ζ|;188

Gula et al. (2014)), Barkan et al. (2019) demonstrated that fronts tend to cluster around189

the lines σ =
√
2|ζ|. However, to our knowledge, none of the previous studies have pre-190

cisely defined the area corresponding to submesoscale fronts. We have therefore chosen191

to define the frontal region by σ > |ζ| and with a restrictive criterion of |ζ/f | ∼ Ro >192

0.5. The Ro criterion is based on the work of L. I. Siegelman (2020), who observed in193

a fine resolution model that submesoscale structures above the permanent thermocline194

characterised by ageostrophic flow are associated with Ro > 0.5. We define two sub-195

domains, labelled 1A and 1C and delineated by dots and hatches, respectively, correspond-196

ing to the anticyclonic and cyclonic submesoscale fronts (Figure 4). The separation of197

cyclonic and anticyclonic fronts is useful because cyclonic fronts (1C) are known to con-198

tribute significantly to intense downward velocities, while anticyclonic fronts generally199

induce upwelling and weaker velocities (Gula, Taylor, et al., 2021). In addition, we name200

the two other zones dominated by vorticity based on Balwada et al. (2021): the anticy-201
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Figure 3. (a) Snapshot of the surface relative vorticity on the 3rd of April. The vertical

section over a front is marked with a dashed black line. (b) Vertical cross section. The colors

represent the vertical velocities. The black line is the MLD computed with a density threshold.

The grey lines are the isopycnals. c) Tracer concentration on the same vertical section.

clonic zone (2) defined by ζ/f > 0 and σ < |ζ|, and the cyclonic zone, defined by ζ/f <202

0 and σ < |ζ|. These regions correspond to areas within anticyclonic and cyclonic ed-203

dies.204

Figure 4a displays the integrated surface strain-vorticity JPDF computed over March205

2008. These statistics are computed within bins of size of 0.05×0.025 (vorticity × strain).206

The contour line delineates the region containing 99,99% of the grid points. A large frac-207

tion of the surface points exhibit weak vorticity and strain (ζ/f < 0.5 and σ/f < 0.5),208

consistent with the quasi-geostrophic regime of turbulence expected to develop at this209

model resolution. The observed asymmetry, characterised by a peak in 1C, is the sig-210

nature of submesoscale fronts (McWilliams, 2016; Buckingham et al., 2016). The 99.99%211

contour of the surface vorticity-strain JPDF is shown for each month in Figure 4b). Each212

season has a distinct JPDF signature, reflecting a clear shape evolution driven by the213

presence of submesoscale dynamics. The winter period exhibits the largest domain with214
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Figure 4. (a) Surface strain - vorticity JPDF in March. The black contour is the integrated

domain containing 99.99% of the points. (1A) is the anticyclonic submesoscale frontal zone and

(1C) is the cyclonic submesoscale frontal zone. (2) and (3) are the cyclonic and anticyclonic

zones, respectively. The proportion of points within 1A (dotted area) and 1C (hatched area)

are given. (b) Surface strain - vorticity JPDF domain contours (99.99% of the points) for each

month.

the highest asymmetry due to more energetic submesoscales (Callies et al., 2015), while215

the JPDF envelope during the summer months is confined to a region of low strain and216
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Figure 5. a) Deepening of the 50th (green), 90th (orange) and 99th (blue) tracer percentiles

between the first and last day for each monthly experience. Red bars are the fraction of points

within 1A and 1C. b) Linear regression between front density and tracer depth.

vorticity. Interestingly, the peak remains significant in spring, making this period par-217

ticularly relevant for organic carbon export as the region hosts significant phytoplank-218

ton blooms in the euphotic layer. To quantitatively assess the presence of fronts, we cal-219

culate the fraction of points within regions 1A + 1C for each month, which we consider220

to be the front density (Figure 5a). The frontal area is maximum in March, accounting221

for about 9% of the total area (5.7 % in 1C). Conversely, the lowest fraction of subme-222

soscales is found in July with less than 0.5%.223

3.2 Seasonal variability of vertical velocity224

Following the approach in Balwada et al. (2021), we look at the distribution of vari-225

ables at depth as a function of surface vorticity and strain. This approach reveals inter-226

esting patterns in the vertical velocity w. For each month, we computed the distribu-227

tion of the bin-averaged vertical velocity ⟨wz⟩, conditioned on surface vorticity and strain228

over 20 vertical z levels equally spaced from the surface to 2×MLD. An example for March229

is shown in Figure 6. Similar to the density JPDF, we use 3-hourly outputs (averages)230

during the first 29 days of each month. Our approach is similar to that of Balwada et231

al. (2021), with a key difference being that instead of considering a horizontally constant232

MLD, we compute the MLD at each grid point and for each time step.233

The cyclonic part is generally associated with ⟨w⟩ < 0. The largest negative ve-234

locities are within the 1C area and persist down to depths of 2×MLD. For the anticy-235

clonic area, ⟨w⟩ is generally positive near the surface, regardless of fronts or eddies. How-236

ever, some observations change below the MLD. First, the velocities inside the eddy area237

(|ζ| > |σ|) become much weaker, while the velocities inside the frontal area remain sig-238

nificant. We also observe a shift in the sign of the velocities in 1A close to the MLD and239

below. This shift is a direct consequence of the methodological limitation. Indeed, the240

dynamics conditioned at depth, especially below the MLD, may not always be directly241

linked to surface properties. First, the fronts are often surface intensified and the asso-242

ciated second circulation may not extend to the MLD and below. In addition, vertical243

velocities induced by a front often follow isopycnal paths that are not vertical and in-244

clude a horizontal component (Freilich & Mahadevan, 2021). Consequently, the associ-245

ated subduction may not necessarily be located directly beneath its apparent surface sig-246
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nature, and lateral advection transport may also be induced. This is particularly prob-247

lematic for the light anticyclonic side of fronts, whose upward path may be above the248

dense cyclonic downward path (Figure A1). Consequently, below a certain depth, we as-249

sociate part of the cyclonic downward velocity with the 1A area, biasing the results, es-250

pecially for months associated with deep MLDs such as March.251

Focusing on the frontal areas, we compare the vertical profiles of vertical velocity252

for each month. We compute the density-weighted mean ⟨w⟩ (i.e. the mean velocities253

weighted by the corresponding bin density) for 1C and 1A over the vertical (Figure 7a,b).254

The maximum velocities within the fronts are typically observed at depths correspond-255

ing to 0.3-0.4 × MLD, and usually drop to a much weaker value near the MLD. Region256

1C is consistently associated with downwelling, with varying seasonal intensities rang-257

ing from -130 m/day (winter) to -10 m/day (summer). In contrast, region 1A shows up-258

welling with values ranging from 5 m/day to 70 m/day. Below the MLD, ⟨w⟩ remains259

consistently negative in 1C, while in 1A, ⟨w⟩ can change sign below 1.1 × MLD. We260

observe such a transition from positive to negative values below 1.1×MLD from Oc-261

tober to March, which are months associated with deep MLDs, presumably due to the262

bias mentioned above.263

Figure 6. Bin-averaged vertical velocity conditionned on surface vorticity and strain at differ-

ent vertical levels during March. The black contour is the integrated domain containing 99.99%

of the points. The remaining 0.01% of points are hidden.

To analyse subduction, we focus in particular on the mean vertical velocity at the264

MLD ⟨wmld⟩ Figure 8. Although there is a monthly variability in the distribution of ⟨wmld⟩,265

we still observe a consistent pattern in the vertical velocity. Notably, both anticyclonic266

(3) and cyclonic (2) features are associated with positive vertical velocities. Cyclonic fronts267

in region 1C exhibit strong downward velocities, while anticyclonic fronts in region 1A268

exhibit a mixture of positive and negative vertical velocities. Most of the area of region269

1A in strain-vorticity space has negative vertical velocities, but the area mean is still pos-270
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itive (Figure 7b) due to the much higher density of points in the lower strain and vor-271

ticity region associated with positive vertical velocities. However, with the exception of272

the 1A area, we observe robust w patterns constrained by surface dynamical features,273

independent of season and depth. These observations support our hypothesis that the274

surface dynamics are strongly linked to the vertical velocity at the MLD.275

The mean vertical velocity also appears to follow a seasonal pattern. The relation-276

ship between the frontal area density and ⟨wmld⟩ in 1A and 1C is shown in Figure 7c,d.277

It shows a moderate correlation with r2 = 0.37 in 1C and r2 = 0.54 in 1A (Taylor,278

1990; Ratner, 2009), which suggests that vertical velocities are more intense at the MLD279

when front density is higher.280

Figure 7. Mean vertical velocity ⟨w⟩ in 1A (a) and 1C (b) between the surface and 2 * MLD

for each month. Linear regression between the mean velocity at MLD ⟨wmld⟩ and the front den-

sity in 1A and 1C.

4 The seasonal tracer evolution281

In this section we analyse the tracer transport at depth, focusing in particular on282

the vertical advective subduction that occurs within fronts.283
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Figure 8. Surface strain-vorticity JPDF conditioned with the mean vertical velocity w at

MLD and for each month. Black contour is the integrated domain that contain 99.99% of points

(points outside have been removed).

4.1 Tracer deepening284

We examine the tracer evolution over the vertical in Figure 9, which displays the285

average tracer concentration within 3-meter bins and the spatially averaged evolution286

of the mixed layer depth ⟨MLD⟩. Over the study period, the ML has a typical seasonal287

evolution characterised by a stable and large depth in winter, intense stratification in spring,288

a shallow and stable depth in summer and a gradual deepening in fall. To better esti-289

mate the evolution of the tracer, we compute the distribution of the tracer concentra-290

tion as a function of depth and monitor the distribution’s median, 90th, and 99th per-291

centiles. Each month the tracer spreads deeper into the water column, and the concen-292

tration within the ML decreases. It is important to note that since the simulation has293

open boundaries, the tracer can escape through the boundaries, but this does not affect294

the statistical results. The tracer depth is particularly important for carbon export, as295

the carbon sequestration time is directly dependent on the depth of injection (Bol et al.,296

2018). The difference between the depth of each percentile on the first day and on the297

last day (δz99, δz90, δz50) is plotted in Figure 5a. The varying seasonal conditions allowed298

us to compute the linear regression between the front density and the tracer deepening.299

Interestingly, δz99,δz90 and δz50 appear to be significantly correlated with the front den-300

sity (Figure 5b). This suggests that the front density may impact the depth at which301

the tracer is subducted. Consequently, the surface conditions can potentially be used as302

an indicator to estimate the redistribution of tracer at depth in this region.303

4.2 Seasonal tracer subduction driven by submesoscale fronts304

To estimate the contribution of submesoscale fronts to tracer vertical transport,305

we mapped the vertical transport of the tracer, (wC), in surface strain-vorticity space306
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Figure 9. Tracer distribution and evolution for each month. The tracer concentration is ver-

tically averaged over 3-meter bins. The black line is the spatial mean of the mixed layer depth

computed for each time step (3h) with a density threshold. Blue lines represent the 50th (dot-

ted), 90th (solid) and 99th (dashed) percentiles of the tracer.

– w represents the vertical velocity, and C is the tracer concentration. We computed the307

sum ΣwC within each bin and, similar to part 3.3, these results are computed for 20 ver-308

tical levels between the surface and z = 2 × MLD. An example for March is given in Fig-309

ure 10. Inside the mixed layer, the vertical transport is similar to what we observe with310

velocity (Figure 6). This is because the tracer is almost uniform across the mixed layer311

and always positive. Therefore, the total transport is directly related to the mean ve-312

locity. Below the MLD, however, the transport is mostly negative in each region. This313

is because no tracer was injected at this depth during the initial conditions. A small part314

in the eddy region still shows positive transport, suggesting that some of the subducted315

tracer may be reinjected into the mixed layer. The blue contours indicate the region con-316

tributing to 50% and 99% of the downward transport. It is clear that most of the down-317

ward contribution is associated with low strain and vorticity, where the density is max-318

imum 4. However, the 1C area also appears to be a region that contributes significantly319

to the export.320

To confirm this trend, for each month and within the depth range between the sur-321

face and 2 × MLD, we calculated the total tracer fluxes inside 1A and 1C, i.e., the sum322

of the bins in 1A and 1C (Figures 11a and b). We also estimated the fraction of these323

fluxes relative to the total downward fluxes, i.e., ΣwC1C

ΣwCwC<0
and ΣwC1A

ΣwCwC<0
(Figures 11c324

and d). Similar to w, the transport wC in 1C and 1A reaches a peak at z = 0.3-0.4 MLD325

and decreases significantly near the MLD. In 1C, the transport remains always negative326

and can contribute significantly to the total downward transport between the surface and327

2 ×MLD. In 1A, however, the transport shifts from positive to negative precisely at328

the MLD. It is difficult to interpret the results in 1A below the MLD. As no tracer was329

injected below the MLD, no significant positive contribution can be observed. In addi-330

tion, the negative export in this region may also also due to the bias mentioned in sec-331

tion 3.2.332

Focusing on subduction, we plotted wmldCmld conditioned on vorticity and strain333

for each month in Figure 12. Irrespective of the season, the anticyclonic (3) and cyclonic334

(2) areas contribute mainly to the upward transport, while the remaining region is as-335

sociated with mainly downward transport. Again, we observe the important contribu-336

tion of the 1C area, which participates mainly in the downward fluxes. The positive trans-337

port near the anticyclonic eddy boundary and the negative transport for intense strain338

in 1A seem to compensate each other as suggested by Figure 11 b).339
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Figure 10. Surface strain-vorticity JPDF conditioned with the sum of vertical transport ΣwC

at different vertical levels for March. Black contour is the integrated domain containing 99.99%

of the points. Points outside have been removed. Blue contours include the integrated points

contributing to 50% (inside) and 99% (outside) of the total downward transport.

We observe a singularity at the MLD in Figures 11c,d. This is due to the total down-340

ward fluxes (not shown), which have a local extremum at this depth. At present, this341

maximum is not fully understood. We therefore focus on the two depths 0.9 MLD and342

1.1 MLD to obtain a more robust description. As mentioned above, in 1A we observe343

a shift in the sign of ΣwC , from positive (i.e. obduction) to negative (i.e. subduction).344

Overall, the net fluxes near the MLD are close to 0, indicating that 1A does not contribute345

significantly to subduction, the absolute contribution being 1-5%. Conversely, the fluxes346

associated with 1C at the MLD are important and represent a significant contribution347

in terms of subduction, particularly during the winter and spring months, with a con-348

tribution of 30-40% of the total flux. There is a slight decrease in the contribution with349

depth, which again could be due to the limitation of the methodology. We find the ev-350

idence of a clear relationship between the tracer fluxes, the subduction contribution around351

the MLD, and the front density (Figures 11e-h). In particular, the subduction contri-352

bution in 1C shows a direct correlation with the front density (r2 = 0.90−0.92). The353

linear relationship is also observed for the anticyclonic front, but not as effective (r2 =354

0.66−0.74). This results suggests that, in this region, the frontal contribution and as-355

sociated flux can be estimated from the surface strain-vorticity front signature.356

5 Discussion357

5.1 Bias and futur improvements358

Few studies have used surface strain-vorticity statistical tools to characterise sub-359

mesoscale dynamics in both observations and models (Shcherbina et al., 2013; Rocha et360
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Figure 11. Net fluxes in 1C (a) and 1A (b) between surface and 2 * MDL. Total negative flux

contribution for 1C (c) and 1A (d). Corresponding linear regressions between frontal area and

fluxes at MLD / total subduction contribution are given for 1C (e,g) and 1A (f,h).

al., 2016; Balwada et al., 2021; Vic et al., 2022; Wang et al., 2022). To our knowledge,361

Balwada et al. (2021) is the only study using JPDFs and tracer vertical transport con-362

ditioned on surface strain and vorticity to estimate the submesocale frontal contribution363

at depth. As mentionned in Balwada et al. (2021), it is important to note that results364

from numerical simulations can be highly sensitive to the grid resolution, but also the365

output frequency (Figure B1). Due to numerical storage constraints, we chose here to366

use 3-h averaged outputs, but it is worth noting that these outputs slightly smoothed367

the frontal impact compared to hourly snapshots, resulting in a 0.5% loss in density. There-368

fore, our results may underestimate the effecs of the front on tracer transport.369

One important limitation of this method is the connection between the surface dy-370

namics and the dynamics at depth, as mentioned in section 3.2. In particular, the ver-371

tical velocities induced by a front are limited in depth and do not always follow a 1D ver-372

tical direction. Furthermore, the vertical structure of the fronts can be more complex373

and is not always surface intensified, as discussed in Wang et al. (2022). These limita-374

tions result in a bias that may be depth dependent and needs to be properly quantified375

in order to better understand the limited zone where such a method can be applied. This376

implies that the frontal isopycnal paths need to be accurately determined, which is a chal-377

lenging task that remains to be addressed.378

Finally, the definitions of the submesoscale frontal regions 1A and 1C used here are379

based on simplified assumptions. While these definitions provide reasonable approxima-380

tions for estimating the initial impact of submesoscale fronts, they require further refine-381

ment. In reality, the definition of a submesoscale frontal region is more complex and may382

depend on the dynamics itself. Buckingham et al. (2016) demonstrated that ζ values in383

submesoscale regions are influenced by the Coriolis frequency and by the ratio of lateral384

to vertical buoyancy gradients. The Ro criteria used in our study may not be fully ap-385

–15–



manuscript submitted to JGR: Oceans

Figure 12. The sum of vertical advection Σwmld · Cmld conditioned by surface vorticity and

strain. Integrated blue contours indicate 99% and 50% of the total negative flux. The black con-

tour contains 99.99% of the points (points outside have been hidden).

propriate in certain regions, such as the Gulf Stream, where Ro is about 0.7–1.0 at the386

submesoscale, exceeding the values in our region. Therefore, we highlight the need for387

further theoretical development to precisely define a submesoscale zone within the sur-388

face strain-vorticity space. This will be crucial in the future for accurate estimation of389

tracer export influenced by submesoscale dynamics.390

However, compared to previous studies, we observe similar associations between391

surface properties and transport at the MLD, and we also find similar orders of magni-392

tude in terms of submesoscale contributions, reinforcing our confidence in the results.393

5.2 Towards a better parameterization of the effect of fronts on tracer394

subduction395

The main objective of this study was to gain a better understanding of the con-396

tribution of fronts to water subduction in a seasonal perspective. Proper quantification397

of subduction is crucial for understanding complex ocean mechanisms such as the car-398

bon pump and heat transfer. Our seasonal study has allowed us to clearly identify front399

signatures and evaluate their impact on the transport of upper layer water to depth. Sig-400

nificant variations in front density allow us to infer a parameterization of the impact of401

fronts on tracer transport based solely on their surface characteristics. An important re-402

sult is that the vertical advective subduction contribution can be estimated directly from403

the surface dynamics. So far, satellites have not been able to detect submesoscale fea-404

tures (Ballarotta et al., 2019). However, with the ongoing Surface Water and Ocean To-405

pography (SWOT) mission (Fu & Ubelmann, 2014), it will soon be possible to improve406

the altimetry resolution to 10-30 km. This will allow better determination of front den-407

sity and associated subduction rates, which is particularly relevant for biogeochemical408

–16–



manuscript submitted to JGR: Oceans

studies focusing on the contribution of submesoscale features to the biological carbon409

pump, often referred to as the eddy-subduction pump (Boyd et al., 2019). Submesoscale410

processes capable of injecting particles to depth have not been clearly quantified yet, and411

this may partly explain why the carbon demand of the mesopelagic ecosystem exceeds412

the downward flux of presumably sinking POC by a factor of 2-3 (Burd et al., 2010). While413

this study used a simplified approach with homogenized tracer initialization within the414

ML, the same methodology could be adapted to study the front’s contribution to car-415

bon export and nutrient injection using coupled biochemical modeling. In addition, it416

is important to note that the seasonal results presented here are based on one year of417

data, and inter-annual variability can be significant (Berta et al., 2020). Further stud-418

ies are needed to assess the sensitivity associated with different time periods, regions,419

and numerical models.420

6 Conclusion421

The present study investigates the seasonal fate of a passive tracer released monthly422

in the surface mixed layer using a realistic high-resolution simulation in the North At-423

lantic. Using surface strain and vorticity criteria, we identified and quantified the areas424

occupied by fronts and the density of frontsfor each month in 2008. Our observations425

revealed a deep sinking of the tracer in the presence of submesoscale activity and a con-426

sistent correlation between front density and tracer sinking emerged, independent of the427

mixed layer depth evolution. Remarkably, our investigation revealed that cyclonic sub-428

mesoscale fronts, ranging from 0.5% in summer to about 6% in winter, contribute sig-429

nificantly to the total vertical advective subduction, ranging from 0.5% to 40%, respec-430

tively. These results not only confirm the efficacy of using surface vorticity-strain cri-431

teria for front analysis, but also emphasize the need to study fronts from a seasonal per-432

spective.433

Appendix A Front scheme434

Figure A1. Scheme of a front cross-section. The orange cross represents the observation

point. In this particular case, the vertical velocity below the surface anticyclonic front is not

associated with an upwelling at z=MLD due to the slope of the front. This leads to a bias in our

statistical results around and below the MLD.
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Appendix B Time-averaged outputs sensibility435

We have compared the JPDF and the 1C density during the first 5 days of March436

with different output frequencies. The figure B1 shows a significant difference between437

daily-averaged (1.6% of cyclonic front density) and hourly averaged or snapshot outputs438

( > 5% of cyclonic front density).439

Figure B1. Surface strain-vorticity JPDF for 4 different output types which are daily aver-

aged (green), 3-hour averaged (blue), 1-hour averaged (black) and hourly snapshot (red). The

black contour is the integrated domain containing 99.99% of the points. The fraction of points

within 1C is computed for each JPDF.
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