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1Laboratoire d’Océanographie Physique et Spatiale
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Abstract

Storms can have a direct impact on sea ice, but whether their effect is seen weeks to months later has received little attention.

The immediate and longer term impacts of an idealized open water wind storm are investigated with a one-dimensional coupled

ice-ocean model. Storms with different momentum, duration and date of occurrence are tested. During the storm, the mechanical

forcing causes a deepening of the mixed layer, leading to an increase in mixed layer heat content, despite a decrease in mixed

layer temperature. This results in a delay in sea ice formation that ranges between a few hours to weeks compared to the

control run, depending on the storm characteristics. Throughout the freezing period, the storm-induced thick mixed layer

experiences little variability, preventing warm water entrainment at the base of the mixed layer. This leads to faster sea ice

growth compared to the control run, resulting in sea ice thickness differences of a few millimeters to around 10 cm before the

melting onset. These results are stronger for runs with higher momentum storms which cause greater mixed layer deepening.

Storms occurring in early August, when the ocean surface heat flux is positive, also amplify the results by forcing a greater

increase in mixed layer heat content. The impacts of the storms are sensitive to the initial stratification, and amplified for a

highly stratified ocean. We suggest that localized storms could significantly influence the seasonal dynamics of the mixed layer

and consequently impact sea ice conditions.
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Key Points:6

• Isolated open water wind storms delay the fall freeze-up due to a deepening of the7

mixed layer which increases the mixed layer heat content.8

• Storm induced thick mixed layers isolate the sea ice from heat flux at the base of9

the mixed layer: ice can grow thicker.10

• The ocean retains signatures of open water wind storms over the fall and winter11

seasons.12
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Abstract13

Storms can have a direct impact on sea ice, but whether their effect is seen weeks14

to months later has received little attention. The immediate and longer term impacts15

of an idealized open water wind storm are investigated with a one-dimensional coupled16

ice-ocean model. Storms with different momentum, duration and date of occurrence are17

tested. During the storm, the mechanical forcing causes a deepening of the mixed layer,18

leading to an increase in mixed layer heat content, despite a decrease in mixed layer tem-19

perature. This results in a delay in sea ice formation that ranges between a few hours20

to weeks compared to the control run, depending on the storm characteristics. Through-21

out the freezing period, the storm-induced thick mixed layer experiences little variabil-22

ity, preventing warm water entrainment at the base of the mixed layer. This leads to faster23

sea ice growth compared to the control run, resulting in sea ice thickness differences of24

a few millimeters to around 10 cm before the melting onset. These results are stronger25

for runs with higher momentum storms which cause greater mixed layer deepening. Storms26

occurring in early August, when the ocean surface heat flux is positive, also amplify the27

results by forcing a greater increase in mixed layer heat content. The impacts of the storms28

are sensitive to the initial stratification, and amplified for a highly stratified ocean. We29

suggest that localized storms could significantly influence the seasonal dynamics of the30

mixed layer and consequently impact sea ice conditions.31

Plain Language Summary32

We use a numerical model to simulate a summer wind storm passing over an ice-33

free ocean, in order to study the immediate and longer term impacts on the ocean, as34

well as on sea ice formation and its evolution in winter. Results are compared to a sit-35

uation without a storm. We find that the amount of heat in the surface layer of the ocean36

increases when the storm thickens the surface layer. This causes sea ice to form a few37

hours to weeks later compared to the situation without a storm. During fall and win-38

ter, sea ice is isolated from the heat stored in deeper layers of the ocean, again due to39

the thickening of the surface layer by the storm. Ice therefore grows thicker, leading to40

thickness differences at the end of winter ranging from a few millimeters to around 10 cm41

compared to the situation without a storm. Sea ice forms even later and grows faster42

when the storm is strong and occurs in early summer. Our study suggests that storms43

could be in part responsible for seasonal evolution of the surface layer of the ocean, which44

in turn has an impact on the sea ice conditions.45

–2–
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1 Introduction46

The Arctic region is undergoing strong and rapid changes. One of the most strik-47

ing changes is the melt of sea ice. Sea ice extent and thickness have been decreasing over48

the past four decades, a trend that has been observable with the advent of satellite ob-49

servations (e.g., Stroeve et al., 2012; Kwok, 2018). According to CMIP6 projections (Notz50

& Community, 2020), the Arctic Ocean will likely experience the first sea-ice free months51

of September by the mid-21st century. The historically ice-covered Arctic Ocean is thus52

shifting towards an open ocean in summer, with significant consequences for the dynam-53

ics of the ocean, the air-sea exchanges, and the evolution of sea ice.54

The loss of sea ice increases the open ocean area exposed to storms in summer and55

fall, and yields larger fetch, so that higher and more energetic wave fields are expected56

to develop in the Arctic Ocean (Thomson & Rogers, 2014). Wind and waves force the57

surface of the ocean, inducing mixing and increased air-sea fluxes (Thomson et al., 2022).58

As a consequence, the mixed layer can deepen (e.g., Dohan & Davis, 2011) and expe-59

rience temperature and salinity changes. For instance, in July 2008 in the Beaufort Sea,60

Long and Perrie (2012) documented a 2°C cooling of the surface temperature due to en-61

hanced mixing generated by a 4-day storm at 15 m/s. Storm induced mixing can also62

favor the release of heat stored below the mixed layer, which is a peculiarity of the Arc-63

tic stratification (e.g., Toole et al., 2010; Jackson et al., 2010). For example, Smith et64

al. (2018) examined the impact over 3 days of a strong wind and wave event (respectively65

up to 20 m/s and greater than 4 m), in the Beaufort Sea in October 2015. They observed66

that the wind-induced mixing released a significant amount of upper-ocean-stored heat67

(10 MJ.m−2) that allowed for the melting of the pancake ice formed prior the event (as68

the storm occurred during the freezing period).69

Numerous studies have looked at the local and short term impacts of strong wind70

and/or wave forcing on sea ice (e.g., Stopa et al., 2016; Boutin et al., 2020; Asplin et al.,71

2012, 2014; Collins et al., 2015), but whether these events can have a longer term im-72

pact on sea ice and affect its seasonal evolution has received little attention. Only Screen73

et al. (2011) established that there is a relationship between the number of late spring/early74

summer storms and the September sea ice conditions, as a low cyclone activity in spring75

could precondition the melting season and lead to reduced sea ice. Their study highlighted76

the potential for spring/summer storms to have a longer-term effect throughout the melt-77

ing season.78

To our knowledge, the processes responsible for affecting sea ice evolution in fall79

and winter, months after the passage of a summer storm, have not been described yet.80

Here, we focus on the following two questions: 1) How are the properties of the mixed81

layer modified during a storm and what are the relative contributions of mechanical and82

buoyancy forcing to these changes? 2) What are the impacts of a storm on the ocean83

and sea ice evolution on seasonal time scale?84

To answer these questions, we simulate the effect of a wind event passing by over85

open water at the end of summer/beginning of fall in the Canadian Basin. We quantify86

the immediate impacts of the wind storm on the water column, as well as the longer term87

impacts on the water column and sea ice conditions. To that aim, we use a one-dimensional88

coupled ice-ocean model, with a parametrization of the effect of waves, to which we ap-89

ply the forcing representing a set of idealized storms with varying intensity, duration,90

and date.91

This paper is organized as follows. In section 2 we describe the set up of the one-92

dimensional model and the architecture of the model experiments. The results for the93

experiments are presented in section 3 to 6, with a focus on the storm impacts on mixed94

layer and sea ice properties (section 3), on the modulation of the timing (section 4) and95

efficiency of the sea ice formation (section 5). The mechanical and buoyancy forcing dur-96
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ing the storm are studied in section 6. Section 7 presents a sensitivity analysis to a dif-97

ferent initial condition, in order to assess the role of ocean preconditioning. Conclusions98

are given in section 8.99

2 Methods100

2.1 Model description101

We use the one-dimensional vertical configuration of the numerical model NEMO102

(G. Madec and the NEMO System Team, 2019), hereafter called NEMO1D, coupled with103

the sea ice model SI³ (NEMO Sea Ice Working Group, 2019). The model is based on the104

3D primitive equations (Reffray et al., 2015), with some simplifications to represent one-105

dimensional water column dynamics. There is no representation of horizontal advection106

(in the ocean and sea ice components) and no lateral mixing for tracers and dynamics,107

as there are no horizontal gradients. We only consider the vertical coordinate and time108

as independent coordinates in the primitive equations. The model is governed by 1D-109

approximated Reynolds averaged Navier-Stokes equations (RANS; equation 29a in Ref-110

fray et al., 2015), transport equations for temperature and salinity (equations 29b-c in111

Reffray et al., 2015), and a nonlinear equation of state for sea water (EOS-80; Fofonoff112

& Millard Jr, 1983) to calculate density.113

We use a turbulent kinetic energy (TKE) turbulent closure scheme (Blanke & Delecluse,114

1993) to parameterize the nonlinear vertical terms of the RANS equations. The TKE115

e is defined as:116

e =
1

2

(
u′2 + v′2 + w′2

)
, (1)

where u′, v′ and w′ are the fluctuation components of the Eulerian velocity vector u =117

(u, v, w). Variables are separated by Reynolds decompostion into mean and fluctuating118

components, represented with overbars and primes, respectively. The evolution of TKE119

is computed according to Blanke and Delecluse (1993) to which a source term is added120

to represent the effect of Langmuir circulation (LC; Axell, 2002). This evolution can be121

written as:122

∂e

∂t
= −u′

hw
′ · ∂uh

∂z︸ ︷︷ ︸
1

+w′b′︸︷︷︸
2

− ∂

∂z

{
w′e+

1

ρ0
w′p′

}
︸ ︷︷ ︸

3

− ϵ︸︷︷︸
4

+PLC︸︷︷︸
5

, (2)

with t the time, uh = (u, v), b′ the turbulent buoyancy fluctuation (defined as b′ = −gρ′/ρ0,123

with g = 9.81 m.s−2 the gravitational acceleration and ρ′ the density fluctuation), ρ0124

the background density, p′ the turbulent pressure fluctuation, ϵ the dissipation, and PLC125

the TKE source term due to LC defined below. Term 1 is the wind-forced production126

of TKE, term 2 is the buoyancy-forced production of TKE (heat and freshwater fluxes127

from the atmosphere and sea ice), term 3 is the vertical transport of TKE due to pres-128

sure diffusion and turbulent transport, term 4 is the dissipation of TKE, term 5 is the129

wave-forced production of TKE (generated by wave forcing at the ocean surface).130

Surface wave breaking is parameterized through an additional term in the surface131

TKE boundary condition which is defined as a function of the surface stress and the wave132

age. It is also taken into account as part as the turbulent length scale boundary condi-133

tion which is defined as a function of the surface stress (Craig & Banner, 1994; Mellor134

& Blumberg, 2004). The LC parametrization used to estimate term 5 in equation 2 is135

an analogy of the characteristic convective velocity scale (e.g., D’Alessio et al., 1998).136

Term 5 is given as: PLC(z) = w3
LC(z)/HLC, with wLC the vertical velocity profile of LC137

and HLC the LC depth. The latter is defined as the maximum depth a water parcel with138
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kinetic energy due to Stokes drift can reach, by converting its kinetic energy into poten-139

tial energy. HLC is often close to the mixed layer depth. wLC is represented by a sine140

function which is a first-order approximation of the Langmuir cell structure:141

wLC =

{
cLC|uSD0 | sin(−πz/HLC) if 0 ≤ z ≤ HLC

0 otherwise
, (3)

with cLC a constant introduced by Axell (2002) and uSD0
the surface Stokes drift. cLC142

is typically chosen between 0.15 and 0.54 as suggested by Axell (2002). We choose cLC =143

0.30 following the recommendation made by Couvelard et al. (2020) to obtain a better144

representation of the mixed later depth. The surface Stokes drift is parameterized as uSD0
=145

0.016U10 (Li & Garrett, 1993), with U10
2 = |τ |/(ρaCD), the 10-m wind speed, and with146

τ = (1−λ)τa+λτi, the ocean surface stress. τa is the wind-driven component, τi the147

ice-driven component and λ the sea ice concentration. Assuming the air density to be148

ρa = 1.22 kg/m3 and the drag coefficient CD = 1.5 × 10−3, the surface Stokes drift149

can be expressed as: uSD0 = 0.377|τ |1/2 (G. Madec and the NEMO System Team, 2019).150

Note that the drag coefficient is taken as a constant for the parametrization of the sur-151

face Stokes drift, although it varies with sea ice conditions for other NEMO1D calcula-152

tions. As sea ice tends to attenuate waves and prevent the formation of LC (e.g., Wad-153

hams et al., 1988), term 5 in equation 2 is set to zero for sea ice concentration above 25%154

and is scaled by the concentrations for value ranging between 0 and 25%. A sensitivity155

analysis for the numerics and parametrizations used in the configuration is provided in156

Supplementary Information.157

2.2 Experimental design158

2.2.1 Reference run159

Our NEMO1D configuration is set up at the position of the Beaufort Gyre Explo-160

ration Project mooring A (referred to hereafter as BGEPA; Figure 1a), located at 75°N161

and 150°W in the seasonal ice zone (e.g., Proshutinsky et al., 2009). This location is close162

to the center of the Beaufort Gyre where the currents are weak (e.g., Regan et al., 2019),163

meaning that the advection terms that are not represented in our 1D model are expected164

to be small. We consider the top 500 m of the water column to include the surface lay-165

ers affected by the wind and wave forcing. We choose a 1-m resolution in order to have166

a sufficient number of levels in the mixed layer.167

The reference run is initialized with the mean of four Conductivity-Temperature-168

Depth (CTD) casts located within 1° of latitude and 3.3° of longitude of the BGEPA moor-169

ing, collected in August 2013 as part of the BGEP annual cruise. The mean profile has170

a 13.5-m thick mixed layer (Figure 1b,c) with a temperature of -1.2°C and a salinity of171

26.4 psu. We define the mixed layer depth h as the shallowest depth at which the salin-172

ity is more than 0.1 psu greater than the surface salinity (Lemke & Manley, 1984). We173

use this definition rather than a definition based on density as it tends to capture the174

mixed layer depth more accurately than criteria proposed by previous studies (e.g., de175

Boyer Montégut et al., 2004; Peralta-Ferriz & Woodgate, 2015). The goal is to initial-176

ize our runs with a typical summer mixed layer of the Canadian basin where mixed layer177

depths usually range between 8-20 m (Peralta-Ferriz & Woodgate, 2015). At this sea-178

son, the salinity profile is strongly stratified below the mixed layer. At 21-m depth is a179

near surface temperature maximum (NSTM) of -1°C. The latter forms when surface wa-180

ters are heated during summer and are trapped beneath the colder mixed layer in win-181

ter (Jackson et al., 2010). At approximately 41-m depth is a temperature minimum of182

-1.2°C, which corresponds to the remnant of the winter mixed layer, overlying another183

local temperature maximum of 0.1°C called the Pacific Summer Water (PSW), which184
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originates from the Chukchi Sea (Jackson et al., 2010). We run the simulations from Au-185

gust 1 to June 30 (total of 11 months) to cover the open water and freezing periods.186

We use climatological seasonal forcing in order to simulate an average year, rep-187

resentative of the 2005-2015 period. The climatological atmospheric forcing is obtained188

from the latest version of the Drakkar Forcing Set (version 5.2 built from ERA-I reanal-189

ysis data; Dussin et al., 2016). At the BGEPA position, we calculate the 2005-2015 daily190

climatologies for the 2-m air temperature and humidity, as well as the downward short-191

wave and longwave radiation at the sea surface. The latter are then smoothed with a192

21-day centered moving average in order to remove the higher frequency variability (Fig-193

ure 1d). We set the rain and snow forcings as constants (yearly means of the 2005-2015194

climatology): 6.5×10−6 kg.m−2.s−1 for rain and 3.3×10−6 kg.m−2.s−1 for snow. The195

simulation is initialized with no sea ice. For the reference run, we set the wind speed as196

constant to 4 m/s, which is representative of the mean winds observed over the Arctic197

(Lindsay et al., 2014).198

2.2.2 Sensitivity to wind storms199

Our objective is to test the sensitivity of the mixed layer and sea ice conditions to200

wind anomalies, representing open water storms passing by the BGEPA mooring in sum-201

mer or fall. We perform a large number of runs (245 in total), hereafter referred to as202

the ’1D ensemble’. Only the wind forcing is modified from run to run. It remains con-203

stant throughout the runs, with a background value of 4 m/s, similar to the reference204

run, except for a specific period during which we apply a wind anomaly, that we refer205

to as ’storm’ throughout the study. Then, the wind forcing increases instantly, follow-206

ing a rectangular window function shape (Figure 1e).207

We test the sensitivity to a number of absolute magnitudes (6, 9, 12, 15, 18, 21 or208

24 m/s), durations (3, 6, 12, 24, 48, 96 or 192 hours), and dates of storm ranging between209

August 1 and October 1 with two week intervals (i.e. 5 different dates). Figure 1e shows210

the wind forcing corresponding to a 4-day storm starting on September 1 with a 15 m/s211

magnitude. From the duration and magnitude, we calculate the storm momentum pstorm212

as the integral of the storm kinetic energy k over time,213

pstorm =

∫ t+dt

t

k(t) dt =

∫ t+dt

t

ρaU10
2(t) dt. (4)

3 Storm impacts on mixed layer and sea ice properties214

3.1 Case study215

We begin by quantifying the immediate and seasonal impacts of one storm forced216

on August 15, for 4 days, with a magnitude of 15 m/s (referred hereafter as the ’storm217

run’). We compare results to the reference run.218

In the reference run, the heat flux at the ocean surface remains positive until Septem-219

ber 7 (Figure 2a), indicating that the surface layer is gaining heat from the atmosphere.220

After this date, the heat flux reverses sign and the surface layer begins to lose heat to221

the atmosphere. In the storm run, the wind forcing induces a decrease of the surface heat222

flux during the 4-day storm; between August 15 and 19, it is around 42 W.m−2, 10 W.m−2
223

less than in the reference run (Figure 2a). After the storm, however, the heat flux be-224

comes larger than in the reference run, by approximately 13 W.m−2, meaning the ocean225

takes up more heat than in the reference run. This difference gets smaller over the course226

of the run. The heat flux continues to decrease and reverses sign on September 11, 4 days227

later than in the reference run.228
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When the ocean surface temperature reaches the freezing point temperature, ice229

can form (e.g., Leppäranta, 1993). In the reference run, ice formation occurs on Octo-230

ber 5, while in the storm run, ice formation is delayed by 5 days (Figure 2b,c). The sur-231

face heat flux decreases immediately by one order of magnitude when ice forms in both232

runs (Figure 2a). Note that the oscillations in heat flux visible from October onwards233

are artefacts of the model discretization (see section 5.1). The sea ice concentration reaches234

100% in a few days (Figure 2c), and the sea ice thickness reaches its maximum on June235

6 for both runs. At this date, the surface heat flux becomes positive again, marking the236

end of the freezing period (Figure 2a). Sea ice is slightly thicker in the storm run on June237

6 (+2 cm, i.e. +1%).238

Associated with these changes at the ocean surface are changes in the mixed layer239

properties. The mixed layer is initially 13.5 m deep and remains relatively constant at240

the beginning of the reference run (Figure 3a,d). In the storm run, the storm forces a241

nearly instantaneous 10 m deepening of the mixed layer (Figure 3b,e). It then remains242

relatively constant. When ice forms, the mixed layer is still approximately 10 m thicker243

in the storm run than in the reference run. During the freezing period, the mixed layer244

continuously deepens. On June 6, the mixed layer depths in both runs are very similar245

(+1 m in the storm run).246

The mixed layer temperature in the reference run increases between August 1 and247

September 1 (from -1.23°C to its maximum value of 0.83°C; Figure 3c), before decreas-248

ing to reach the freezing point temperature on the ice formation date (-1.43°C on Oc-249

tober 5). The mixed layer remains close to the freezing point temperature during the rest250

of the freezing period. The drivers of the mixed layer temperature variations are further251

investigated in section 4.1. In the storm run, the mixed layer temperature is cooled by252

the storm from 0.25°C to 0.17°C. The maximum temperature occurs 6 days later than253

in the reference run and is 0.46°C colder. The salinity increases from 26.4 to 26.9 psu254

due to the vertical entrainment of saltier water from below the mixed layer during the255

storm. This yields a 0.5 psu difference between the two runs on the respective ice for-256

mation dates, meaning that ice forms at a slightly lower freezing point temperature in257

the storm run (-1.45°C on October 10, see section 4.1). During the freezing period, the258

mixed layer temperature and salinity of the storm run converge towards the values of259

the reference run.260

To summarize, the August storm deepens, cools, and increases the salinity of the261

mixed layer, resulting in a lower freezing point temperature. The storm’s impact on the262

mixed layer leads to a delay of ice formation. Sea ice then forms more rapidly to reach263

a slightly higher sea ice thickness maximum in June, although the freezing period is shorter.264

3.2 1D ensemble265

We now expand our analysis to the large variety of storms tested in our 1D ensem-266

ble, in order to quantify the impact on sea ice as a function of the storm properties. We267

begin by examining the freeze-up date and the value of the sea ice thickness maximum268

reached at the end of the freezing period. Almost all the runs present an ice formation269

date that is delayed compared to the reference run for which ice forms on October 5 (Fig-270

ure 4). The largest delay is of two weeks for the run with the strongest August 1 storm.271

The sea ice thickness maxima vary between 2 m and 2.11 m around the reference run272

sea ice thickness maximum of 2.01 m (up to a 5% change). For different storms of the273

same momentum, an earlier storm results in a later ice formation date, and a later storm274

results in a higher maximum sea ice thickness. Increasing storm momentum results in275

a later ice formation date and higher maximum ice thickness. There is a significant cor-276

relation (R2 ≥ 0.88) between ice thickness and ice formation date, for storms occur-277

ring in August and September: the later ice forms, the thicker sea ice this yields.278
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4 Storm-induced delay in sea ice formation279

4.1 Case study280

In this section, we perform a mixed layer temperature budget in order to decipher281

the different processes at play during the storm and quantify their relative importance.282

The rate of change of the mixed layer temperature evolves as (Vialard & Delecluse, 1998):283

∂tTm =
Qnet

ρ0Cph︸ ︷︷ ︸
1

+
Kz∂zT

h

∣∣∣∣
h︸ ︷︷ ︸

2

+ ∂th
Th − Tm

h︸ ︷︷ ︸
3

, (5)

with Tm the mean mixed layer temperature, Qnet the total surface heat flux into the mixed284

layer, Cp the specific heat of sea water equal to 3992 J.kg−1.K−1, Kz the vertical eddy285

diffusivity, T the temperature (which both vary with depth), ∂th the entrainment ve-286

locity at the base of the mixed layer (equal to 0 m/s when the mixed layer depth is con-287

stant or when it shoals), and Th the temperature at the base of the mixed layer. Note288

that because summer mixed layers are shallow in the Beaufort Sea (∼ 10 m; Peralta-Ferriz289

& Woodgate, 2015), part of the solar/shortwave radiation penetrates deeper than the290

mixed layer and does not contribute to heating it. Therefore Qnet does not include this291

portion of the solar/shortwave radiation (Paulson & Simpson, 1977), and is equal to the292

total heat flux at the ocean surface Qs (solar/shortwave radiation, non-solar/longwave293

radiation, latent and sensible heat fluxes), minus the penetrative part of Qs below the294

mixed layer. Term 1 represents the change in mixed layer temperature due to the total295

surface heat flux into the mixed layer. Term 2 represents the change in mixed layer tem-296

perature due to the vertical turbulent flux at the base of the mixed layer. Term 3 rep-297

resents the change in mixed layer temperature due to the heat flux resulting from ver-298

tical entrainment at the base of the mixed layer.299

In the reference and storm runs, from the beginning of the run to the October freeze-300

up, the evolution of mixed layer temperature (Figure 5b) is primarily driven by the at-301

mospheric forcing at the ocean surface (Figure 5c). The rate of change of mixed layer302

temperature (Figure 5a) decreases approximately linearly and goes from positive to neg-303

ative, following the same trend as the effect of surface heat flux, with the same ampli-304

tude (Figure 5c). In the reference run, the processes at the base of the mixed layer (ver-305

tical entrainment and vertical diffusion; Figure 5e,g) play a minor role for the mixed layer306

temperature evolution. Vertical entrainment is equal to zero, and vertical diffusion is two307

to three orders of magnitude smaller than the effect of surface processes. During the storm,308

the mixed layer temperature decrease (Figure 5b) is mainly due to the processes at the309

base of the mixed layer that force a cooling (Figure 5e,g), due to the presence of colder310

waters below the mixed layer (Figure 3). The vertical entrainment and vertical diffusion311

contribute to a cooling of -0.3°C and -0.5°C, respectively, during the storm. After the312

storm, the rate of change of mixed layer temperature is slower in the storm run due a313

weaker effect of the surface heat flux on the mixed layer (Figure 5c).314

To better explain the delay is sea ice formation in the storm run, we calculate the315

integrated mixed layer heat content for both runs following Davis et al. (2016):316

HC = ρ0Cp

∫ h

0

[T (z, t)− TFP(z, t)] dz, (6)

with TFP the freezing point temperature.317

As the storm deepens the mixed layer and lowers the freezing point (Figure 5d,f),318

it also contributes to an increase in the mixed layer heat content (Figure 5h), despite the319

reduction in mixed layer temperature (Figure 5b). The mixed layer heat content reaches320
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1.7×108 J.m−2 at its maximum on September 7, compared to 1.2×108 J.m−2 on Septem-321

ber 1 in the reference run. This increase is to first order driven by the increase in mixed322

layer depth rather than the decrease in freezing point temperature. They respectively323

contribute to +130% and +2% of the increase in mixed layer heat content, while the cool-324

ing of the mixed layer contributes to -32%. Because of this increase of mixed layer heat325

content in the storm run, the effect of surface heat flux on the mixed layer is weaker (Fig-326

ure 5c). Consequently, the mixed layer takes longer to lose its heat during the fall sea-327

son. In addition, as a result of increased salinity in the mixed layer, the freezing point328

is lower in the storm run (Figure 3f). The mixed layer therefore reaches the freezing point329

temperature later (Figure 5b,d). This leads to a delay in the date of freeze-up. Note that330

the heat content does not reach exactly 0 J.m−2 here because the temperature is not ex-331

actly at the freezing point at lower levels in the mixed layer.332

4.2 1D ensemble333

We now calculate the integrated mixed layer heat content from the beginning of334

the run to the ice formation date, for all 245 runs, as follows:335

HCint
=

∫ tfreeze

t0

HC dt, (7)

with t0 the beginning of the run on August 1, and tfreeze the ice formation date in Oc-336

tober, which varies between the runs. Runs with larger storm momentum are runs with337

larger integrated mixed layer heat content (as large as 1.6×1015 J.s.m−2, which is 3.2338

times more than in the reference run; Figure 6). This result is sensitive to storm date:339

runs with a storm occurring in August result in the largest integrated mixed layer heat340

contents. The sensitivity to storm momentum is attributed to the fact that stronger storms341

cause a greater deepening of the mixed layer, resulting in a larger increase in heat con-342

tent. This effect outweighs the cooling effect of the storm. The sensitivity to storm date343

is because storms in August result in a longer exposure of the thickened mixed layer to344

surface heating, allowing for greater heat content increase before the change of sign of345

the surface heat flux.346

5 Storm-induced ice growth347

5.1 Case study348

In this section, we focus on the freezing period, in order to understand why sea ice349

forms more rapidly in the storm run during this period, in response to a storm occur-350

ring during the open water period.351

At the beginning of October, sea ice is thinner in the storm run than in the ref-352

erence run (Figure 7a), due to the earlier ice formation in the reference run. By the end353

of November, the sea ice is thicker in the storm run and remains so, leading to an ex-354

tra 2 cm of sea ice at the end of the freezing period (Figure 7a). We quantify the ice for-355

mation rate eice as356

eice =
hmax

tmelt − tfreeze
, (8)

with hmax the sea ice thickness maximum at the end of the freezing period, and tmelt the357

ice melt date in June which corresponds to the date of sea ice thickness maximum. The358

ice formation rate is of 8.45 mm/day and 8.25 mm/day for the storm and reference runs,359

respectively. Concomitantly, the mixed layers in both runs deepen over the course of the360
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freezing period (Figure 7b), with a smaller deepening in the storm run (17 m compared361

to 25 m in the reference run).362

For the mixed layer temperature budget of both runs, we only show the effect of363

vertical entrainment on the rate of change of mixed layer temperature as it is the largest364

contribution during the freezing period (Figure 7c). When the mixed layer deepens by365

a depth bin of 1 m (Figure 7b), the effect of vertical entrainment on the rate of change366

of mixed layer temperature increases during that time step (reaching values on the or-367

der of 1×10−6 °C/s), and becomes the dominant term of the budget (by one and two368

orders of magnitude; not shown). This causes the mixed layer to warm (peaks in Fig-369

ure 7d), due to the presence of warmer waters below the mixed layer (Figure 3). When370

warm waters are entrained into the mixed layer and the surface temperature suddenly371

increases, this causes a deviation from the surface freezing point temperature (Figure 7d).372

The surface temperature then converges back to the freezing point as the surface heat373

flux is negative (Figure 2a), which allows ice to grow again. When the mixed layer depth374

does not vary, the effect of the surface heat flux is the dominant term (not shown).375

Given that the mixed layer depth changes less over the course of the freezing pe-376

riod in the storm run than the reference run (Figure 7b), the cumulative effect of the ver-377

tical entrainment is smaller (by a factor of 2; Figure 7c). The storm run presents fewer378

deviations from the freezing point, allowing ice to form more rapidly (0.20 mm/day dif-379

ference), explaining why sea ice is thicker at the end of the freezing period in this run.380

Note that the steps and peaks in the time series of Figure 7 are a consequence of the model381

discretization.382

5.2 1D ensemble383

We then investigate how this result is sensitive to the properties of the storm. In384

all 245 runs, we calculate the total energy into the mixed layer from vertical entrainment385

EVE as follows:386

EVE = ρ0Cp

∫ tmelt

tfreeze

∂th (Th − Tm) dt. (9)

Sea ice thickness maximum is anti-correlated with the cumulative energy into the mixed387

layer due to the vertical entrainment (R² = 0.84; Figure 8a). It is also correlated with388

the mixed layer depth on ice formation date (R² = 0.88; Figure 8b), which in turn de-389

pends on the momentum of the storm. These correlations mean that the stronger the390

storm is, the thicker mixed layer it sets, the less energy is entrained in the mixed layer391

after ice formation begins, and the thicker the sea ice can grow. Note that these corre-392

lations seem independent from the date of storm and only significantly dependent on the393

storm momentum as it sets the mixed layer depth to first order. The heat of fusion is394

∼ 330 kJ/kg, which means that an input of 3.3 MJ of energy into the mixed layer would395

prevent 1 cm of ice formation. We integrate each term of equation 5 between tfreeze and396

tmelt and estimate that one third of the energy that is entrained into the mixed layer af-397

fects the formation of the ice and two thirds are released to the atmosphere.398

6 Mechanical and buoyancy forcing during the storm399

In this section, we quantify the relative contributions of the surface forcing in driv-400

ing the changes in mixed layer depth during and after the storms. The latter are: buoy-401

ancy (heat and freshwater fluxes at the ocean surface), wind, and waves (wave break-402

ing, Stokes drift, and Langmuir turbulence). We use the same framework as Belcher et403

al. (2012) to calculate the scaled production terms of the TKE equation (equation 2).404

In our 1D model, the wave-forced production term is proportional to the wind-forced pro-405
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duction term of TKE by a factor of approximately 12, due to the model parametriza-406

tion (see section 2.1). We therefore combine these two effects into one scaled term re-407

ferred to as the ’mechanical-forced production of TKE’. The scaled production terms of408

TKE are as follows:409

Bs = BHF +BFWF = −gα
Qs

ρsCp
+ gβ Fw

s Ss, (10)

Wd +Ws =
u3
∗
h

+
u2
∗uSD0

h
, (11)

where the buoyancy-forced production term Bs is defined as the sum of the heat BHF410

and freshwater BFWF fluxes contributions to the buoyancy flux, with α the thermal ex-411

pansion coefficient, ρs the surface density, β the haline contraction coefficient, Fw
s the412

freshwater flux at the ocean surface and Ss the surface salinity. The wind and wave-forced413

production terms are Wd and Ws, respectively, and their sum is the mechanical-forced414

production term of TKE. The friction velocity in water is defined as: u∗ =
√
|τ |/ρs.415

From this framework, we compute the ratio of buoyancy to mechanical-forced produc-416

tion of TKE.417

6.1 Case study418

We first examine the open water period. In the reference run, Bs is negative from419

August 1 to September 7, and positive after September 7 (Figure 9c; note that a neg-420

ative buoyancy-forced production of TKE is a destruction of TKE). This term is to first421

order driven by the heat flux contribution during the open water period (Figure 9a). As422

discussed in section 3.1, the surface layer gains heat and becomes more buoyant until the423

end of summer. When the surface heat flux changes sign in September (Figure 2a), the424

ocean releases heat, the surface cools and loses buoyancy and the mixed layer deepens.425

During the storm, the buoyancy-forced destruction of TKE is reduced (from Bs = −5.5×426

10−9 to Bs = −1.2×10−9 W/kg; Figure 9c) as the storm drives an increase of the heat427

and freshwater flux contributions to Bs (due to increased latent and sensible fluxes, and428

increased evaporation; Figure 9a). After the storm, Bs is larger than in the reference run429

due to the decrease of mixed layer temperature (Figure 5b) which increases the sensi-430

ble heat flux at the surface. The change of sign of Bs in the storm run happens on Septem-431

ber 12 with a 4-day delay compared to the reference run. Bs eventually becomes larger432

than in the reference run on September 22, for the same reasons as right after the storm.433

The mechanical-forced production of TKE remains relatively constant in the ref-434

erence run (Figure 9e), consistent with the constant wind forcing. In the storm run, it435

experiences a significant increase during the storm (from 1.3×10−7 to 8.4×10−6 W/kg),436

as the latter generates TKE within the mixed layer. After the storm, it decreases and437

stabilizes at lower values than in the reference run. Despite the mechanical forcing re-438

maining unchanged from before the storm, it acts over a thicker mixed layer after the439

storm. This results in a weaker shear, leading to reduced TKE generation.440

The mechanical-forced production of TKE is always greater than the buoyancy-441

forced production or destruction of TKE (Figure 9g). It therefore drives, at first order,442

the changes in mixed layer depth during the open water period. This is especially true443

during the storm when the mechanical-forced production of TKE is 3 orders of magni-444

tude larger than the buoyancy-forced production. After the storm, the ratio is larger than445

in the reference run because the buoyancy-forced production and the mechanical-forced446

production terms are lower and larger respectively, as discussed above.447

During the freezing period, the wave forcing is zero as soon as the sea ice concen-448

tration reaches 25% (section 2.1). We therefore only present results for the buoyancy and449
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wind-forced productions of TKE (Figure 9d,f). In contrast to the open water period, the450

buoyancy-forced production of TKE (Figure 9d) is to first order driven by the freshwa-451

ter flux contribution (the heat flux contribution is two orders of magnitude smaller and452

is therefore barely visible on Figure 9b). This is due to brine rejection which decreases453

the buoyancy at the surface and generates convective mixing. The freshwater flux is stronger454

in the storm run, especially in October when ice is forming more rapidly (section 5.1).455

The wind-forced production term of TKE is lower in the storm run (Figure 9f) similarly456

as during the open water period, due to the thicker mixed layer generated by the storm.457

The buoyancy-forced production is larger by 3 orders of magnitude than the wind-458

forced production of TKE (Figure 9h), due to a strong reduction of the surface stress459

in the presence of ice. In contrast to the open water period, it is therefore the buoyancy460

forcing essentially driving the changes in mixed layer depth during the freezing period.461

The ratio is larger in the storm run because the wind-forced production term of TKE462

is lower than in the reference run due to the difference in mixed layer thicknesses.463

6.2 1D ensemble464

We integrated the TKE production terms in time, during the open water period,465

and the freezing period (not shown). In all runs, similarly to the storm run, the net ef-466

fect of buoyancy forcing on TKE production during the open water period was less than467

approximately 1% of that of mechanical forcing. Conversely, during the freezing period,468

buoyancy forcing typically contributed between 50 and 700 times more to TKE produc-469

tion than wind-forcing.470

7 Sensitivity to different initial profiles representative of future con-471

ditions for the Canadian Basin472

Observational studies have documented a stronger Canadian Basin (Rosenblum et473

al., 2022) and pan-Arctic stratification in summer (Peralta-Ferriz & Woodgate, 2015).474

With stronger sea ice melt, especially in summer, and increased freshwater input from475

river runoff, along with a projected increase by approximately 30% of precipitations mi-476

nus evaporation by 2050 (e.g., Notz & Community, 2020; Haine et al., 2015), the Cana-477

dian Basin is likely shifting towards a more stratified ocean, at least during summer. In478

this section, we explore if the impact of a given storm is sensitive to the stratification479

on which it applies. To that end, we conduct the same ensemble of runs described in sec-480

tion 2.2, but with initial conditions that are representative of a more stratified Canadian481

Basin. The initial profiles are the mean of four CTD casts located within 1° of latitude482

and 3.3° of longitude of the BGEPA mooring, from August 2007 (Figure 10). We choose483

this date because of the presence of a very shallow mixed layer of 1 m, and a strong sur-484

face stratification, likely originating from the increased sea ice melt that occurred in 2007485

(Stroeve et al., 2008). For the years with CTD data near the mooring in August (2005,486

2006, 2007, 2012, 2013 and 2021), only 2007 had such a strong surface stratification. For487

this initial condition, the NSTM is 10 m shallower and 1°C warmer compared to the ini-488

tial condition used in the 1D ensemble. The surface temperature is also 0.8°C warmer,489

meaning that the top 30 m of the ocean contain more heat in this case.490

7.1 NSS case study491

In the reference run of this near-surface stratification (NSS) ensemble of runs (re-492

ferred to as ’NSS reference run’), the high stratification is not maintained very long (Fig-493

ure 11a,d): 9 hours after the beginning of the run, the mixed layer increases by 1 m. It494

then deepens gradually and reaches 6.5 m on September 29 (ice formation date), which495

is 6 m shallower than the mixed layer in the previous reference run (12.5 m on ice for-496

mation date).497
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In the example storm run of the NSS ensemble (referred to as ’NSS storm run’),498

the mixed layer deepens rapidly on August 15 from 5.5 to 19.5 m (Figure 11b,e). The499

relative deepening induced by the storm in this run is larger here than in the storm run500

studied in sections 3 to 6 (14 m deepening compared to 11 m). Nevertheless, the mixed501

layer depth is still shallower after the storm in the NSS storm run. This is also the case502

on the ice formation date (15.5 m compared to 20.5 m in the previous storm run). Sea503

ice forms on September 29 in the NSS reference run, while in the NSS storm run, ice for-504

mation is delayed by 9 days (Figure 11), which is twice the delay between the previous505

reference and storm runs. With a different initial stratification, the delay in sea ice for-506

mation caused by the same storm is therefore significantly longer.507

7.2 NSS ensemble508

In this section we present results for a smaller number of runs for the NSS ensem-509

ble (196 compared to 245 runs in the 1D ensemble) as we do not force storms on Octo-510

ber 1 because ice has already formed at this date in the NSS reference run. We find that511

this is because mixed layers in the NSS ensemble experience a greater cooling in fall (e.g.,512

Figure 11c) than in the 1D ensemble, as they are thinner during the open water period.513

For same Qnet, if h is smaller, the change in mixed layer temperature due to the total514

surface heat flux is greater (term 1 in equation 5). This leads to earlier ice formation date515

in the NSS reference run and in runs with a low momentum storm.516

When generalizing to all runs, we find that the storm impacts studied in the 1D517

ensemble are similar for the NSS ensemble, but amplified. The ice formation dates are518

delayed for the runs with a storm, and the stronger the storm is, the longer the delay519

(Figure 12a). The maximum delay is of 20 days, which is 5 days more than in the 1D520

ensemble. The largest integrated heat content (1.6 × 1015 J.s.m−2; Figure 12b) is 6.2521

times greater than the integrated heat content in the NSS reference run, which is twice522

as much increase than found in the 1D ensemble (although the storm-induced cooling523

for this NSS run is even larger: -1°C compared to -0.2 °C for the corresponding storm524

run in the 1D ensemble). This is due to the larger differences in mixed layer thicknesses525

after the storm, between the NSS runs with a storm and the NSS reference run. The mixed526

layers of these runs therefore experience a longer decrease of mixed layer heat content.527

The freezing point temperature is consequently reached with a longer delay in the NSS528

ensemble than in the 1D ensemble. Note that although the initial temperature profile529

for the NSS ensemble is warmer in the top 30 m (Figure 10), the integrated mixed layer530

heat content in NSS reference run (Figure 12b) is 0.2×1015 J.s.m−2 smaller than in the531

previous reference run (Figure 6), due to a thinner mixed layer throughout the run. The532

temperature of the initial profile therefore does not play an important role here, it is rather533

the thickness of the mixed layer that sets the mixed layer heat content.534

In the NSS ensemble, we again find that the storms allow for an increase of the sea535

ice thickness maxima compared to the NSS reference run (values range between 1.99 and536

2.13 m compared to 1.99 m in the NSS reference run), and the later the storm happens,537

the stronger this effect is (Figure 12a). The maximum difference is of 14 cm (4 cm more538

than in the 1D ensemble). This is again due to the deeper mixed layers after the storm539

compared to the NSS reference run in the NSS ensemble: they prevent warm water en-540

trainment and favour sea ice growth (as studied in section 5). Correlation coefficients541

between the sea ice thickness maxima and the ice formation dates are again significant542

(R2 ≥ 0.91).543

Results for the NSS ensemble suggest that in the case of strongly stratified water544

column, if a storm passes, the consequences on the date of sea ice formation may be even545

more important than in the case of a water column with a deeper mixed layer. For this546

type of stratification, storms can yield a faster sea ice growth compared to the case with547

a deeper mixed layer.548
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8 Conclusion549

In this paper, we used a 1D ice-ocean coupled model and forced individual storms550

characterized by varying properties (storm date, intensity, and duration), to investigate551

how these events impact the seasonal dynamics. We showed that the date of freeze-up552

in the fall is delayed when a storm occurs during the open water period, compared to553

a reference run with no storm. The delay can be up to 20 days depending on the initial554

stratification and the storm properties. This result is significant compared to the inter-555

annual variability in sea ice formation date, which was reported to be on the order of556

days at the center of the Beaufort Sea between 2003 and 2018 (Lin et al., 2022). This557

delay is caused by a storm-induced increase of the mixed layer heat content (although558

the mixed layer cools), primarily due to the deepening of the mixed layer by the mechan-559

ical forcing of the storm. The delay in sea ice formation is greater when storms are stronger560

as they force an important deepening of the mixed layer, and when storms occur ear-561

lier in summer. The deep mixed layers generated by early-summer storms are heated by562

the atmospheric forcing until the surface heat flux changes sign at the end of summer.563

This allows for higher heat contents than the runs with storms happening later in sum-564

mer.565

After the storm, the mixed layer remains deep, preventing warm water entrainment566

into the mixed layer during the freezing period. Ice therefore grows faster: it can pro-567

duce up to 14 cm extra sea ice by the end of the freezing period for a 47.5 m mixed layer568

run (at freeze-up date) compared to a 6.5 m mixed layer run. As the momentum of the569

storm drives a mixed layer thickness anomaly before the beginning of the freezing pe-570

riod, stronger momentum storms allow for longer delays in sea ice formation and stronger571

ice growth. Over the period 2003-2011, the interannual variations of sea ice thickness max-572

ima at the BGEPA mooring are up to 1 m (Krishfield et al., 2014). Our results suggest573

that one storm can contribute up to approximately 10% of the interannual variability,574

which highlights the potential important effect that a short term event can have on the575

seasonal cycle of sea ice.576

Short-term storm-generated changes in the mixed layer properties have been pre-577

viously observed in the Beaufort Sea by Smith et al. (2018). Their study takes place later578

than ours (in mid-October), when the stratification presents warm waters below a cold579

mixed layer and ice has already formed. They measured a release of heat of 10 MJ.m−2
580

and a 5 m mixed layer deepening due to a 3-day wind and wave event (up to 20 m/s and581

greater than 4 m, respectively). This caused the melt of the pancake ice present prior582

the event, ice then re-formed a few days later. For an October 1 storm of comparable583

duration and magnitude from our study, our model suggests that the mixed layer is deep-584

ened by 20 m, and the freeze-up delay is of 4 days. This leads to a formation of an ex-585

tra 6 cm of ice at the end of the freezing period. Albeit acting on a different stratifica-586

tion, our results suggest that the event described by Smith et al. (2018) could have re-587

sulted in a significant sea ice thickening at the end of the freezing season.588

Although we are confident that the dominant dynamical balance is captured by the589

1D model we used, some limitations remain which merit further exploration. In this con-590

figuration we use a parametrization of the waves as a function of the wind speed which591

is unable to capture the effects of varying fetch. Advective processes for the sea ice and592

the ocean are not represented in a 1D configuration, and our results may change when593

adding them. For example, zones of increased mixed layer heat content or anomalies in594

sea ice thickness caused by storms could be advected and potentially dissipated by hor-595

izontal movement in the months that follow. Upper ocean mixing generated by small-596

scale frontal structures, filaments and eddies (e.g., Brenner et al., 2020) are also not cap-597

tured by the 1D configuration. Storms could have a spatially variable impact on the mixed598

layer and the sea ice, depending on the 3D imprint of the event (Clancy et al., 2022).599

Therefore, using a 3D configuration and a 2D representation of a storm (shape and track)600

to investigate its seasonal effects on the ocean and sea ice, would allow testing the vari-601
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ability of these results in a more realistic set up. The focus of our work was to under-602

stand the effects of forcing by wind events. However, storms also have impacts on other603

atmospheric variables such as heat flux and precipitation. For example, Finocchio and604

Doyle (2021) showed that changes in cloud cover and shortwave flux associated with sum-605

mer Arctic cyclones could affect sea ice locally. The atmospheric forcing could therefore606

be adapted to more realistically simulate Arctic cyclones. Finally, this study could also607

be expanded by testing the sensitivity of the results when multiple storms are forced dur-608

ing the open water period.609

The significant wave height and its extremes in the Arctic Ocean are expected to610

increase in the future, driven by the loss of sea ice (Khon et al., 2014; Casas-Prat et al.,611

2018). Studies project increasing trends of wind speeds over the 21st century (Vavrus612

& Alkama, 2021), cyclone frequency could increase in summer (Day et al., 2018). In the613

context of declining sea ice, the surface mechanical forcing will likely increase in mag-614

nitude and extent, potentially changing the ocean stratification during the open water615

period. We therefore suggest that the processes presented in this study may become of616

greater importance in the future, and drive changes in seasonal sea ice evolution.617

Open Research Section618

The NEMO1D configuration is based on the version 4.2 of the NEMO code, that619

can be downloaded at: https://forge.nemo-ocean.eu/nemo/nemo/-/releases/4.2.1. The620

sea ice concentration data is from EUMETSAT Ocean and Sea Ice Satellite Application621

Facility (OSI SAF) and can be downloaded at: https://osi-saf.eumetsat.int/products/sea-622

ice-products. The BGEPA mooring data and CTD cast data are made available at:623

https://www2.whoi.edu/site/beaufortgyre/data/mooring-data/mooring-data-description/.624

The Drakkar Forcing Set 5.2 data can be downloaded at: https://www.drakkar-ocean.eu/forcing-625

the-ocean.626
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Figure 1. (a) Position of the Beaufort Gyre Exploration Project mooring A (BGEPA) in the

Beaufort Sea (red dot). The colored lines represent the mean sea ice edges (defined as the 15%

sea ice concentration contour) for September 2007, 2012 and 2014 (yellow, blue and magenta lines

respectively), obtained from the EUMETSAT Ocean and Sea Ice Satellite Application Facility

(OSI SAF). (b) Initial temperature and salinity profiles (respectively red, bottom x-axis and blue,

top x-axis) which are the mean of the 4 temperature and salinity CTD casts plotted in thin red

and blue, respectively. (c) Zoom on the top 80 m of the profiles shown in (b). (d) Climatological

seasonal cycle of the atmospheric forcing: 2-m air temperature and humidity (blue and green

respectively), downward shortwave and downward longwave radiations at the sea surface (purple

and orange respectively and black y-axis on the right). (e) Wind forcing used for the reference

run (red dashed line) and for the storm run presented in sections 3 to 6 (cyan line).

Figure 2. Time series of (a) the heat flux at the ocean surface, (b) sea ice thickness, and (c)

sea ice concentration, for the reference and storm runs (red and cyan respectively). A positive

heat flux is downward. The orange shading indicates the period of the storm. The vertical red

and cyan lines represent the ice formation dates in the reference and storm runs respectively.

Figure 3. Time-depth diagrams of the temperature and salinity for (a, d) the reference run

and (b, e) the storm run. The mixed layer depths are indicated in grey. The vertical orange lines

indicate the beginning of the storm. The vertical dashed lines represent the ice formation dates

in the reference and storm runs (red and cyan respectively). The vertical dotted lines represent

the ice melt dates in the reference and storm runs (red and cyan respectively). (c, f) Time series

of the mixed layer temperature and salinity for the reference and storm runs (red and cyan re-

spectively). The orange shadings indicate the period of the storm, the vertical lines are the same

as in the previous panels.

Figure 4. Sea ice thickness maximum plotted as a function of the ice formation date in each

run of the 1D ensemble. The color of each dot indicates the date of the storm and its size its

total momentum. The results for the reference and storm runs are shown with the red and black

crosses, respectively.

Figure 5. Time series for the open water period of the mixed layer temperature budget with

(a) the rate of change of mixed layer temperature, (c) the effect of surface heat flux, (e) the effect

of vertical entrainment from below the mixed layer, and (g) the effect of vertical turbulent diffu-

sive flux. Panels (a, c, e and g) also present the cumulative effect of the terms (colored shading

and grey y-axis). Time series of (b) the mixed layer temperature, (d) the mixed layer freezing

point temperature, (f) the mixed layer depth, and (h) the mixed layer heat content. The refer-

ence and storm runs are plotted in red and cyan respectively. The orange shadings indicate the

period of the storm. The vertical red and cyan lines represent the ice formation dates in the ref-

erence and storm runs respectively.
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Figure 6. Integrated mixed layer heat content during the open water period plotted as a

function of storm momentum in each run of the 1D ensemble. The color of each dot indicates the

date of the storm. The results for the reference and storm runs are shown with the red and black

crosses, respectively.

Figure 7. Time series for the freezing period of: (a) the sea ice thickness difference between

the reference and storm runs, (b) the mixed layer depth, (c) the effect of vertical entrainment

heat flux (dominant term of the mixed layer temperature budget), along with its cumulative

effect (colored shading and grey y-axis), and (d) the surface temperature and surface freezing

point temperature (estimated from the surface salinity). The time series for the reference and

storm runs are plotted in red and cyan respectively. Vertical red and cyan lines represent the ice

formation dates in the reference and storm runs respectively.

Figure 8. Sea ice thickness maximum plotted as a function of (a) the total energy into the

mixed layer from vertical entrainment during the freezing period, and as a function of (b) the

mixed layer depth on the ice formation date, in each run of the 1D ensemble. The color of each

dot indicates the date of the storm and its size its total momentum. The results for the reference

and storm runs are shown with the red and black crosses, respectively.

Figure 9. Time series of the different contributions to the production of TKE for the refer-

ence and storm runs (red and cyan respectively) during (left) the open water period and (right)

the freezing period: (a, b) heat and freshwater contributions (plain and dashed lines respec-

tively) to the buoyancy-forced production of TKE (c, d) buoyancy-forced production of TKE, (e)

mechanical-forced production of TKE (sum of Wd and Ws), (f) wind-forced production of TKE

(g, h) ratio of buoyancy to mechanical-forced productions of TKE. The orange shadings indicate

the period of the storm. The vertical red and cyan lines represent the ice formation dates in the

reference and storm runs respectively.

Figure 10. (a) Initial temperature and salinity profiles (respectively red, bottom x-axis and

blue, top x-axis) used in the NSS ensemble. The initial profiles used in the 1D ensemble are plot-

ted in dashed lines for comparison. (b) Zoom on the top 80 m of the profiles shown in (a).

Figure 11. Same as Figure 3 but for the NSS case.

Figure 12. (a) Sea ice thickness maximum plotted as a function of the ice formation date in

each run of the NSS ensemble. The size of each dot indicates the momentum of the storm. (b)

Integrated mixed layer heat content during the open water period plotted as a function of storm

momentum for each run of the NSS ensemble. For both panels, the color of each dot indicates the

date of the storm. The results for the NSS reference and NSS storm runs are shown with the red

and black crosses, respectively.
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Key Points:6

• Isolated open water wind storms delay the fall freeze-up due to a deepening of the7

mixed layer which increases the mixed layer heat content.8

• Storm induced thick mixed layers isolate the sea ice from heat flux at the base of9

the mixed layer: ice can grow thicker.10

• The ocean retains signatures of open water wind storms over the fall and winter11

seasons.12
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Abstract13

Storms can have a direct impact on sea ice, but whether their effect is seen weeks14

to months later has received little attention. The immediate and longer term impacts15

of an idealized open water wind storm are investigated with a one-dimensional coupled16

ice-ocean model. Storms with different momentum, duration and date of occurrence are17

tested. During the storm, the mechanical forcing causes a deepening of the mixed layer,18

leading to an increase in mixed layer heat content, despite a decrease in mixed layer tem-19

perature. This results in a delay in sea ice formation that ranges between a few hours20

to weeks compared to the control run, depending on the storm characteristics. Through-21

out the freezing period, the storm-induced thick mixed layer experiences little variabil-22

ity, preventing warm water entrainment at the base of the mixed layer. This leads to faster23

sea ice growth compared to the control run, resulting in sea ice thickness differences of24

a few millimeters to around 10 cm before the melting onset. These results are stronger25

for runs with higher momentum storms which cause greater mixed layer deepening. Storms26

occurring in early August, when the ocean surface heat flux is positive, also amplify the27

results by forcing a greater increase in mixed layer heat content. The impacts of the storms28

are sensitive to the initial stratification, and amplified for a highly stratified ocean. We29

suggest that localized storms could significantly influence the seasonal dynamics of the30

mixed layer and consequently impact sea ice conditions.31

Plain Language Summary32

We use a numerical model to simulate a summer wind storm passing over an ice-33

free ocean, in order to study the immediate and longer term impacts on the ocean, as34

well as on sea ice formation and its evolution in winter. Results are compared to a sit-35

uation without a storm. We find that the amount of heat in the surface layer of the ocean36

increases when the storm thickens the surface layer. This causes sea ice to form a few37

hours to weeks later compared to the situation without a storm. During fall and win-38

ter, sea ice is isolated from the heat stored in deeper layers of the ocean, again due to39

the thickening of the surface layer by the storm. Ice therefore grows thicker, leading to40

thickness differences at the end of winter ranging from a few millimeters to around 10 cm41

compared to the situation without a storm. Sea ice forms even later and grows faster42

when the storm is strong and occurs in early summer. Our study suggests that storms43

could be in part responsible for seasonal evolution of the surface layer of the ocean, which44

in turn has an impact on the sea ice conditions.45

–2–



manuscript submitted to JGR: Oceans

1 Introduction46

The Arctic region is undergoing strong and rapid changes. One of the most strik-47

ing changes is the melt of sea ice. Sea ice extent and thickness have been decreasing over48

the past four decades, a trend that has been observable with the advent of satellite ob-49

servations (e.g., Stroeve et al., 2012; Kwok, 2018). According to CMIP6 projections (Notz50

& Community, 2020), the Arctic Ocean will likely experience the first sea-ice free months51

of September by the mid-21st century. The historically ice-covered Arctic Ocean is thus52

shifting towards an open ocean in summer, with significant consequences for the dynam-53

ics of the ocean, the air-sea exchanges, and the evolution of sea ice.54

The loss of sea ice increases the open ocean area exposed to storms in summer and55

fall, and yields larger fetch, so that higher and more energetic wave fields are expected56

to develop in the Arctic Ocean (Thomson & Rogers, 2014). Wind and waves force the57

surface of the ocean, inducing mixing and increased air-sea fluxes (Thomson et al., 2022).58

As a consequence, the mixed layer can deepen (e.g., Dohan & Davis, 2011) and expe-59

rience temperature and salinity changes. For instance, in July 2008 in the Beaufort Sea,60

Long and Perrie (2012) documented a 2°C cooling of the surface temperature due to en-61

hanced mixing generated by a 4-day storm at 15 m/s. Storm induced mixing can also62

favor the release of heat stored below the mixed layer, which is a peculiarity of the Arc-63

tic stratification (e.g., Toole et al., 2010; Jackson et al., 2010). For example, Smith et64

al. (2018) examined the impact over 3 days of a strong wind and wave event (respectively65

up to 20 m/s and greater than 4 m), in the Beaufort Sea in October 2015. They observed66

that the wind-induced mixing released a significant amount of upper-ocean-stored heat67

(10 MJ.m−2) that allowed for the melting of the pancake ice formed prior the event (as68

the storm occurred during the freezing period).69

Numerous studies have looked at the local and short term impacts of strong wind70

and/or wave forcing on sea ice (e.g., Stopa et al., 2016; Boutin et al., 2020; Asplin et al.,71

2012, 2014; Collins et al., 2015), but whether these events can have a longer term im-72

pact on sea ice and affect its seasonal evolution has received little attention. Only Screen73

et al. (2011) established that there is a relationship between the number of late spring/early74

summer storms and the September sea ice conditions, as a low cyclone activity in spring75

could precondition the melting season and lead to reduced sea ice. Their study highlighted76

the potential for spring/summer storms to have a longer-term effect throughout the melt-77

ing season.78

To our knowledge, the processes responsible for affecting sea ice evolution in fall79

and winter, months after the passage of a summer storm, have not been described yet.80

Here, we focus on the following two questions: 1) How are the properties of the mixed81

layer modified during a storm and what are the relative contributions of mechanical and82

buoyancy forcing to these changes? 2) What are the impacts of a storm on the ocean83

and sea ice evolution on seasonal time scale?84

To answer these questions, we simulate the effect of a wind event passing by over85

open water at the end of summer/beginning of fall in the Canadian Basin. We quantify86

the immediate impacts of the wind storm on the water column, as well as the longer term87

impacts on the water column and sea ice conditions. To that aim, we use a one-dimensional88

coupled ice-ocean model, with a parametrization of the effect of waves, to which we ap-89

ply the forcing representing a set of idealized storms with varying intensity, duration,90

and date.91

This paper is organized as follows. In section 2 we describe the set up of the one-92

dimensional model and the architecture of the model experiments. The results for the93

experiments are presented in section 3 to 6, with a focus on the storm impacts on mixed94

layer and sea ice properties (section 3), on the modulation of the timing (section 4) and95

efficiency of the sea ice formation (section 5). The mechanical and buoyancy forcing dur-96
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ing the storm are studied in section 6. Section 7 presents a sensitivity analysis to a dif-97

ferent initial condition, in order to assess the role of ocean preconditioning. Conclusions98

are given in section 8.99

2 Methods100

2.1 Model description101

We use the one-dimensional vertical configuration of the numerical model NEMO102

(G. Madec and the NEMO System Team, 2019), hereafter called NEMO1D, coupled with103

the sea ice model SI³ (NEMO Sea Ice Working Group, 2019). The model is based on the104

3D primitive equations (Reffray et al., 2015), with some simplifications to represent one-105

dimensional water column dynamics. There is no representation of horizontal advection106

(in the ocean and sea ice components) and no lateral mixing for tracers and dynamics,107

as there are no horizontal gradients. We only consider the vertical coordinate and time108

as independent coordinates in the primitive equations. The model is governed by 1D-109

approximated Reynolds averaged Navier-Stokes equations (RANS; equation 29a in Ref-110

fray et al., 2015), transport equations for temperature and salinity (equations 29b-c in111

Reffray et al., 2015), and a nonlinear equation of state for sea water (EOS-80; Fofonoff112

& Millard Jr, 1983) to calculate density.113

We use a turbulent kinetic energy (TKE) turbulent closure scheme (Blanke & Delecluse,114

1993) to parameterize the nonlinear vertical terms of the RANS equations. The TKE115

e is defined as:116

e =
1

2

(
u′2 + v′2 + w′2

)
, (1)

where u′, v′ and w′ are the fluctuation components of the Eulerian velocity vector u =117

(u, v, w). Variables are separated by Reynolds decompostion into mean and fluctuating118

components, represented with overbars and primes, respectively. The evolution of TKE119

is computed according to Blanke and Delecluse (1993) to which a source term is added120

to represent the effect of Langmuir circulation (LC; Axell, 2002). This evolution can be121

written as:122

∂e

∂t
= −u′

hw
′ · ∂uh

∂z︸ ︷︷ ︸
1

+w′b′︸︷︷︸
2

− ∂

∂z

{
w′e+

1

ρ0
w′p′

}
︸ ︷︷ ︸

3

− ϵ︸︷︷︸
4

+PLC︸︷︷︸
5

, (2)

with t the time, uh = (u, v), b′ the turbulent buoyancy fluctuation (defined as b′ = −gρ′/ρ0,123

with g = 9.81 m.s−2 the gravitational acceleration and ρ′ the density fluctuation), ρ0124

the background density, p′ the turbulent pressure fluctuation, ϵ the dissipation, and PLC125

the TKE source term due to LC defined below. Term 1 is the wind-forced production126

of TKE, term 2 is the buoyancy-forced production of TKE (heat and freshwater fluxes127

from the atmosphere and sea ice), term 3 is the vertical transport of TKE due to pres-128

sure diffusion and turbulent transport, term 4 is the dissipation of TKE, term 5 is the129

wave-forced production of TKE (generated by wave forcing at the ocean surface).130

Surface wave breaking is parameterized through an additional term in the surface131

TKE boundary condition which is defined as a function of the surface stress and the wave132

age. It is also taken into account as part as the turbulent length scale boundary condi-133

tion which is defined as a function of the surface stress (Craig & Banner, 1994; Mellor134

& Blumberg, 2004). The LC parametrization used to estimate term 5 in equation 2 is135

an analogy of the characteristic convective velocity scale (e.g., D’Alessio et al., 1998).136

Term 5 is given as: PLC(z) = w3
LC(z)/HLC, with wLC the vertical velocity profile of LC137

and HLC the LC depth. The latter is defined as the maximum depth a water parcel with138
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kinetic energy due to Stokes drift can reach, by converting its kinetic energy into poten-139

tial energy. HLC is often close to the mixed layer depth. wLC is represented by a sine140

function which is a first-order approximation of the Langmuir cell structure:141

wLC =

{
cLC|uSD0 | sin(−πz/HLC) if 0 ≤ z ≤ HLC

0 otherwise
, (3)

with cLC a constant introduced by Axell (2002) and uSD0
the surface Stokes drift. cLC142

is typically chosen between 0.15 and 0.54 as suggested by Axell (2002). We choose cLC =143

0.30 following the recommendation made by Couvelard et al. (2020) to obtain a better144

representation of the mixed later depth. The surface Stokes drift is parameterized as uSD0
=145

0.016U10 (Li & Garrett, 1993), with U10
2 = |τ |/(ρaCD), the 10-m wind speed, and with146

τ = (1−λ)τa+λτi, the ocean surface stress. τa is the wind-driven component, τi the147

ice-driven component and λ the sea ice concentration. Assuming the air density to be148

ρa = 1.22 kg/m3 and the drag coefficient CD = 1.5 × 10−3, the surface Stokes drift149

can be expressed as: uSD0 = 0.377|τ |1/2 (G. Madec and the NEMO System Team, 2019).150

Note that the drag coefficient is taken as a constant for the parametrization of the sur-151

face Stokes drift, although it varies with sea ice conditions for other NEMO1D calcula-152

tions. As sea ice tends to attenuate waves and prevent the formation of LC (e.g., Wad-153

hams et al., 1988), term 5 in equation 2 is set to zero for sea ice concentration above 25%154

and is scaled by the concentrations for value ranging between 0 and 25%. A sensitivity155

analysis for the numerics and parametrizations used in the configuration is provided in156

Supplementary Information.157

2.2 Experimental design158

2.2.1 Reference run159

Our NEMO1D configuration is set up at the position of the Beaufort Gyre Explo-160

ration Project mooring A (referred to hereafter as BGEPA; Figure 1a), located at 75°N161

and 150°W in the seasonal ice zone (e.g., Proshutinsky et al., 2009). This location is close162

to the center of the Beaufort Gyre where the currents are weak (e.g., Regan et al., 2019),163

meaning that the advection terms that are not represented in our 1D model are expected164

to be small. We consider the top 500 m of the water column to include the surface lay-165

ers affected by the wind and wave forcing. We choose a 1-m resolution in order to have166

a sufficient number of levels in the mixed layer.167

The reference run is initialized with the mean of four Conductivity-Temperature-168

Depth (CTD) casts located within 1° of latitude and 3.3° of longitude of the BGEPA moor-169

ing, collected in August 2013 as part of the BGEP annual cruise. The mean profile has170

a 13.5-m thick mixed layer (Figure 1b,c) with a temperature of -1.2°C and a salinity of171

26.4 psu. We define the mixed layer depth h as the shallowest depth at which the salin-172

ity is more than 0.1 psu greater than the surface salinity (Lemke & Manley, 1984). We173

use this definition rather than a definition based on density as it tends to capture the174

mixed layer depth more accurately than criteria proposed by previous studies (e.g., de175

Boyer Montégut et al., 2004; Peralta-Ferriz & Woodgate, 2015). The goal is to initial-176

ize our runs with a typical summer mixed layer of the Canadian basin where mixed layer177

depths usually range between 8-20 m (Peralta-Ferriz & Woodgate, 2015). At this sea-178

son, the salinity profile is strongly stratified below the mixed layer. At 21-m depth is a179

near surface temperature maximum (NSTM) of -1°C. The latter forms when surface wa-180

ters are heated during summer and are trapped beneath the colder mixed layer in win-181

ter (Jackson et al., 2010). At approximately 41-m depth is a temperature minimum of182

-1.2°C, which corresponds to the remnant of the winter mixed layer, overlying another183

local temperature maximum of 0.1°C called the Pacific Summer Water (PSW), which184
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originates from the Chukchi Sea (Jackson et al., 2010). We run the simulations from Au-185

gust 1 to June 30 (total of 11 months) to cover the open water and freezing periods.186

We use climatological seasonal forcing in order to simulate an average year, rep-187

resentative of the 2005-2015 period. The climatological atmospheric forcing is obtained188

from the latest version of the Drakkar Forcing Set (version 5.2 built from ERA-I reanal-189

ysis data; Dussin et al., 2016). At the BGEPA position, we calculate the 2005-2015 daily190

climatologies for the 2-m air temperature and humidity, as well as the downward short-191

wave and longwave radiation at the sea surface. The latter are then smoothed with a192

21-day centered moving average in order to remove the higher frequency variability (Fig-193

ure 1d). We set the rain and snow forcings as constants (yearly means of the 2005-2015194

climatology): 6.5×10−6 kg.m−2.s−1 for rain and 3.3×10−6 kg.m−2.s−1 for snow. The195

simulation is initialized with no sea ice. For the reference run, we set the wind speed as196

constant to 4 m/s, which is representative of the mean winds observed over the Arctic197

(Lindsay et al., 2014).198

2.2.2 Sensitivity to wind storms199

Our objective is to test the sensitivity of the mixed layer and sea ice conditions to200

wind anomalies, representing open water storms passing by the BGEPA mooring in sum-201

mer or fall. We perform a large number of runs (245 in total), hereafter referred to as202

the ’1D ensemble’. Only the wind forcing is modified from run to run. It remains con-203

stant throughout the runs, with a background value of 4 m/s, similar to the reference204

run, except for a specific period during which we apply a wind anomaly, that we refer205

to as ’storm’ throughout the study. Then, the wind forcing increases instantly, follow-206

ing a rectangular window function shape (Figure 1e).207

We test the sensitivity to a number of absolute magnitudes (6, 9, 12, 15, 18, 21 or208

24 m/s), durations (3, 6, 12, 24, 48, 96 or 192 hours), and dates of storm ranging between209

August 1 and October 1 with two week intervals (i.e. 5 different dates). Figure 1e shows210

the wind forcing corresponding to a 4-day storm starting on September 1 with a 15 m/s211

magnitude. From the duration and magnitude, we calculate the storm momentum pstorm212

as the integral of the storm kinetic energy k over time,213

pstorm =

∫ t+dt

t

k(t) dt =

∫ t+dt

t

ρaU10
2(t) dt. (4)

3 Storm impacts on mixed layer and sea ice properties214

3.1 Case study215

We begin by quantifying the immediate and seasonal impacts of one storm forced216

on August 15, for 4 days, with a magnitude of 15 m/s (referred hereafter as the ’storm217

run’). We compare results to the reference run.218

In the reference run, the heat flux at the ocean surface remains positive until Septem-219

ber 7 (Figure 2a), indicating that the surface layer is gaining heat from the atmosphere.220

After this date, the heat flux reverses sign and the surface layer begins to lose heat to221

the atmosphere. In the storm run, the wind forcing induces a decrease of the surface heat222

flux during the 4-day storm; between August 15 and 19, it is around 42 W.m−2, 10 W.m−2
223

less than in the reference run (Figure 2a). After the storm, however, the heat flux be-224

comes larger than in the reference run, by approximately 13 W.m−2, meaning the ocean225

takes up more heat than in the reference run. This difference gets smaller over the course226

of the run. The heat flux continues to decrease and reverses sign on September 11, 4 days227

later than in the reference run.228
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When the ocean surface temperature reaches the freezing point temperature, ice229

can form (e.g., Leppäranta, 1993). In the reference run, ice formation occurs on Octo-230

ber 5, while in the storm run, ice formation is delayed by 5 days (Figure 2b,c). The sur-231

face heat flux decreases immediately by one order of magnitude when ice forms in both232

runs (Figure 2a). Note that the oscillations in heat flux visible from October onwards233

are artefacts of the model discretization (see section 5.1). The sea ice concentration reaches234

100% in a few days (Figure 2c), and the sea ice thickness reaches its maximum on June235

6 for both runs. At this date, the surface heat flux becomes positive again, marking the236

end of the freezing period (Figure 2a). Sea ice is slightly thicker in the storm run on June237

6 (+2 cm, i.e. +1%).238

Associated with these changes at the ocean surface are changes in the mixed layer239

properties. The mixed layer is initially 13.5 m deep and remains relatively constant at240

the beginning of the reference run (Figure 3a,d). In the storm run, the storm forces a241

nearly instantaneous 10 m deepening of the mixed layer (Figure 3b,e). It then remains242

relatively constant. When ice forms, the mixed layer is still approximately 10 m thicker243

in the storm run than in the reference run. During the freezing period, the mixed layer244

continuously deepens. On June 6, the mixed layer depths in both runs are very similar245

(+1 m in the storm run).246

The mixed layer temperature in the reference run increases between August 1 and247

September 1 (from -1.23°C to its maximum value of 0.83°C; Figure 3c), before decreas-248

ing to reach the freezing point temperature on the ice formation date (-1.43°C on Oc-249

tober 5). The mixed layer remains close to the freezing point temperature during the rest250

of the freezing period. The drivers of the mixed layer temperature variations are further251

investigated in section 4.1. In the storm run, the mixed layer temperature is cooled by252

the storm from 0.25°C to 0.17°C. The maximum temperature occurs 6 days later than253

in the reference run and is 0.46°C colder. The salinity increases from 26.4 to 26.9 psu254

due to the vertical entrainment of saltier water from below the mixed layer during the255

storm. This yields a 0.5 psu difference between the two runs on the respective ice for-256

mation dates, meaning that ice forms at a slightly lower freezing point temperature in257

the storm run (-1.45°C on October 10, see section 4.1). During the freezing period, the258

mixed layer temperature and salinity of the storm run converge towards the values of259

the reference run.260

To summarize, the August storm deepens, cools, and increases the salinity of the261

mixed layer, resulting in a lower freezing point temperature. The storm’s impact on the262

mixed layer leads to a delay of ice formation. Sea ice then forms more rapidly to reach263

a slightly higher sea ice thickness maximum in June, although the freezing period is shorter.264

3.2 1D ensemble265

We now expand our analysis to the large variety of storms tested in our 1D ensem-266

ble, in order to quantify the impact on sea ice as a function of the storm properties. We267

begin by examining the freeze-up date and the value of the sea ice thickness maximum268

reached at the end of the freezing period. Almost all the runs present an ice formation269

date that is delayed compared to the reference run for which ice forms on October 5 (Fig-270

ure 4). The largest delay is of two weeks for the run with the strongest August 1 storm.271

The sea ice thickness maxima vary between 2 m and 2.11 m around the reference run272

sea ice thickness maximum of 2.01 m (up to a 5% change). For different storms of the273

same momentum, an earlier storm results in a later ice formation date, and a later storm274

results in a higher maximum sea ice thickness. Increasing storm momentum results in275

a later ice formation date and higher maximum ice thickness. There is a significant cor-276

relation (R2 ≥ 0.88) between ice thickness and ice formation date, for storms occur-277

ring in August and September: the later ice forms, the thicker sea ice this yields.278
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4 Storm-induced delay in sea ice formation279

4.1 Case study280

In this section, we perform a mixed layer temperature budget in order to decipher281

the different processes at play during the storm and quantify their relative importance.282

The rate of change of the mixed layer temperature evolves as (Vialard & Delecluse, 1998):283

∂tTm =
Qnet

ρ0Cph︸ ︷︷ ︸
1

+
Kz∂zT

h

∣∣∣∣
h︸ ︷︷ ︸

2

+ ∂th
Th − Tm

h︸ ︷︷ ︸
3

, (5)

with Tm the mean mixed layer temperature, Qnet the total surface heat flux into the mixed284

layer, Cp the specific heat of sea water equal to 3992 J.kg−1.K−1, Kz the vertical eddy285

diffusivity, T the temperature (which both vary with depth), ∂th the entrainment ve-286

locity at the base of the mixed layer (equal to 0 m/s when the mixed layer depth is con-287

stant or when it shoals), and Th the temperature at the base of the mixed layer. Note288

that because summer mixed layers are shallow in the Beaufort Sea (∼ 10 m; Peralta-Ferriz289

& Woodgate, 2015), part of the solar/shortwave radiation penetrates deeper than the290

mixed layer and does not contribute to heating it. Therefore Qnet does not include this291

portion of the solar/shortwave radiation (Paulson & Simpson, 1977), and is equal to the292

total heat flux at the ocean surface Qs (solar/shortwave radiation, non-solar/longwave293

radiation, latent and sensible heat fluxes), minus the penetrative part of Qs below the294

mixed layer. Term 1 represents the change in mixed layer temperature due to the total295

surface heat flux into the mixed layer. Term 2 represents the change in mixed layer tem-296

perature due to the vertical turbulent flux at the base of the mixed layer. Term 3 rep-297

resents the change in mixed layer temperature due to the heat flux resulting from ver-298

tical entrainment at the base of the mixed layer.299

In the reference and storm runs, from the beginning of the run to the October freeze-300

up, the evolution of mixed layer temperature (Figure 5b) is primarily driven by the at-301

mospheric forcing at the ocean surface (Figure 5c). The rate of change of mixed layer302

temperature (Figure 5a) decreases approximately linearly and goes from positive to neg-303

ative, following the same trend as the effect of surface heat flux, with the same ampli-304

tude (Figure 5c). In the reference run, the processes at the base of the mixed layer (ver-305

tical entrainment and vertical diffusion; Figure 5e,g) play a minor role for the mixed layer306

temperature evolution. Vertical entrainment is equal to zero, and vertical diffusion is two307

to three orders of magnitude smaller than the effect of surface processes. During the storm,308

the mixed layer temperature decrease (Figure 5b) is mainly due to the processes at the309

base of the mixed layer that force a cooling (Figure 5e,g), due to the presence of colder310

waters below the mixed layer (Figure 3). The vertical entrainment and vertical diffusion311

contribute to a cooling of -0.3°C and -0.5°C, respectively, during the storm. After the312

storm, the rate of change of mixed layer temperature is slower in the storm run due a313

weaker effect of the surface heat flux on the mixed layer (Figure 5c).314

To better explain the delay is sea ice formation in the storm run, we calculate the315

integrated mixed layer heat content for both runs following Davis et al. (2016):316

HC = ρ0Cp

∫ h

0

[T (z, t)− TFP(z, t)] dz, (6)

with TFP the freezing point temperature.317

As the storm deepens the mixed layer and lowers the freezing point (Figure 5d,f),318

it also contributes to an increase in the mixed layer heat content (Figure 5h), despite the319

reduction in mixed layer temperature (Figure 5b). The mixed layer heat content reaches320
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1.7×108 J.m−2 at its maximum on September 7, compared to 1.2×108 J.m−2 on Septem-321

ber 1 in the reference run. This increase is to first order driven by the increase in mixed322

layer depth rather than the decrease in freezing point temperature. They respectively323

contribute to +130% and +2% of the increase in mixed layer heat content, while the cool-324

ing of the mixed layer contributes to -32%. Because of this increase of mixed layer heat325

content in the storm run, the effect of surface heat flux on the mixed layer is weaker (Fig-326

ure 5c). Consequently, the mixed layer takes longer to lose its heat during the fall sea-327

son. In addition, as a result of increased salinity in the mixed layer, the freezing point328

is lower in the storm run (Figure 3f). The mixed layer therefore reaches the freezing point329

temperature later (Figure 5b,d). This leads to a delay in the date of freeze-up. Note that330

the heat content does not reach exactly 0 J.m−2 here because the temperature is not ex-331

actly at the freezing point at lower levels in the mixed layer.332

4.2 1D ensemble333

We now calculate the integrated mixed layer heat content from the beginning of334

the run to the ice formation date, for all 245 runs, as follows:335

HCint
=

∫ tfreeze

t0

HC dt, (7)

with t0 the beginning of the run on August 1, and tfreeze the ice formation date in Oc-336

tober, which varies between the runs. Runs with larger storm momentum are runs with337

larger integrated mixed layer heat content (as large as 1.6×1015 J.s.m−2, which is 3.2338

times more than in the reference run; Figure 6). This result is sensitive to storm date:339

runs with a storm occurring in August result in the largest integrated mixed layer heat340

contents. The sensitivity to storm momentum is attributed to the fact that stronger storms341

cause a greater deepening of the mixed layer, resulting in a larger increase in heat con-342

tent. This effect outweighs the cooling effect of the storm. The sensitivity to storm date343

is because storms in August result in a longer exposure of the thickened mixed layer to344

surface heating, allowing for greater heat content increase before the change of sign of345

the surface heat flux.346

5 Storm-induced ice growth347

5.1 Case study348

In this section, we focus on the freezing period, in order to understand why sea ice349

forms more rapidly in the storm run during this period, in response to a storm occur-350

ring during the open water period.351

At the beginning of October, sea ice is thinner in the storm run than in the ref-352

erence run (Figure 7a), due to the earlier ice formation in the reference run. By the end353

of November, the sea ice is thicker in the storm run and remains so, leading to an ex-354

tra 2 cm of sea ice at the end of the freezing period (Figure 7a). We quantify the ice for-355

mation rate eice as356

eice =
hmax

tmelt − tfreeze
, (8)

with hmax the sea ice thickness maximum at the end of the freezing period, and tmelt the357

ice melt date in June which corresponds to the date of sea ice thickness maximum. The358

ice formation rate is of 8.45 mm/day and 8.25 mm/day for the storm and reference runs,359

respectively. Concomitantly, the mixed layers in both runs deepen over the course of the360
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freezing period (Figure 7b), with a smaller deepening in the storm run (17 m compared361

to 25 m in the reference run).362

For the mixed layer temperature budget of both runs, we only show the effect of363

vertical entrainment on the rate of change of mixed layer temperature as it is the largest364

contribution during the freezing period (Figure 7c). When the mixed layer deepens by365

a depth bin of 1 m (Figure 7b), the effect of vertical entrainment on the rate of change366

of mixed layer temperature increases during that time step (reaching values on the or-367

der of 1×10−6 °C/s), and becomes the dominant term of the budget (by one and two368

orders of magnitude; not shown). This causes the mixed layer to warm (peaks in Fig-369

ure 7d), due to the presence of warmer waters below the mixed layer (Figure 3). When370

warm waters are entrained into the mixed layer and the surface temperature suddenly371

increases, this causes a deviation from the surface freezing point temperature (Figure 7d).372

The surface temperature then converges back to the freezing point as the surface heat373

flux is negative (Figure 2a), which allows ice to grow again. When the mixed layer depth374

does not vary, the effect of the surface heat flux is the dominant term (not shown).375

Given that the mixed layer depth changes less over the course of the freezing pe-376

riod in the storm run than the reference run (Figure 7b), the cumulative effect of the ver-377

tical entrainment is smaller (by a factor of 2; Figure 7c). The storm run presents fewer378

deviations from the freezing point, allowing ice to form more rapidly (0.20 mm/day dif-379

ference), explaining why sea ice is thicker at the end of the freezing period in this run.380

Note that the steps and peaks in the time series of Figure 7 are a consequence of the model381

discretization.382

5.2 1D ensemble383

We then investigate how this result is sensitive to the properties of the storm. In384

all 245 runs, we calculate the total energy into the mixed layer from vertical entrainment385

EVE as follows:386

EVE = ρ0Cp

∫ tmelt

tfreeze

∂th (Th − Tm) dt. (9)

Sea ice thickness maximum is anti-correlated with the cumulative energy into the mixed387

layer due to the vertical entrainment (R² = 0.84; Figure 8a). It is also correlated with388

the mixed layer depth on ice formation date (R² = 0.88; Figure 8b), which in turn de-389

pends on the momentum of the storm. These correlations mean that the stronger the390

storm is, the thicker mixed layer it sets, the less energy is entrained in the mixed layer391

after ice formation begins, and the thicker the sea ice can grow. Note that these corre-392

lations seem independent from the date of storm and only significantly dependent on the393

storm momentum as it sets the mixed layer depth to first order. The heat of fusion is394

∼ 330 kJ/kg, which means that an input of 3.3 MJ of energy into the mixed layer would395

prevent 1 cm of ice formation. We integrate each term of equation 5 between tfreeze and396

tmelt and estimate that one third of the energy that is entrained into the mixed layer af-397

fects the formation of the ice and two thirds are released to the atmosphere.398

6 Mechanical and buoyancy forcing during the storm399

In this section, we quantify the relative contributions of the surface forcing in driv-400

ing the changes in mixed layer depth during and after the storms. The latter are: buoy-401

ancy (heat and freshwater fluxes at the ocean surface), wind, and waves (wave break-402

ing, Stokes drift, and Langmuir turbulence). We use the same framework as Belcher et403

al. (2012) to calculate the scaled production terms of the TKE equation (equation 2).404

In our 1D model, the wave-forced production term is proportional to the wind-forced pro-405
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duction term of TKE by a factor of approximately 12, due to the model parametriza-406

tion (see section 2.1). We therefore combine these two effects into one scaled term re-407

ferred to as the ’mechanical-forced production of TKE’. The scaled production terms of408

TKE are as follows:409

Bs = BHF +BFWF = −gα
Qs

ρsCp
+ gβ Fw

s Ss, (10)

Wd +Ws =
u3
∗
h

+
u2
∗uSD0

h
, (11)

where the buoyancy-forced production term Bs is defined as the sum of the heat BHF410

and freshwater BFWF fluxes contributions to the buoyancy flux, with α the thermal ex-411

pansion coefficient, ρs the surface density, β the haline contraction coefficient, Fw
s the412

freshwater flux at the ocean surface and Ss the surface salinity. The wind and wave-forced413

production terms are Wd and Ws, respectively, and their sum is the mechanical-forced414

production term of TKE. The friction velocity in water is defined as: u∗ =
√
|τ |/ρs.415

From this framework, we compute the ratio of buoyancy to mechanical-forced produc-416

tion of TKE.417

6.1 Case study418

We first examine the open water period. In the reference run, Bs is negative from419

August 1 to September 7, and positive after September 7 (Figure 9c; note that a neg-420

ative buoyancy-forced production of TKE is a destruction of TKE). This term is to first421

order driven by the heat flux contribution during the open water period (Figure 9a). As422

discussed in section 3.1, the surface layer gains heat and becomes more buoyant until the423

end of summer. When the surface heat flux changes sign in September (Figure 2a), the424

ocean releases heat, the surface cools and loses buoyancy and the mixed layer deepens.425

During the storm, the buoyancy-forced destruction of TKE is reduced (from Bs = −5.5×426

10−9 to Bs = −1.2×10−9 W/kg; Figure 9c) as the storm drives an increase of the heat427

and freshwater flux contributions to Bs (due to increased latent and sensible fluxes, and428

increased evaporation; Figure 9a). After the storm, Bs is larger than in the reference run429

due to the decrease of mixed layer temperature (Figure 5b) which increases the sensi-430

ble heat flux at the surface. The change of sign of Bs in the storm run happens on Septem-431

ber 12 with a 4-day delay compared to the reference run. Bs eventually becomes larger432

than in the reference run on September 22, for the same reasons as right after the storm.433

The mechanical-forced production of TKE remains relatively constant in the ref-434

erence run (Figure 9e), consistent with the constant wind forcing. In the storm run, it435

experiences a significant increase during the storm (from 1.3×10−7 to 8.4×10−6 W/kg),436

as the latter generates TKE within the mixed layer. After the storm, it decreases and437

stabilizes at lower values than in the reference run. Despite the mechanical forcing re-438

maining unchanged from before the storm, it acts over a thicker mixed layer after the439

storm. This results in a weaker shear, leading to reduced TKE generation.440

The mechanical-forced production of TKE is always greater than the buoyancy-441

forced production or destruction of TKE (Figure 9g). It therefore drives, at first order,442

the changes in mixed layer depth during the open water period. This is especially true443

during the storm when the mechanical-forced production of TKE is 3 orders of magni-444

tude larger than the buoyancy-forced production. After the storm, the ratio is larger than445

in the reference run because the buoyancy-forced production and the mechanical-forced446

production terms are lower and larger respectively, as discussed above.447

During the freezing period, the wave forcing is zero as soon as the sea ice concen-448

tration reaches 25% (section 2.1). We therefore only present results for the buoyancy and449
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wind-forced productions of TKE (Figure 9d,f). In contrast to the open water period, the450

buoyancy-forced production of TKE (Figure 9d) is to first order driven by the freshwa-451

ter flux contribution (the heat flux contribution is two orders of magnitude smaller and452

is therefore barely visible on Figure 9b). This is due to brine rejection which decreases453

the buoyancy at the surface and generates convective mixing. The freshwater flux is stronger454

in the storm run, especially in October when ice is forming more rapidly (section 5.1).455

The wind-forced production term of TKE is lower in the storm run (Figure 9f) similarly456

as during the open water period, due to the thicker mixed layer generated by the storm.457

The buoyancy-forced production is larger by 3 orders of magnitude than the wind-458

forced production of TKE (Figure 9h), due to a strong reduction of the surface stress459

in the presence of ice. In contrast to the open water period, it is therefore the buoyancy460

forcing essentially driving the changes in mixed layer depth during the freezing period.461

The ratio is larger in the storm run because the wind-forced production term of TKE462

is lower than in the reference run due to the difference in mixed layer thicknesses.463

6.2 1D ensemble464

We integrated the TKE production terms in time, during the open water period,465

and the freezing period (not shown). In all runs, similarly to the storm run, the net ef-466

fect of buoyancy forcing on TKE production during the open water period was less than467

approximately 1% of that of mechanical forcing. Conversely, during the freezing period,468

buoyancy forcing typically contributed between 50 and 700 times more to TKE produc-469

tion than wind-forcing.470

7 Sensitivity to different initial profiles representative of future con-471

ditions for the Canadian Basin472

Observational studies have documented a stronger Canadian Basin (Rosenblum et473

al., 2022) and pan-Arctic stratification in summer (Peralta-Ferriz & Woodgate, 2015).474

With stronger sea ice melt, especially in summer, and increased freshwater input from475

river runoff, along with a projected increase by approximately 30% of precipitations mi-476

nus evaporation by 2050 (e.g., Notz & Community, 2020; Haine et al., 2015), the Cana-477

dian Basin is likely shifting towards a more stratified ocean, at least during summer. In478

this section, we explore if the impact of a given storm is sensitive to the stratification479

on which it applies. To that end, we conduct the same ensemble of runs described in sec-480

tion 2.2, but with initial conditions that are representative of a more stratified Canadian481

Basin. The initial profiles are the mean of four CTD casts located within 1° of latitude482

and 3.3° of longitude of the BGEPA mooring, from August 2007 (Figure 10). We choose483

this date because of the presence of a very shallow mixed layer of 1 m, and a strong sur-484

face stratification, likely originating from the increased sea ice melt that occurred in 2007485

(Stroeve et al., 2008). For the years with CTD data near the mooring in August (2005,486

2006, 2007, 2012, 2013 and 2021), only 2007 had such a strong surface stratification. For487

this initial condition, the NSTM is 10 m shallower and 1°C warmer compared to the ini-488

tial condition used in the 1D ensemble. The surface temperature is also 0.8°C warmer,489

meaning that the top 30 m of the ocean contain more heat in this case.490

7.1 NSS case study491

In the reference run of this near-surface stratification (NSS) ensemble of runs (re-492

ferred to as ’NSS reference run’), the high stratification is not maintained very long (Fig-493

ure 11a,d): 9 hours after the beginning of the run, the mixed layer increases by 1 m. It494

then deepens gradually and reaches 6.5 m on September 29 (ice formation date), which495

is 6 m shallower than the mixed layer in the previous reference run (12.5 m on ice for-496

mation date).497
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In the example storm run of the NSS ensemble (referred to as ’NSS storm run’),498

the mixed layer deepens rapidly on August 15 from 5.5 to 19.5 m (Figure 11b,e). The499

relative deepening induced by the storm in this run is larger here than in the storm run500

studied in sections 3 to 6 (14 m deepening compared to 11 m). Nevertheless, the mixed501

layer depth is still shallower after the storm in the NSS storm run. This is also the case502

on the ice formation date (15.5 m compared to 20.5 m in the previous storm run). Sea503

ice forms on September 29 in the NSS reference run, while in the NSS storm run, ice for-504

mation is delayed by 9 days (Figure 11), which is twice the delay between the previous505

reference and storm runs. With a different initial stratification, the delay in sea ice for-506

mation caused by the same storm is therefore significantly longer.507

7.2 NSS ensemble508

In this section we present results for a smaller number of runs for the NSS ensem-509

ble (196 compared to 245 runs in the 1D ensemble) as we do not force storms on Octo-510

ber 1 because ice has already formed at this date in the NSS reference run. We find that511

this is because mixed layers in the NSS ensemble experience a greater cooling in fall (e.g.,512

Figure 11c) than in the 1D ensemble, as they are thinner during the open water period.513

For same Qnet, if h is smaller, the change in mixed layer temperature due to the total514

surface heat flux is greater (term 1 in equation 5). This leads to earlier ice formation date515

in the NSS reference run and in runs with a low momentum storm.516

When generalizing to all runs, we find that the storm impacts studied in the 1D517

ensemble are similar for the NSS ensemble, but amplified. The ice formation dates are518

delayed for the runs with a storm, and the stronger the storm is, the longer the delay519

(Figure 12a). The maximum delay is of 20 days, which is 5 days more than in the 1D520

ensemble. The largest integrated heat content (1.6 × 1015 J.s.m−2; Figure 12b) is 6.2521

times greater than the integrated heat content in the NSS reference run, which is twice522

as much increase than found in the 1D ensemble (although the storm-induced cooling523

for this NSS run is even larger: -1°C compared to -0.2 °C for the corresponding storm524

run in the 1D ensemble). This is due to the larger differences in mixed layer thicknesses525

after the storm, between the NSS runs with a storm and the NSS reference run. The mixed526

layers of these runs therefore experience a longer decrease of mixed layer heat content.527

The freezing point temperature is consequently reached with a longer delay in the NSS528

ensemble than in the 1D ensemble. Note that although the initial temperature profile529

for the NSS ensemble is warmer in the top 30 m (Figure 10), the integrated mixed layer530

heat content in NSS reference run (Figure 12b) is 0.2×1015 J.s.m−2 smaller than in the531

previous reference run (Figure 6), due to a thinner mixed layer throughout the run. The532

temperature of the initial profile therefore does not play an important role here, it is rather533

the thickness of the mixed layer that sets the mixed layer heat content.534

In the NSS ensemble, we again find that the storms allow for an increase of the sea535

ice thickness maxima compared to the NSS reference run (values range between 1.99 and536

2.13 m compared to 1.99 m in the NSS reference run), and the later the storm happens,537

the stronger this effect is (Figure 12a). The maximum difference is of 14 cm (4 cm more538

than in the 1D ensemble). This is again due to the deeper mixed layers after the storm539

compared to the NSS reference run in the NSS ensemble: they prevent warm water en-540

trainment and favour sea ice growth (as studied in section 5). Correlation coefficients541

between the sea ice thickness maxima and the ice formation dates are again significant542

(R2 ≥ 0.91).543

Results for the NSS ensemble suggest that in the case of strongly stratified water544

column, if a storm passes, the consequences on the date of sea ice formation may be even545

more important than in the case of a water column with a deeper mixed layer. For this546

type of stratification, storms can yield a faster sea ice growth compared to the case with547

a deeper mixed layer.548
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8 Conclusion549

In this paper, we used a 1D ice-ocean coupled model and forced individual storms550

characterized by varying properties (storm date, intensity, and duration), to investigate551

how these events impact the seasonal dynamics. We showed that the date of freeze-up552

in the fall is delayed when a storm occurs during the open water period, compared to553

a reference run with no storm. The delay can be up to 20 days depending on the initial554

stratification and the storm properties. This result is significant compared to the inter-555

annual variability in sea ice formation date, which was reported to be on the order of556

days at the center of the Beaufort Sea between 2003 and 2018 (Lin et al., 2022). This557

delay is caused by a storm-induced increase of the mixed layer heat content (although558

the mixed layer cools), primarily due to the deepening of the mixed layer by the mechan-559

ical forcing of the storm. The delay in sea ice formation is greater when storms are stronger560

as they force an important deepening of the mixed layer, and when storms occur ear-561

lier in summer. The deep mixed layers generated by early-summer storms are heated by562

the atmospheric forcing until the surface heat flux changes sign at the end of summer.563

This allows for higher heat contents than the runs with storms happening later in sum-564

mer.565

After the storm, the mixed layer remains deep, preventing warm water entrainment566

into the mixed layer during the freezing period. Ice therefore grows faster: it can pro-567

duce up to 14 cm extra sea ice by the end of the freezing period for a 47.5 m mixed layer568

run (at freeze-up date) compared to a 6.5 m mixed layer run. As the momentum of the569

storm drives a mixed layer thickness anomaly before the beginning of the freezing pe-570

riod, stronger momentum storms allow for longer delays in sea ice formation and stronger571

ice growth. Over the period 2003-2011, the interannual variations of sea ice thickness max-572

ima at the BGEPA mooring are up to 1 m (Krishfield et al., 2014). Our results suggest573

that one storm can contribute up to approximately 10% of the interannual variability,574

which highlights the potential important effect that a short term event can have on the575

seasonal cycle of sea ice.576

Short-term storm-generated changes in the mixed layer properties have been pre-577

viously observed in the Beaufort Sea by Smith et al. (2018). Their study takes place later578

than ours (in mid-October), when the stratification presents warm waters below a cold579

mixed layer and ice has already formed. They measured a release of heat of 10 MJ.m−2
580

and a 5 m mixed layer deepening due to a 3-day wind and wave event (up to 20 m/s and581

greater than 4 m, respectively). This caused the melt of the pancake ice present prior582

the event, ice then re-formed a few days later. For an October 1 storm of comparable583

duration and magnitude from our study, our model suggests that the mixed layer is deep-584

ened by 20 m, and the freeze-up delay is of 4 days. This leads to a formation of an ex-585

tra 6 cm of ice at the end of the freezing period. Albeit acting on a different stratifica-586

tion, our results suggest that the event described by Smith et al. (2018) could have re-587

sulted in a significant sea ice thickening at the end of the freezing season.588

Although we are confident that the dominant dynamical balance is captured by the589

1D model we used, some limitations remain which merit further exploration. In this con-590

figuration we use a parametrization of the waves as a function of the wind speed which591

is unable to capture the effects of varying fetch. Advective processes for the sea ice and592

the ocean are not represented in a 1D configuration, and our results may change when593

adding them. For example, zones of increased mixed layer heat content or anomalies in594

sea ice thickness caused by storms could be advected and potentially dissipated by hor-595

izontal movement in the months that follow. Upper ocean mixing generated by small-596

scale frontal structures, filaments and eddies (e.g., Brenner et al., 2020) are also not cap-597

tured by the 1D configuration. Storms could have a spatially variable impact on the mixed598

layer and the sea ice, depending on the 3D imprint of the event (Clancy et al., 2022).599

Therefore, using a 3D configuration and a 2D representation of a storm (shape and track)600

to investigate its seasonal effects on the ocean and sea ice, would allow testing the vari-601
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ability of these results in a more realistic set up. The focus of our work was to under-602

stand the effects of forcing by wind events. However, storms also have impacts on other603

atmospheric variables such as heat flux and precipitation. For example, Finocchio and604

Doyle (2021) showed that changes in cloud cover and shortwave flux associated with sum-605

mer Arctic cyclones could affect sea ice locally. The atmospheric forcing could therefore606

be adapted to more realistically simulate Arctic cyclones. Finally, this study could also607

be expanded by testing the sensitivity of the results when multiple storms are forced dur-608

ing the open water period.609

The significant wave height and its extremes in the Arctic Ocean are expected to610

increase in the future, driven by the loss of sea ice (Khon et al., 2014; Casas-Prat et al.,611

2018). Studies project increasing trends of wind speeds over the 21st century (Vavrus612

& Alkama, 2021), cyclone frequency could increase in summer (Day et al., 2018). In the613

context of declining sea ice, the surface mechanical forcing will likely increase in mag-614

nitude and extent, potentially changing the ocean stratification during the open water615

period. We therefore suggest that the processes presented in this study may become of616

greater importance in the future, and drive changes in seasonal sea ice evolution.617

Open Research Section618

The NEMO1D configuration is based on the version 4.2 of the NEMO code, that619

can be downloaded at: https://forge.nemo-ocean.eu/nemo/nemo/-/releases/4.2.1. The620

sea ice concentration data is from EUMETSAT Ocean and Sea Ice Satellite Application621

Facility (OSI SAF) and can be downloaded at: https://osi-saf.eumetsat.int/products/sea-622

ice-products. The BGEPA mooring data and CTD cast data are made available at:623

https://www2.whoi.edu/site/beaufortgyre/data/mooring-data/mooring-data-description/.624

The Drakkar Forcing Set 5.2 data can be downloaded at: https://www.drakkar-ocean.eu/forcing-625

the-ocean.626
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Figure 1. (a) Position of the Beaufort Gyre Exploration Project mooring A (BGEPA) in the

Beaufort Sea (red dot). The colored lines represent the mean sea ice edges (defined as the 15%

sea ice concentration contour) for September 2007, 2012 and 2014 (yellow, blue and magenta lines

respectively), obtained from the EUMETSAT Ocean and Sea Ice Satellite Application Facility

(OSI SAF). (b) Initial temperature and salinity profiles (respectively red, bottom x-axis and blue,

top x-axis) which are the mean of the 4 temperature and salinity CTD casts plotted in thin red

and blue, respectively. (c) Zoom on the top 80 m of the profiles shown in (b). (d) Climatological

seasonal cycle of the atmospheric forcing: 2-m air temperature and humidity (blue and green

respectively), downward shortwave and downward longwave radiations at the sea surface (purple

and orange respectively and black y-axis on the right). (e) Wind forcing used for the reference

run (red dashed line) and for the storm run presented in sections 3 to 6 (cyan line).

Figure 2. Time series of (a) the heat flux at the ocean surface, (b) sea ice thickness, and (c)

sea ice concentration, for the reference and storm runs (red and cyan respectively). A positive

heat flux is downward. The orange shading indicates the period of the storm. The vertical red

and cyan lines represent the ice formation dates in the reference and storm runs respectively.

Figure 3. Time-depth diagrams of the temperature and salinity for (a, d) the reference run

and (b, e) the storm run. The mixed layer depths are indicated in grey. The vertical orange lines

indicate the beginning of the storm. The vertical dashed lines represent the ice formation dates

in the reference and storm runs (red and cyan respectively). The vertical dotted lines represent

the ice melt dates in the reference and storm runs (red and cyan respectively). (c, f) Time series

of the mixed layer temperature and salinity for the reference and storm runs (red and cyan re-

spectively). The orange shadings indicate the period of the storm, the vertical lines are the same

as in the previous panels.

Figure 4. Sea ice thickness maximum plotted as a function of the ice formation date in each

run of the 1D ensemble. The color of each dot indicates the date of the storm and its size its

total momentum. The results for the reference and storm runs are shown with the red and black

crosses, respectively.

Figure 5. Time series for the open water period of the mixed layer temperature budget with

(a) the rate of change of mixed layer temperature, (c) the effect of surface heat flux, (e) the effect

of vertical entrainment from below the mixed layer, and (g) the effect of vertical turbulent diffu-

sive flux. Panels (a, c, e and g) also present the cumulative effect of the terms (colored shading

and grey y-axis). Time series of (b) the mixed layer temperature, (d) the mixed layer freezing

point temperature, (f) the mixed layer depth, and (h) the mixed layer heat content. The refer-

ence and storm runs are plotted in red and cyan respectively. The orange shadings indicate the

period of the storm. The vertical red and cyan lines represent the ice formation dates in the ref-

erence and storm runs respectively.
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Figure 6. Integrated mixed layer heat content during the open water period plotted as a

function of storm momentum in each run of the 1D ensemble. The color of each dot indicates the

date of the storm. The results for the reference and storm runs are shown with the red and black

crosses, respectively.

Figure 7. Time series for the freezing period of: (a) the sea ice thickness difference between

the reference and storm runs, (b) the mixed layer depth, (c) the effect of vertical entrainment

heat flux (dominant term of the mixed layer temperature budget), along with its cumulative

effect (colored shading and grey y-axis), and (d) the surface temperature and surface freezing

point temperature (estimated from the surface salinity). The time series for the reference and

storm runs are plotted in red and cyan respectively. Vertical red and cyan lines represent the ice

formation dates in the reference and storm runs respectively.

Figure 8. Sea ice thickness maximum plotted as a function of (a) the total energy into the

mixed layer from vertical entrainment during the freezing period, and as a function of (b) the

mixed layer depth on the ice formation date, in each run of the 1D ensemble. The color of each

dot indicates the date of the storm and its size its total momentum. The results for the reference

and storm runs are shown with the red and black crosses, respectively.

Figure 9. Time series of the different contributions to the production of TKE for the refer-

ence and storm runs (red and cyan respectively) during (left) the open water period and (right)

the freezing period: (a, b) heat and freshwater contributions (plain and dashed lines respec-

tively) to the buoyancy-forced production of TKE (c, d) buoyancy-forced production of TKE, (e)

mechanical-forced production of TKE (sum of Wd and Ws), (f) wind-forced production of TKE

(g, h) ratio of buoyancy to mechanical-forced productions of TKE. The orange shadings indicate

the period of the storm. The vertical red and cyan lines represent the ice formation dates in the

reference and storm runs respectively.

Figure 10. (a) Initial temperature and salinity profiles (respectively red, bottom x-axis and

blue, top x-axis) used in the NSS ensemble. The initial profiles used in the 1D ensemble are plot-

ted in dashed lines for comparison. (b) Zoom on the top 80 m of the profiles shown in (a).

Figure 11. Same as Figure 3 but for the NSS case.

Figure 12. (a) Sea ice thickness maximum plotted as a function of the ice formation date in

each run of the NSS ensemble. The size of each dot indicates the momentum of the storm. (b)

Integrated mixed layer heat content during the open water period plotted as a function of storm

momentum for each run of the NSS ensemble. For both panels, the color of each dot indicates the

date of the storm. The results for the NSS reference and NSS storm runs are shown with the red

and black crosses, respectively.
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Sensitivity analysis to model numerics and parametrizations

In order to examine how sensitive our results are to the chosen numerics and

parametrizations of our 1D configuration, we conduct a number of runs for which we

vary several key numerical parameters related to wave-induced turbulence. We choose

the run from sections 3 to 6 with a 4-day storm at 15 m/s on August 15, that is initialized

with the temperature and salinity profiles of the 1D ensemble (Figure 1b,c), and vary

these parameters one by one.

The first parameter we test is for the Langmuir circulation parametrization (Axell,

2002). We vary the constant parameter cLC (section 2.1) which must be chosen between

0.15 and 0.54 according to Axell (2002). Following Couvelard et al. (2020) we have used

0.30 in order to better represent the mixed layer depth. We therefore test the sensitivity

of the run to two other values of this constant: 0.15 and 0.54.

The second parameter we test is also for the Langmuir circulation parametrization

which contains the surface Stokes drift, defined as a percentage of the 10-m wind speed:
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αSD = uSD0
/U10 = 1.6% (Li & Garrett, 1993, section 2.1). Results obtained with a

global wave model suggest that the global annual mean of this percentage varies between

0.8 to 1.5% (Rascle et al., 2008). We test the sensitivity of the run to two other values of

this percentage, αSD = 0.8% and 1.2%, in order to cover this range of values.

The third parameter we test is for the wave breaking parametrization (Craig & Banner,

1994; Mellor & Blumberg, 2004): we vary the Craig and Banner (1994) constant of

proportionality αCB which depends on the ”wage age”. According to Mellor and Blumberg

(2004) this constant varies between 57 for mature waves to 146 for younger waves. Here

we have used a constant equal to 100 following their suggestion. We therefore test how

sensitive the run is to two other values of this constant: 57 and 146.

The fourth parameter we test is for the attenuation of the Langmuir circulation in

the presence of ice. The effect of the Langmuir circulation is weighted by the sea ice

concentration between 0 and 25% and cut off for sea ice concentration values greater than

25% (section 2.1). We test how sensitive the run is to an attenuation weighted by the sea

ice concentration between 0 and 10%, and to no attenuation as well.

The fifth test we do is for the penetration of TKE below the mixed layer (Rodgers et

al., 2014) which we turn on or off (eτ = 1 or 0, respectively). This parametrization relies

on the choice of many parameters that are poorly constrained. The runs in this study are

conducted without it to avoid having a redistribution of TKE, meaning that the relative

effect of the storm is more important than with the parametrization turned on.

Results for the sensitivity analysis are given in Figure S1. The red cross corresponds to

the case study run presented in sections 3 to 6 (referred to here as the ’experiment run’).

The values of the parametrizations for this run are: cLC = 0.30, αSD = 1.6%, αCB = 100,
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25% for the sea ice concentration cut off of the effect of the Langmuir circulation, and

eτ = 0. The colored dots represent the runs from the sensitivity analysis. For each run

we change only one parameter from the experiment run.

The sensitivity runs are very close to the experiment run, except for the runs with

eτ = 1 and with cLC = 0.54 (Figure S1). For the runs close to the experiment run, the

ice formation dates and the sea ice thicknesses maximum do not vary much when the

parametrizations are modified (on the order of hours and millimeters respectively). When

compared to the ranges of results that we have found (section 3: 2 weeks and 10 cm

respectively) these results suggest low sensitivity to the choice of parametrizations. The

runs with eτ = 1 and with cLC = 0.54 are significantly different in mixed layer depth

and temperature evolution, especially after the storm (differences of 5-20 m for the mixed

layer depth and on the order of 10−1 °C for the mixed layer temperature). This leads to

differences in ice formation date and sea ice thickness maximum on the order of days and

centimeters respectively. This can be explained by the fact that these parametrization lead

to increased TKE production or redistribution, resulting in deeper mixed layer depths,

thereby accentuating the findings discussed in sections 3 and 7. Therefore we opted for

eτ = 0 and cLC = 0.30 in our study to enhance the relative impact of storms on both the

ocean and sea ice.
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parameter database for geophysical applications. part 1: Wave-current–turbulence

interaction parameters for the open ocean based on traditional parameterizations.

Ocean Modelling , 25 (3), 154-171. doi: https://doi.org/10.1016/j.ocemod.2008.07

.006

Rodgers, K. B., Aumont, O., Mikaloff Fletcher, S. E., Plancherel, Y., Bopp, L., de

Boyer Montégut, C., . . . Wanninkhof, R. (2014, August). Strong sensitivity of

Southern Ocean carbon uptake and nutrient cycling to wind stirring. Biogeosciences ,

11 (15), 4077–4098. doi: https://doi.org/10.5194/bg-11-4077-2014

November 10, 2023, 10:48am



: X - 5

10
-09

10
-10

10
-11

10
-12

10
-13

10
-14

10
-15

Ice formation date [UTC: MM-DD]

2.025

2.030

2.035

2.040

Se
a 

ice
th

ick
ne

ss
 m

ax
 [m

]

(a)

Experiment
cLC = 0.15
cLC = 0.54

SD = 0.8 %
SD = 1.2 %
CB = 57
CB = 146

10 % SIC cut off
No SIC cut off
e  = 1

Experiment
cLC = 0.15
cLC = 0.54

SD = 0.8 %
SD = 1.2 %
CB = 57
CB = 146

10 % SIC cut off
No SIC cut off
e  = 1

0

10

20

30

40

50
M

ixe
d 

la
ye

r
de

pt
h 

[m
]

(b)

Experiment
Storm

08
-01

09
-01

10
-01

11
-01

12
-01

01
-01

02
-01

03
-01

04
-01

05
-01

06
-01

Time [UTC: MM-DD]

1.5

1.0

0.5

0.0

M
ixe

d 
la

ye
r

te
m

pe
ra

tu
re

 [°
C]

(c)

Figure S1. (a) Sea ice thickness maximum as a function of ice formation date. Colours indicate

the parameter or parametrization that is tested: Langmuir circulation (blue dots), Stokes drift

(green dots), and wave breaking parametrizations (red dots), sea ice concentration cut off of

the LC (orange dots), parametrization of redistribution of TKE in the mixed layer (purple dot).

The experiment run from our study is represented with the red cross. The constants of the

parametrizations for this run are: cLC = 0.30, αSD = 1.6%, αCB = 100, 25% for the sea ice

concentration cut off of the Langmuir circulation, and eτ = 0. (b) Time series of mixed layers

depths and (c) mixed layer temperatures. Colours are the same as panel (a). Time series for the

experiment run are dotted red. The orange shading represents the storm duration.
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