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Abstract

Precipitation nowcasting is a crucial element in current weather service systems. Data-driven methods have proven highly

advantageous, due to their flexibility in utilizing detailed initial hydrometeor observations, and their capability to approximate

meteorological dynamics effectively given sufficient training data. However, current data-driven methods often encounter severe

approximation/optimization errors, rendering their predictions and associated uncertainty estimates unreliable. Here we develop

a probabilistic diffusion model-based precipitation nowcasting methodology, overcoming the notorious blurriness and mode

collapse issues in existing practices. Our approach results in a 3.7% improvement in continuous ranked probability score

compared to state-of-the-art generative adversarial model-based method. Critically, we significantly enhance the reliability of

forecast uncertainty estimates, evidenced in a 68% gain of spread-skill ratio skill. As a result, our approach provides more

reliable probabilistic precipitation nowcasting, showing the potential to better support weather-related decision makings.
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Abstract 17 
Precipitation nowcasting is a crucial element in current weather service systems. 18 

Data-driven methods have proven highly advantageous, due to their flexibility in 19 
utilizing detailed initial hydrometeor observations, and their capability to approximate 20 
meteorological dynamics effectively given sufficient training data. However, current 21 
data-driven methods often encounter severe approximation/optimization errors, 22 
rendering their predictions and associated uncertainty estimates unreliable. Here we 23 
develop a probabilistic diffusion model-based precipitation nowcasting methodology, 24 
overcoming the notorious blurriness and mode collapse issues in existing practices. Our 25 
approach results in a 3.7% improvement in continuous ranked probability score 26 
compared to state-of-the-art generative adversarial model-based method. Critically, we 27 
significantly enhance the reliability of forecast uncertainty estimates, evidenced in a 68% 28 
gain of spread-skill ratio skill. As a result, our approach provides more reliable 29 
probabilistic precipitation nowcasting, showing the potential to better support weather-30 
related decision makings. 31 

 32 
Key Points 33 
 We develop a probabilistic diffusion model-based precipitation nowcasting method. 34 
 Our model enhances probabilistic and deterministic nowcasting skill. 35 
 Our model yields accurate uncertainty quantification ensuring reliable forecast. 36 

 37 
Plain language summary  38 

Precipitation nowcasting is the task of predicting when and where it will rain in the 39 
upcoming hours. It allows people to plan their activities and make decisions based on 40 
expected weather conditions. As we do not always have a whole picture of current 41 



weather information, and cannot process this information in time, the task of 42 
precipitation nowcasting is challenging. We take advantage of a novel machine learning 43 
approach to learn what possible precipitation conditions are, given current precipitation 44 
condition observed from radar. Our results offer accurate precipitation prediction. More 45 
importantly, this method assigns high uncertainty to predictions where predictions are 46 
more biased. This accurate estimate of prediction uncertainty is crucial for weather 47 
related decision makings. 48 
 49 

1 Introduction  50 
Precipitation nowcasting is the task of predicting upcoming precipitation (e.g, 0-2 51 

hours) at high spatiotemporal resolutions. Reliable precipitation nowcasting, especially 52 
for storm cases, is crucial for risk and crisis preparation, water resource management, 53 
and many other societal sectors (Zhang et al., 2023).  54 

Numerical weather prediction provides the most reliable short-to-medium range 55 
(6 hours to 2 weeks) forecasts. It makes predictions by first inferring the initial weather 56 
state, followed by calculating the state evolution, using numerical solvers of 57 
atmospheric fluid dynamics, and associated parameterization schemes that account for 58 
unresolved processes. Despite its theoretical soundness, numerical weather prediction 59 
offers poor precipitation nowcasting, due to difficulty in assimilating hydrometeor 60 
observations, limited spatiotemporal resolution, and high computation cost.  61 

Empirical methods can make flexible use of detailed initial hydrometeor 62 
observations, such as those from radar and satellite. Vanilla forecasts can therefore be 63 
achieved by simply propagating the initial observations along time, such as the optical 64 
flow approach (Cheung & Yeung.,2012; Pulkkinen et al., 2019; Sakaino., 2013). More 65 
advanced approaches try to better simulate the dynamical processes by “learning” from 66 
data. These data-driven models are highly parameterized functions, for which the 67 
functional design is guided by inductive biases of the considered process, and the 68 
parameters are optimized by fitting the data to the model, guided by a learning objective 69 
function. 70 

The design of learning objective functions is vital for data-driven prediction. A 71 
popular option is to minimize the mean squared error between predictions and 72 
observations. This objective function is based on the assumption that plausible 73 
predictions subject to a conditional Gaussian distribution, where the mean vector is a 74 
learnable function of the initial state, and covariance matrix is independent of the initial 75 
state: 76 

𝑃𝑃𝜃𝜃(𝑦𝑦|𝑥𝑥) =  𝑁𝑁(𝑦𝑦; 𝜇𝜇𝜃𝜃(𝑥𝑥),𝜎𝜎2),  (1) 
here 𝜇𝜇𝜃𝜃(𝑥𝑥)  serves as the deterministic forecast. This formulation comes with two 77 
shortcomings. Firstly, it prohibits the exploration of the spatial structure of predictions, 78 
making it difficult to leverage data-informed prior knowledge for achieving structurally 79 
reasonable predictions. Secondly, it assumes a deterministic outcome, despite the 80 
absence of a full-profile and strictly accurate initial state estimate. As a result, 81 
deterministic models tend to yield poorly structured, blurry estimates, missing extreme 82 
cases and uncertainty quantification. These deficiencies are evident in models such as 83 
ConvLSTM, ConvGRU and Unet (Shi et al., 2015, 2017; Ayzel et al., 2019, 2020).  84 



To fully explore the spatial structure of data and provide predictions along with 85 
uncertainty information, it is imperative to free our predictive model from a pre-defined 86 
distributional form. Instead, it is preferrable to deploy generative models to learn 87 
empirical distribution that maximize the likelihood of the observations:  88 

𝑦𝑦�~𝑃𝑃𝜃𝜃(𝑦𝑦|𝑥𝑥), 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝜃𝜃 =  𝑎𝑎𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥𝜃𝜃𝑃𝑃(𝑦𝑦|𝑥𝑥;𝜃𝜃). (2) 
A landmarking work along this direction is the Deep Generative Models of Radar 89 

(DGMR, Ravuri et al., 2021), which achieves state-of-the-art performance regarding 90 
the forecast skill and value. We believe the key contribution of DGMR is that, it marks 91 
a pioneering attempt to bridge probabilistic forecast and generative modeling: a 92 
probabilistic forecast should encapsulate all plausible outcomes (requirement of 93 
calibration), thereafter maximize the sharpness of its predictive distribution 94 
(requirement of sharpness, Gneiting et al., 2007). DGMR employs a spatial and a 95 
temporal discriminator neural network to guarantee that observation stays within the 96 
predictive distribution. Meanwhile, it implicitly enhances the sharpness of its predictive 97 
distribution by having the ensemble mean stay close to observation. There are two 98 
potential drawbacks here. First, the two objectives in DGMR can be in conflict, making 99 
it tricky to maximize the sharpness of the predictive distribution while guaranteeing the 100 
model is well calibrated. Second, due to unneglectable optimization errors, generative 101 
adversarial net (GAN) tends to miss plausible modes in approximating complicated 102 
distributions, resulting in biased probabilistic forecast (Prafulla Dhariwal & Alex 103 
Nichol, 2021; Ali Razavi et al., 2019).  104 

To address these challenges, we introduce diffusion models (Sohl-Dickstein et al., 105 
2015; Song & Ermon, 2020b; Ho et al., 2020) for precipitation nowcasting. Unlike 106 
GANs, probabilistic diffusion models are likelihood-based generative models, that is, 107 
they are trained to directly maximize the probability assigned to the observed samples.  108 
This enables a full coverage of the target distributions (Ali Razavi et al., 2019; Dhariwal 109 
& Nichol, 2021). Moreover, their iterative generation nature allows us to flexibly 110 
control the resulting distribution using initial state information. As a result, we can 111 
gradually enhance the sharpness of the predictive distribution, while guaranteeing the 112 
predictive distribution encapsulates all plausible outcomes.  113 

Diffusion models have proven successful in various research domains, tackling 114 
complex tasks like image synthesis (Dhariwal & Nichol, 2021), audio synthesis (Kong 115 
et al., 2020), and video generation (Voleti et al., 2022; Höppe et al., 2022; Ho et al., 116 
2022). Their desirable properties make them an effective tool for achieving reliable 117 
probabilistic forecasts with informative forecast uncertainty estimates. In this study, we 118 
propose an advanced diffusion model of nowcasting and verify with the subset of well-119 
established UK MetOffice radar dataset. 120 
 121 
2 Methods 122 
2.1 Probabilistic modeling the Precipitation nowcasting  123 

Consider a sequence of precipitation field data 𝑹𝑹 = [𝑒𝑒1, 𝑒𝑒2, … 𝑒𝑒M], the nowcasting 124 
task is to predict future precipitation field trajectories (N fields) based on a given past 125 
trajectory of observations (M fields). Here, we formulate this problem as a probabilistic 126 
machine learning task. Using an extensive dataset of sequences of precipitation field 127 



data, we learn conditional probability model of 𝑃𝑃𝜃𝜃(𝑹𝑹M+1:M+N|𝑹𝑹1:M), thus 128 
�̂�𝑒𝑀𝑀+1, … �̂�𝑒𝑀𝑀+𝑁𝑁~𝑃𝑃𝜃𝜃(𝑹𝑹𝑀𝑀+1:𝑀𝑀+𝑁𝑁|𝑹𝑹1:𝑀𝑀). (3) 

This learning process is facilitated by a conditional diffusion model. A common 129 
strategy for approximating this target distribution is learning a mapping between the 130 
target and a tractable latent distribution, such as a standard Gaussian. Then we can 131 
deduce the target distribution via a procedure termed ancestral sampling, describe by 132 

𝑃𝑃𝜃𝜃(𝑹𝑹M+1:M+N|𝑹𝑹1:M) = ∫𝑃𝑃(𝑹𝑹M+1:M+N|𝑍𝑍,𝑹𝑹1:M,𝜃𝜃)𝑃𝑃(𝑍𝑍|𝑹𝑹1:M)𝑑𝑑𝑍𝑍  (4) 
In the following sections, we demonstrate how this is accomplished in diffusion 133 

models. Mathematical details are given in Supporting Information. 134 
 135 

2.2 Basic diffusion  136 
Diffusion model approximates a target distribution by sequentially reversing a 137 

stochastic process, using a series of neural network models. Let 𝑃𝑃(𝑋𝑋0)  be the targe 138 
distribution. We define the following discrete time Gaussian process: 139 

𝑞𝑞(𝑋𝑋𝑡𝑡|𝑋𝑋𝑡𝑡−1) = 𝑁𝑁�𝑋𝑋𝑡𝑡;�1 − 𝛽𝛽𝑡𝑡𝑋𝑋𝑡𝑡−1,𝛽𝛽𝑡𝑡𝑰𝑰�   (4) 
Here, 𝑋𝑋t=[1,T] are latent variables. 0 < 𝛽𝛽𝑡𝑡 < 1 is diffusion coefficient. Given large 140 

enough T, 𝑞𝑞(𝑋𝑋𝑇𝑇 |𝑋𝑋0 )is close to standard Gaussian. Therefore, the forward Gaussian 141 
process maps any target distribution 𝑃𝑃(𝑋𝑋0) to standard Gaussian. To approximate P(𝑋𝑋0), 142 
starting from standard Gaussian, we sequentially reverse the Gaussian process using 143 
the following variational distributions: 144 

𝑃𝑃𝜃𝜃(𝑋𝑋𝑡𝑡−1|𝑋𝑋𝑡𝑡) = 𝑁𝑁(𝑋𝑋𝑡𝑡−1; 𝜇𝜇𝜃𝜃(𝑋𝑋𝑡𝑡),𝛴𝛴𝜃𝜃(𝑋𝑋𝑡𝑡))  (5) 
a common objective function for learning these variational distributions is the following 145 
evidence lower bound 𝐿𝐿𝑉𝑉𝑉𝑉𝑉𝑉 defined over 𝑋𝑋1:T, 146 

𝐿𝐿𝑉𝑉𝑉𝑉𝑉𝑉 = 𝔼𝔼𝑞𝑞[𝐷𝐷𝐾𝐾𝐿𝐿(𝑞𝑞(𝑋𝑋𝑇𝑇|𝑋𝑋0)||𝑝𝑝𝜃𝜃(𝑋𝑋𝑇𝑇)) + �𝐷𝐷𝐾𝐾𝐿𝐿(𝑞𝑞�𝑋𝑋𝑡𝑡−1�𝑋𝑋𝑡𝑡, 𝑋𝑋0�||𝑝𝑝𝜃𝜃(𝑋𝑋𝑡𝑡−1|𝑋𝑋𝑡𝑡)) − 𝑙𝑙𝑙𝑙𝑎𝑎𝑝𝑝𝜃𝜃(𝑋𝑋0|𝑋𝑋1)
𝑇𝑇

𝑡𝑡=2

 (6) 

under certain simplification, this evidence lower bound can be simplified to a 147 
remarkably short expression in terms of fisher divergence: 148 

𝐿𝐿𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝔼𝔼𝑡𝑡~[1,𝑇𝑇],𝑋𝑋0~𝑞𝑞(𝑋𝑋0),ϵ ~ 𝑁𝑁(0,𝐼𝐼) ��|𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡) − 𝜖𝜖𝜃𝜃(𝑋𝑋𝑡𝑡 , 𝑡𝑡)|�2�  (7) 

Here 𝜖𝜖𝜃𝜃(𝑋𝑋𝑡𝑡 , 𝑡𝑡) is a neural network parameterization of 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡), which is called 149 
score function. By learning the score function of the true data distribution, we can 150 
generate samples by starting at 𝑋𝑋𝑇𝑇~𝑁𝑁(0, 𝐼𝐼), and iteratively following the score function 151 
until a mode (𝑋𝑋0) is reached. 152 
 153 
2.3 Conditional diffusion 154 

Our objective is to approximate the conditional distribution of 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦). Begin with 155 
the score-based formulation of a diffusion model, the goal is to learn 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦), by 156 
Bayes rules, we can get the equivalent: 157 

𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 �𝑃𝑃�𝑦𝑦�𝑋𝑋𝑡𝑡� 𝑃𝑃(𝑋𝑋𝑡𝑡)
𝑃𝑃(𝑦𝑦)

�  (8) 
                                     = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡) +𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑦𝑦|𝑋𝑋𝑡𝑡) −𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑦𝑦)  (9) 

                            = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡)�������
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠𝑡𝑡𝑠𝑠𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠 𝑠𝑠𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠

+ 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑦𝑦|𝑋𝑋𝑡𝑡)���������
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠𝑡𝑡𝑠𝑠𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠 𝑠𝑠𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠

  (10) 



To better control the conditional information, a hyperparameter γ is introduced to 158 
scale the gradient of the conditioning information. The score function can then be 159 
summarized as: 160 

       𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡) + 𝛾𝛾 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑦𝑦|𝑋𝑋𝑡𝑡). (11) 
Intuitively speaking, the γ = 0 the diffusion model can ignore the conditional 161 

information entirely, while a large γ value would cause the model to heavily incorporate 162 
the conditional information during sampling. In order to implement effective control 163 
over the conditional information, we use classifier-free guidance (Ho & Salimans, 2021). 164 
To get the score function under Classifier-Free Guidance, we can rearrange: 165 

       𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑦𝑦|𝑋𝑋𝑡𝑡) = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) − 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡). (12) 
Substituting equation (12) into equation (11) then we get: 166 

       𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) = 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡) + 𝛾𝛾(𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) − 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡)). (13) 
                                   = (1 − 𝛾𝛾)𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡)�������������

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠𝑡𝑡𝑠𝑠𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠 𝑠𝑠𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠

 +  𝛾𝛾𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦)�����������
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠𝑡𝑡𝑠𝑠𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠 𝑠𝑠𝑢𝑢𝑢𝑢𝑠𝑠𝑠𝑠

  (14) 

In this paper, we model the conditional distribution of precipitation frames in the 167 
future given the past precipitation frames 𝑹𝑹 = [𝑝𝑝1, 𝑝𝑝2, … 𝑝𝑝M], we learn two sets of neural 168 

networks, 𝜖𝜖𝜃𝜃(𝑋𝑋𝑡𝑡 , 𝑡𝑡) and 𝜖𝜖𝜃𝜃(𝑋𝑋𝑡𝑡 , 𝑡𝑡,𝑅𝑅), to approximate the unconditional and conditional 169 
score functions 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡) and 𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦),our conditional diffusion loss function is: 170 

       𝐿𝐿𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑠𝑠𝑡𝑡𝑠𝑠𝑢𝑢𝑢𝑢 = 𝔼𝔼𝑡𝑡~[1,𝑇𝑇],𝑋𝑋0~𝑞𝑞(𝑋𝑋0),ϵ ~ 𝑁𝑁(0,𝐼𝐼) ��|𝛻𝛻 𝑙𝑙𝑙𝑙𝑎𝑎 𝑃𝑃(𝑋𝑋𝑡𝑡|𝑦𝑦) − 𝜖𝜖𝜃𝜃(𝑋𝑋𝑡𝑡 , 𝑡𝑡,𝑅𝑅)|�2�  (15) 

 171 
3 Data  172 

We utilized the publicly available UK MetOffice radar network dataset, which was 173 
obtained from DeepMind (Ravuri et al., 2021). The dataset provides radar echo data 174 
with a temporal resolution of 5 minutes and a spatial resolution of 1 km for the entire 175 
UK region from 2015 to 2019. Each data point in the dataset consists of 24 time steps 176 
and covers an area of 256 km x 256 km.  177 

Due to computational resource limitations, we employed a subset comprising 178 
11,000 radar samples, partitioned into three subsets: training (8,000 samples), 179 
validation (2,000 samples), and testing (1,000 samples). The principal objective of this 180 
investigation is to assess the efficacy and reliability of diffusion-based and GAN-based 181 
models for precipitation nowcasting. To optimize resource usage, we exclusively 182 
evaluated these models for 30-minute precipitation predictions. Consequently, we 183 
performed random 80x80 sub-sample extractions from the original 256x256-sized data 184 
to speed up training. 185 

 186 
4 Model Evaluation 187 
4.1 Baseline models 188 

Generative models of radar (DGMR) holds the current state of the art in 189 
precipitation nowcasting. We utilized Google-Colab to load the pre-trained DGMR 190 
model and evaluate its performance using the first 30 minutes of forecasted results 191 
(Ravuri et al., 2021). UNet serves as the baseline for deterministic forecasting using 192 
deep learning (Ayzel et al., 2020). PySTEPS is a widely used precipitation nowcasting 193 
system based on ensembles (Pulkkinen et al., 2019). We adopt PySTEPS as a non-194 



machine learning baseline. More details of the baseline can be found in the support 195 
information. 196 
 197 
4.2 Evaluation strategy 198 

We employ various metrics to assess the performance of both the baseline and 199 
diffusion models on the test set. We evaluate the deterministic skill of the ensemble 200 
mean using the mean absolute error (MAE), and we provide versions of MAE that 201 
consider extreme value prediction accuracy under different precipitation intensities. 202 
The accuracy of spatial prediction is evaluated using the Critical Success Index (CSI) 203 
at different precipitation thresholds. We use the Pearson correlation coefficient to 204 
evaluate the spital pattern of predictions at different resolutions. Furthermore, the 205 
calibration and sharpness of the ensemble together is evaluated using Continuous 206 
Ranked Probability Score (CRPS) at different spatial scales. As a measure of the 207 
reliability of the ensemble, we examine the spread-skill ratio (Spread/RMSE). For 208 
details of these metrics, see support information. 209 
 210 
5 Results and discussion  211 
5.1 Model performance for heavy precipitation forecasts 212 

We employ a case study of heavy precipitation to compare the performance of our 213 
model with the three baseline models. Figure 1 shows the ground truth and predicted 214 
precipitation fields. In this case, our model has consistently demonstrated superior 215 
performance across various evaluation metrics.  216 

PySTEPS tends to underestimate the temporal changes in precipitation intensity, 217 
and falls short in adequately capturing the entire precipitation field. As lead time 218 
increases, the UNet model provides only coarse estimates of the precipitation field, 219 
resulting in highly blurred predictions that lack accuracy in predicting precipitation 220 
intensity and small-scale spatial features.  221 

GAN-based models (DGMR) can indeed address blurred predictions. However, it 222 
is more difficult to capture the precipitation pattern, results in poor probabilistic 223 
forecasting performance, which is evident on larger CRPS, higher ensemble-averaged 224 
MAE and worse CSI compared to diffusion models. 225 

By comparison, our model ensures accurate and comprehensive coverage of 226 
precipitation fields and shows an enhanced ability in predicting precipitation intensity 227 
and small-scale spatial features, making its predictions more informative and valuable. 228 



 229 

Figure 1. The performance of different baselines in heavy precipitation scenarios. The 230 
predictions for 6time steps from T+5min to T+30min were evaluated. CSI at thresholds 231 
2 (mm/h) and 8 (mm/h), MAE and CRPS for an ensemble of 8 samples displayed in the 232 
top left corner of each time step prediction. 233 
 234 
5.2 Forecast skill evaluation 235 

Machine learning methods are superior to PySTEPS indicated by all metrics except 236 
for CSI (thresholds at 8 mm/h) where PySTEPS outperforms UNet. For the sake of 237 
clarity, Figure 2 will not display the metrics for PySTEPS, the complete forecast skill 238 
evaluation can be found in the support information. 239 

Figure 2a (all scenarios) shows that the performance of UNet is slightly better than 240 
that of DGMR and diffusion on MAE. It is because that deterministic models are 241 
optimized for the mean of all precipitation scenarios, and therefore, the ensemble mean 242 
is expected to exhibit slightly lower performance in deterministic metrics like 243 
correlation and MAE compared to UNet. Unet's performance noticeably declines for 244 
heavy precipitation due to its tendency to generate blurred precipitation forecasts and 245 
our model (diffusion) performing better on heavy precipitation. Figure 2b evaluates the 246 
spatial correlation at different resolutions. Our model performs similarly to UNET and 247 
outperforms DGMR at resolutions of 1 km and 4 km. Figure 2c proves the superiority 248 
of our model over other baseline models in terms of location accuracy, as measured 249 



across varying CSI threshold values. Unet deteriorates significantly with increased lead 250 
time and CSI threshold due to its inherent theoretical constraints in addressing this 251 
challenge. At both grid scales (1km) and 4km spatial resolutions, our model surpasses 252 
other baseline models in terms of CRPS (Figure 2d). With a spatial resolution of 16km, 253 
our model performance aligns with that of DGMR.  254 

Despite being trained against a limited dataset, our model shows significant 255 
competitiveness. Within its 30-minute training period, our model consistently surpasses 256 
DGMR and other baselines in CSI and CRPS metrics. On average, across all forecasted 257 
time steps, our model exhibits an improvement of 3.7% in the CRPS (at a resolution of 258 
1km) and an enhancement of 2.6%, 5.2%, 3.5% in CSI at an intensity threshold of 1.0, 259 
4.0, and 8.0 mm/h, compared to the DGMR. 260 

 261 
Figure 2. Evaluation metrics for the test-dataset. The probability forecast is generated 262 
using 8 ensemble members, while the Unet model is used for a single deterministic 263 
forecast. a, shows the MAE under different precipitation intensity conditions. MAE 264 
across all precipitation conditions (left); MAE considering observed precipitation 265 
greater than 4 mm/h (middle), MAE considering observed precipitation greater than 8 266 
mm/h (right). b, correlation at different resolution. c, CSI for precipitation thresholds 267 
at 1 mm/h (left), 4 mm/h (middle) and 8 mm/h (right). d, CRPS score at different spital 268 
resolution. Grid resolution (1km) (left), average pooled 4km resolution (middle), 269 
average pooled 16km resolution (right). For MAE and CRPS, lower is better. For CSI 270 
and correlation, closer to 1 is better. 271 



 272 
5.3 Reliability quantification 273 

The incorporation of reliability estimation is crucial for decision-making processes 274 
and risk assessment. We assess forecast reliability for the diffusion model and DGMR, 275 
presenting ensemble members, ensemble mean, standard deviation, and absolute error 276 
maps in comparison with observations at the thirtieth minute (Figure 3). Reliability 277 
evaluations for alternative scenarios are available in the support information. The 278 
standard deviation represents the spread of the ensemble predictions, serving as a proxy 279 
of uncertainty within the precipitation forecasts. The spatial map of absolute error 280 
provides insights into the areas where the model may struggle to predict. Therefore, it 281 
is desirable for the model to provide a higher level of uncertainty in regions where its 282 
performance is poor. A balance between calibration and spread must be achieved. 283 

Figure 3 illustrates that DGMR achieve a smaller standard deviation compared to 284 
diffusion model, which is also reflected in a high degree of similarity among ensemble 285 
members. DGMR enhanced ensemble sharpness, but fell short in terms of calibration, 286 
evident in the larger mean absolute error. It failed to establish a spatial consistency 287 
between forecast skill and forecast spread. For example, DGMR's predictions fail to 288 
reflect uncertainty at the left boundary. This means DGMR may generate overconfident 289 
predictions. Reliability is quantified using the spread-skill ratio (SSR), where an ideal 290 
ensemble model yields an SSR of 1.0. Here, the diffusion model attains an SSR of 0.96, 291 
surpassing DGMR's 0.48, establishing its superior reliability. Additionally, diffusion 292 
model exhibits superior probabilistic and deterministic forecast skills. 293 

We also calculated SSR over the test dataset, displayed at the bottom left of  294 
Figure 3. For DGMR, the SSR values are 0.745, 0.561, 0.534, 0.522, 0.523, and 0.511, 295 
with an average of 0.56. In contrast, diffusion yields SSR values 0.845, 0.885, 0.983, 296 
0.978, 0.988, and 0.970, with an average of 0.94. Diffusion model achieves a 68% gain 297 
in the spread-skill ratio, underscoring its ability to provide more reliable forecasts. 298 

 299 
Figure 3. The example of ensemble forecasts provided by DGMR and Diffusion at the 300 
thirtieth minute. From left to right: four randomly selected ensemble members, the 301 
ensemble mean, the absolute error map comparing the ensemble mean to observations, 302 
and the ensemble standard deviation. The bottom-left panel displays the reliability 303 



quantification SSR (Spread-Skill Ratio) calculated using the entire test dataset for 304 
forecasts. 305 
 306 
6 Conclusions  307 

Predicting when and where precipitation is likely to occur with high accuracy in 308 
the short term remains a difficult task. Such forecasts are essentially probabilistic: as 309 
we do not have comprehensive initial weather state estimate, and cannot fully resolve 310 
the weather dynamics, we should provide a range of possible outcomes along with their 311 
likelihood estimates, instead of a single deterministic prediction.  312 

Data-driven methods have proven highly advantageous for precipitation 313 
nowcasting, due to their flexibility in utilizing detailed initial hydrometeor observations, 314 
and their capability to approximate meteorological dynamics effectively. State-of-the-315 
art data-driven precipitation nowcasting approaches take advantage of deep generative 316 
models to yield probabilistic forecast. However, these methods, mostly based on 317 
generative adversarial nets (Goodfellow et al. 2014), are often faced with severe 318 
approximation/optimization errors, rendering their predictions and associated 319 
uncertainty estimates unreliable.  320 

In this study, we present a probabilistic diffusion model-based methodology for 321 
precipitation nowcasting. The model learns predictive distributions by explicitly 322 
maximizing the data likelihood. It achieves advantageous sample fidelity, distribution 323 
diversity, and control flexibility by applying a principled, iterative way for generative 324 
modeling tasks. 325 

Our diffusion model provides significantly improved probabilistic forecasts and 326 
consistently outperforms benchmark models over a thirty-minute forecast period, as 327 
indicated by well-established probabilistic CRPS and SSR skill scores. In terms of 328 
deterministic metrics, including MAE CSI and correlation, our model performs on par 329 
with the deterministic model UNet and probabilistic model DGMR but particularly 330 
excels Unet for heavy rainfall forecasts. More importantly, the diffusion model provides 331 
a more informative assessment of the uncertainty associated with its forecasts, making 332 
its prediction more reliable.  333 

However, there remain some challenges to be addressed for our probabilistic 334 
nowcasting model. Its high computational resource requirement restricts the input size 335 
and limits our prediction horizon to 30 minutes. Nevertheless, this constraint may 336 
potentially be addressed by employing a latent diffusion model (Robin et al., 2021). 337 
Furthermore, we could explore the use of 3D convolutions and the development of 338 
temporal attention modules to improve temporal continuity.  339 

In conclusion, despite these constraints, our model has demonstrated superior 340 
predictive accuracy and reliability. These qualities make our model a promising tool for 341 
precipitation nowcasting, capable of delivering more accurate and reliable forecasts. 342 
 343 
Data availability 344 

All data used in this study are available from Ravuri et al. (2021). 345 
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 16 

1 Details of diffusion model  17 

1.1 Basic diffusion 18 

Let 𝑋   be a sample from the data distribution 𝑞(𝑋 ) , and defines a sequence of 19 

increasingly noisy versions of 𝑋  which we call the latent variables 𝑋   ( 𝑡 = 1 … 𝑇 ) 20 

through the forward diffusion process, described by 21 

𝑞(𝑋 |𝑋 ) = 𝑁(𝑋 ; 1 − 𝛽 𝑋 , 𝛽 𝑰)  (1) 
Then, the form of 𝑞(𝑋 |𝑋 )  can be recursively derived through repeated 22 

applications of the reparameterization trick, suppose we have {𝜖 , 𝜖̅ } ~𝑁(0, 𝐼), Then, for 23 

an arbitrary sample 𝑋 ~𝑞(𝑋 |𝑋 ), we can rewrite it as: 24 

𝑥  = 1 − 𝛽 𝑥 + 𝛽 𝜖   25 

      = 𝛼 ( 𝛼 𝑥 + 1 − 𝛼 𝜖 ) + 1 − 𝛼 𝜖   26 

      = 𝛼 𝛼 𝑥 + 𝛼 − 𝛼 𝛼 𝜖 + 1 − 𝛼 𝜖   27 

       = 𝛼 𝛼 𝑥 + 1 − 𝛼 𝛼 𝜖̅   28 

       = ⋯   29 

       = ∏ 𝛼 𝑥 + 1 − ∏ 𝛼 𝜖̅   30 

    = 𝛼 𝑋 + 1 − 𝛼 𝜖̅ , where 𝛼  = ∏ 𝛼  (2) 

In equation 3, we have leveraged the property that the sum of two independent 31 

Gaussian random variables retains a Gaussian distribution, with the mean being the sum 32 

of the two individual means and the variance being the sum of their variances. 33 

𝛼 − 𝛼 𝛼 𝜖   is a sample from Gaussian 𝑁(0, (𝛼 − 𝛼 𝛼 )𝑰) , 1 − 𝛼 𝜖   is a sample 34 

from Gaussian 𝑁(0, (1 − 𝛼𝑡)𝑰) , we can then treat their sum as a random variable 35 

sampled from Gaussian 𝑁(0, (1 − 𝛼 + 𝛼 − 𝛼 𝛼 )𝑰) . Hence, the 𝑋   can be sampled 36 

directly from 𝑋 , the transition kernel is  37 

𝑞(𝑋 |𝑋 ) = 𝑁 𝑋 ; 𝛼 𝑋 , 1 − 𝛼 𝑰 , 𝑤ℎ𝑒𝑟𝑒 𝛼 = 1 − 𝛽 , 𝛼 = ∏ 𝛼 . (3) 



Given 𝑋  and a Gaussian vector ϵ ~ 𝑁(0, 𝐼) and applying the transformation 38 

𝑋 = 𝛼 𝑋 + 1 − 𝛼 𝜖. (4) 
When the 𝛼 → 0, 𝑋  is well approximated by Gaussian distribution. During the 39 

forward process, noise is gradually added to the data until it loses its original spatial 40 

structure characteristics and becomes pure noise. If we can solve the reverse process 41 

𝑃(𝑋 |𝑋 ), we can sample 𝑋 ~ 𝑁(0, 𝐼) then a sequence of neural networks is employed to 42 

gradually reduce the noise in a series of steps 𝑋 , 𝑋 … 𝑋  . These properties suggest 43 

learning a learnable Markov chain model 𝑃 (𝑋 |𝑋 ) to approximate the true reverse 44 

process: 45 

𝑃 (𝑋 |𝑋 ) = 𝑁(𝑋 ; 𝜇 (𝑋 ), 𝛴 (𝑋 )), (5) 
Therefore, in a diffusion model, we are only interested in learning conditionals 46 

𝑃 (𝑋 |𝑋 ), the diffusion model can be optimized by maximizing the variational lower 47 

bound (VLB) of the log-likelihood of the data 𝑋 ,  48 

𝔼 ( )(−𝑙𝑜𝑔𝑃 (𝑋 )) ≤ 𝔼 ( ) −𝑙𝑜𝑔𝑃 (𝑋 ) + 𝐷  (𝑞(𝑋 : |𝑋 )| 𝑃 (𝑋 : |𝑋 )   49 

                                                  = 𝔼 ( ) −𝑙𝑜𝑔𝑃 (𝑋 ) + ∫ 𝑞(𝑋 : |𝑋 )𝑙𝑜𝑔
𝑋 : 𝑋

( : )/ ( )
𝑑 𝑋 :   50 

                                                    = 𝔼 ( ) −𝑙𝑜𝑔𝑃 (𝑋 ) + ∫ 𝑞(𝑋 : |𝑋 )𝑙𝑜𝑔
𝑋 : 𝑋

( : )
𝑑 𝑋 : + 𝑙𝑜𝑔𝑃 (𝑋 )   51 

                                           = 𝔼 ( : )𝑙𝑜𝑔
𝑋 : 𝑋

( : )
= 𝐿𝑉𝐿𝐵  (6) 

We can rewrite variational lower bound (VLB) as, 52 

𝐿 = 𝔼𝑞(𝒙0𝑇)[𝑙𝑜𝑔 
𝑞(𝒙1:𝑇∣𝒙0)

𝑝
𝜃

(𝒙0:𝑇)
]  53 

                       = 𝔼 [𝑙𝑜𝑔 
(𝒙 ∣𝒙 )

(𝒙 ) (𝒙 ∣𝒙 )
]  54 

                       = 𝔼 [−𝑙𝑜𝑔 𝑝 (𝒙 ) + 𝑙𝑜𝑔 
(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
]  55 

                        = 𝔼 [−𝑙𝑜𝑔 𝑝 (𝒙 ) + 𝑙𝑜𝑔 
(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
]  56 

                        = 𝔼 [−𝑙𝑜𝑔 𝑝 (𝒙 ) + 𝑙𝑜𝑔 (
(𝒙 ∣𝒙 ,𝒙 )

(𝒙 ∣𝒙 )
⋅

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
) + 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
]  57 

                        = 𝔼 [−𝑙𝑜𝑔 𝑝 (𝒙 ) + 𝑙𝑜𝑔 
(𝒙 ∣𝒙 ,𝒙 )

(𝒙 ∣𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
]  58 

                        = 𝔼 [−𝑙𝑜𝑔 𝑝 (𝒙 ) + 𝑙𝑜𝑔 
(𝒙 ∣𝒙 ,𝒙 )

(𝒙 ∣𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 )

(𝒙 ∣𝒙 )
]  59 

                        = 𝔼 [𝑙𝑜𝑔 
(𝒙 ∣𝒙 )

(𝒙 )
+ 𝑙𝑜𝑔 

(𝒙 ∣𝒙 ,𝒙 )

(𝒙 ∣𝒙 )
− 𝑙𝑜𝑔𝑝 (𝑋 |𝑋 )]   60 

                   = 𝔼 [𝐷 (𝑞(𝑋 |𝑋 )||𝑝 (𝑋 )) + 𝐷 (𝑞(𝑋 |𝑋 , 𝑋 )||𝑝 (𝑋 |𝑋 ) − 𝑙𝑜𝑔𝑝 (𝑋 |𝑋 )] (7) 

This formulation also has an elegant interpretation, which is revealed when 61 

inspecting each individual term: 62 

1. 𝐿 = 𝔼𝑞[𝑙𝑜𝑔𝑝
𝜃
(𝑋0|𝑋1)] can be interpreted as a reconstruction term. 63 

2. 𝐿 = 𝔼𝑞[𝐷𝐾𝐿(𝑞(𝑋𝑇|𝑋0)||𝑝
𝜃
(𝑋𝑇))]  represents how close the distribution of the final 64 

noisified input is to the standard Gaussian prior, is equal to zero under our 65 



assumptions. 66 

3. 𝐿 = 𝔼𝑞[∑ 𝐷𝐾𝐿(𝑞 𝑋𝑡−1 𝑋𝑡 , 𝑋
0

||𝑝
𝜃
(𝑋𝑡−1|𝑋𝑡)

𝑇
𝑡=2 ]  is a denoising matching term. The 67 

𝑞(𝑋 |𝑋 , 𝑋 )  acts as a ground-truth signal and 𝑝 (𝑋 |𝑋 ) is our desired denoising 68 

transition step. This term is therefore minimized when the two denoising steps 69 

match as closely as possible. It is the primary optimization objective. 70 

If we have knowledge of 𝑋  , we can obtain 𝑞(𝑋 |𝑋 , 𝑋 )  through the Bayes' 71 

theorem, 72 

𝑞(𝑋 |𝑋 , 𝑋 ) =  𝑞(𝑋 |𝑋 , 𝑋 )
( | )

( | )
  73 

                        ∝ 𝑒𝑥𝑝 (−
1

2
(

𝑋𝑡− 𝛼𝑡𝑋𝑡−1

2

𝛽
𝑡

+
𝑋𝑡−1− 𝛼𝑡−1𝑋0

2

1−𝛼𝑡−1

−
𝑋𝑡− 𝛼𝑡𝑋0

2

1−𝛼𝑡

))   74 

                            = 𝑒𝑥𝑝 (− ( + 𝑋 + 𝑋 + 𝑋 𝑋 + 𝐶(𝑋 , 𝑋 )))   75 

                          = 𝑁(𝑋 ; 𝜇(𝑋 , 𝑋 ), 𝛽(𝑡)𝐼)  (8) 
Recall equation 8 and equation 5, we can obtain, 76 

 𝜇𝜃(𝑋𝑡, 𝑋0) = 1

𝛼𝑡
(𝑋𝑡 − 1−𝛼𝑡

1−𝛼𝑡

𝜖𝜃(𝑋𝑡, 𝑡))  (9) 

Let us consider the 𝐿 = 𝐷𝐾𝐿(𝑞 𝑋𝑡−1 𝑋𝑡, 𝑋
0

||𝑝
𝜃
(𝑋𝑡−1|𝑋𝑡)) , given equation 6 and 77 

equation 8, we can get the loss function, 78 

𝐿 = 𝔼𝑥0,𝜖[
1

2∥𝛴𝜃(𝑥𝑡,𝑡)∥
2
2 ∥ 𝜇

~

𝑡
(𝑥𝑡, 𝑥0) − 𝜇

𝜃
(𝑥𝑡, 𝑡) ∥

2
]  79 

                 = 𝔼
,

[
∥ ∥

∥ (𝑥 − 𝜖 ) − (𝑥 − 𝜖 (𝑥 , 𝑡)) ∥ ]  80 

                 = 𝔼𝐱 ,𝝐[
( )

( )∥𝚺 ∥
∥ 𝝐 − 𝝐 (𝐱 , 𝑡) ∥ ]  81 

   = 𝔼𝐱 , 𝝐[
( )

( )∥𝚺 ∥
∥ 𝝐 − 𝝐 ( 𝛼 𝐱 + 1 − 𝛼 𝝐 , 𝑡) ∥ ]  (10) 

Ho et al. (2020) propose to reweight various terms in 𝐿   for better sample 82 

quality, to compute this objective, we generate samples 𝑋 ~𝑞(𝑋 |𝑋 ), then train a model 83 

𝜖  to predict the added noise using a standard mean-squared error loss: 84 

𝐿 = 𝔼 ~[ , ], ~ ( ),  ~ ( , )[||ϵ − 𝜖 ( 𝛼 x + 1 − 𝛼 𝜖 , 𝑡)|| ]. (11) 
  

2.3 Conditional diffusion 85 

So far, we have focused on modeling the data distribution p(x). However, we are 86 

often also interested in the conditional distribution of P(𝑋 |y), as it enables us to better 87 

investigate how different conditional information influences the generation of variable 88 

X. Begin with the score-based formulation of a diffusion model, the goal is to learn 89 

∇ log P(𝑋 |y), by Bayes rules, we can get the equivalent: 90 

∇ log P(𝑋 |y) = 𝛻 𝑙𝑜𝑔(
𝑦 𝑋  ( )

( )
)  (12) 

                                    = 𝛻 𝑙𝑜𝑔 𝑃(𝑋 ) + 𝛻 𝑙𝑜𝑔 𝑃(𝑦|𝑋 ) − 𝛻 𝑙𝑜𝑔 𝑃(𝑦)  (13) 
                           = ∇ log 𝑃(𝑋 )

 

+ ∇ log P(y|𝑋 )
 

  (14) 

To better control the conditional information, a hyperparameter γ is introduced to 91 



scale the gradient of the conditioning information. The score function can then be 92 

summarized as: 93 

       𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦) = 𝛻 𝑙𝑜𝑔 𝑃(𝑋 ) + 𝛾 𝛻 𝑙𝑜𝑔 𝑃(𝑦|𝑋 ). (15) 
Intuitively speaking, the γ = 0 the diffusion model can ignore the conditional 94 

information entirely, while a large γ value would cause the model to heavily incorporate 95 

the conditional information during sampling. In order to implement effective control 96 

over the conditional information, we use classifier-free guidance (Ho & Salimans, 2021). 97 

To get the score function under Classifier-Free Guidance, we can rearrange: 98 

       𝛻 𝑙𝑜𝑔 𝑃(𝑦|𝑋 ) = 𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦) − 𝛻 𝑙𝑜𝑔 𝑃(𝑋 ). (16) 
Substituting equation (16) into equation (15) then we get: 99 

       𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦) = 𝛻 𝑙𝑜𝑔 𝑃(𝑋 ) + 𝛾(𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦) − 𝛻 𝑙𝑜𝑔 𝑃(𝑋 )). (17) 
                                 = (1 − 𝛾)𝛻 𝑙𝑜𝑔 𝑃(𝑋 )

 

+ 𝛾𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦)
 

  (18) 

 From Tweedie’s formula and equation 5, we can get, 100 

              𝛻𝑙𝑜𝑔𝑝(𝑥𝑡) = − 1

1−𝛼𝑡

𝜖   (19) 

The equation 19 means that estimating 𝜖  is equivalent to estimating a scaled 101 

version of the score function. So, in this paper, we model the conditional distribution of 102 

precipitation frames in the future given the past precipitation frames 𝑷 = [𝑝 , 𝑝 , … 𝑝 ], we 103 

learn two sets of neural networks, 𝜖 (𝑋 , 𝑡)  and 𝜖 (𝑋 , 𝑡, 𝑃) , to approximate the 104 

unconditional and conditional score functions 𝛻 𝑙𝑜𝑔 𝑃(𝑋 )  and 𝛻 𝑙𝑜𝑔 𝑃(𝑋 |𝑦) , our 105 

conditional diffusion loss function is: 106 

       𝐿 = 𝔼 ~[ , ], ~ ( ),  ~ ( , )[||𝜖 − 𝜖 (𝑋 , 𝑡, 𝑃)|| ]. (19) 
 107 

2 Details of baseline model 108 

2.1 Generative models of radar 109 

DGMR holds the current state of the art in precipitation nowcasting, the generator 110 

is built with convolutional and convolutional GRU layers and it was trained with two 111 

adversarial loss and a regularization loss. The first loss is defined by a spital 112 

discriminator, which ensures spital consistency. The second loss is defined by a 113 

temporal discriminator, which is a 3D convolutional neural network that aims to impose 114 

temporal consistency. The regularization term encourages the prediction’s mean 115 

precipitation fields to match the mean of past precipitation amount. 116 

We utilized Google-Colab to load the saved DGMR model and pconducted 117 

inference on our test dataset, see https://github.com/deepmind/deepmind-118 

research/tree/master/nowcasting. DGMR exhibits the capability to generate forecasts 119 

up to 90 minutes. However, for the purpose of comparison, we only evaluated its 120 

performance using the first 30 minutes of forecasted results, calculating relevant 121 

metrics.  122 

2.2 U-Net 123 

We use a U-Net encoder–decoder model as baseline similarly to how it was used 124 

in related studies (Ayzel et al., 2020). This type of model first employs an encoder that 125 

reduces the spatial resolution using pooling and convolutional layers, while the decoder 126 

then increases the resolution by applying up-sampling and convolutional layers to the 127 



learned patterns. To prevent gradient vanishing and share the low-level patterns of the 128 

precipitation fields, skip connections are used from the encoder to the decoder 129 

(Srivastava et al., 2015). In this paper, U-Net serves as the baseline for deterministic 130 

forecasting using deep learning.  131 

2.3 PySTEPS 132 

PySTEPS is an open-source Python library designed for radar precipitation 133 

forecasting and analysis, it is available at https://github.com/pySTEPS/pysteps. It offers 134 

a comprehensive range of algorithms, among which STEPS is a widely used 135 

precipitation nowcasting system based on ensembles, considered to be state-of-the-art 136 

of non-ML-based method. In this study, we adopt PySTEPS as a non-machine learning 137 

baseline.  138 

 139 

3 Details of metrics 140 

we use the M to denote number of the ensemble members, and 𝑓  to denote the 141 

ensemble member, so the ensemble mean can be written as, 142 

 𝑓 = 1
𝑀

∑ 𝑓𝑚
𝑀
𝑚=1   (20) 

3.1 MAE 143 

The (spatial) mean-absolute-error (MAE) at forecast time step t between ensemble 144 

means 𝑓 ̅ and observation 𝑓  is defined as, 145 

𝑀𝐴𝐸 ( 𝑓,̅ 𝑓 ) =  ∑  𝑓̅ − 𝑓   (21) 

where 𝑝  indexes all the geospatial locations. And we can consider extreme value 146 

prediction accuracy under different precipitation intensities, we use an intensity mask 147 

[𝑓 > 4] and [𝑓 > 8] to get the masked prediction and observation 𝑓̅ , 𝑓 _  148 

𝑀𝐴𝐸 , ( 𝑓̅ , 𝑓 _ ) =  ∑  𝑓̅ − 𝑓 _   (22) 

 149 

3.2 Correlation  150 

The spital correlation between ensemble mean and observation is defined as. 151 

𝐶𝑜𝑟𝑟 ( 𝑓̅, 𝑓 ) =  
∑ ( ̅   ̅ )( ,  , )

∑ ( ̅   ̅ ) ∑ ( ,  , )

  (23) 

where  𝑓̅   means to average in space. In deployment, we flatten the prediction and 152 

observation then use the corrcoef function from the NumPy library. 153 

 154 

3.3 Critical Success Index 155 

The Critical Success Index (CSI) is a statistical measure that quantifies the 156 

accuracy of spatial prediction by evaluating the correct identification of specific events 157 

or outcomes.  158 

The CSI is defined as the ratio of true positives (TP) to the sum of true positives, 159 

false positives (FP), and false negatives (FN). Mathematically, it is expressed as, 160 



𝐶𝑆𝐼 =    (24) 

 TP represents the number of true positive outcomes, which signifies the accurate 161 

prediction of events or occurrences. 162 

 FP corresponds to false positives, indicating instances where the event was 163 

predicted, but did not materialize. 164 

 FN denotes false negatives, signifying cases where the event occurred but was not 165 

correctly predicted. 166 

The CSI values range between 0 and 1, where a CSI of 1 indicates perfect spatial 167 

accuracy in prediction, implying that all positive outcomes were correctly forecasted 168 

without any false alarms. Conversely, a CSI of 0 suggests that none of the events were 169 

accurately predicted. 170 

 171 

3.4 Continuous Ranked Probability Score 172 

CRPS is used to evaluate the calibration and sharpness. It quantifies the 173 

discrepancy between the forecasted cumulative distribution function (CDF) and the 174 

observed CDF, defined as,  175 

𝐶𝑅𝑃𝑆 =  ∫ [𝐹(𝑓 ) − 1(𝑡 ≤ 𝑧)] 𝑑𝑧  (25) 

where F denotes the CDF of the prediction distribution and 1(t ≤ z) is an indicator 176 

function that is 1 if t ≤ z and 0 otherwise. In the case of a deterministic forecast (like 177 

Unet) the CRPS reduces to the mean absolute error (MAE).  178 

 179 

3.5 Spread-skill ratio 180 

The SSR evaluates the reliability of the ensemble. It is a ratio that quantifies the 181 

balance between calibration and sharpness, providing insights into the trade-off 182 

between these two critical aspects of predictive modeling. 183 

𝑆𝑆𝑅 =    (26) 

where the spread is defined as, 184 

𝑆𝑝𝑟𝑒𝑎𝑑 =  ∑ 𝑉𝑎𝑟(𝑓 , )  (27) 

and the RMSE is defined as, 185 

𝑅𝑀𝑆𝐸 =  ∑ (𝑓̅ − 𝑓 )   (28) 

 186 

4 Additional results 187 

4.1 Skill evaluation 188 

Figure S1 includes PySTEPS metrics calculated over the entire test dataset. Due 189 

to UNet's blurred predictions, it falls short of PySTEPS in terms of CSI8.  190 



 191 
Figure S1. The full version of Figure 2, incorporating metrics for PySTEPS. 192 

 193 
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 200 
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 210 

 211 

 212 



 213 

4.2 Additional case 214 

 215 

Figure S2. An additional case in Section 5.1 216 

 217 



 218 
Figure S3. An additional case in Section 5.1 219 

 220 



 221 

Figure S4. An additional case in Section 5.1 222 

 223 

4.3 Reliability cases 224 

 225 
Figure S5. An additional case in Section 5.3 226 



 227 
Figure S6. An additional case in Section 5.3 228 

 229 
Figure S7. An additional case in Section 5.3 230 

 231 
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