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Abstract

We monitored the time history of the velocity change (dv/v) from 2002 to 2022 to investigate temporal changes in the physical

state near the Parkfield Region of the San Andreas Fault throughout the interseismic period. Following the coseismic decrease

in dv/v caused due to the 2003 San Simeon and the 2004 Parkfield earthquakes, the dv/v heals logarithmically and shows a

net long-term increase in which the current dv/v level is equivalent to, or exceeding, the value before the 2003 San Simeon

earthquake. We investigated this long-term trend by fitting the model accounting for the environmental and coseismic effects

to the channel-weighted dv/v time series. We confirmed with the metrics of AIC and BIC that the additional term of either

a linear trend term, or a residual healing term for the case where the healing had not been completed before the San Simeon

earthquake occurred, robustly improved the fit to the data. We eventually evaluated the sensitivity of the dv/v time history

to the GNSS-derived strain field around the fault. The cumulative dilatational strain spatially averaged around the seismic

stations shows a slight extension, which is opposite to what would be expected for an increase in dv/v. However, the cumulative

rotated axial strain shows compression in a range near the maximum contractional horizontal strain (azimuth of N35°W to

N45°E), suggesting that the closing of pre-existing microcracks aligned perpendicular to the axial contractional strains would

be a candidate to cause the long-term increase observed in the multiple station pairs.

Open research

We maintain software, a minimal working example, and the Jupyter notebooks in GitHub to reproduce the
analysis presented in the manuscript.

• SeisMonitoring.jl: A Julia-based software package to process the ambient seismic noise.
• SeisMonitoring Example: A minimal working example of the SeisMonitoring.jl
• SeisMonitoring Paper: Jupyter notebooks to post-process the data and to plot figures

The intermediate files of the post-processing are available in the UW dasway.

1

https://github.com/kura-okubo/SeisMonitoring.jl
https://github.com/kura-okubo/SeisMonitoring_Example
https://github.com/kura-okubo/SeisMonitoring_Paper
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Key Points:6

• Ambient seismic noise monitoring at Parkfield measures relative velocity change7

(dv/v) from 2002 to 2022.8

• The post-seismic healing from the 2004 Parkfield earthquake continues today, with9

the current dv/v exceeding the level before the event.10

• A statistically significant long-term increase correlates with the contractional ax-11

ial strains caused by tectonic loading.12
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Abstract13

We monitored the time history of the velocity change (dv/v) from 2002 to 2022 to14

investigate temporal changes in the physical state near the Parkfield Region of the San15

Andreas Fault throughout the interseismic period. Following the coseismic decrease in16

dv/v caused due to the 2003 San Simeon and the 2004 Parkfield earthquakes, the dv/v17

heals logarithmically and shows a net long-term increase in which the current dv/v level18

is equivalent to, or exceeding, the value before the 2003 San Simeon earthquake. We in-19

vestigated this long-term trend by fitting the model accounting for the environmental20

and coseismic effects to the channel-weighted dv/v time series. We confirmed with the21

metrics of AIC and BIC that the additional term of either a linear trend term, or a resid-22

ual healing term for the case where the healing had not been completed before the San23

Simeon earthquake occurred, robustly improved the fit to the data. We eventually eval-24

uated the sensitivity of the dv/v time history to the GNSS-derived strain field around25

the fault. The cumulative dilatational strain spatially averaged around the seismic sta-26

tions shows a slight extension, which is opposite to what would be expected for an in-27

crease in dv/v. However, the cumulative rotated axial strain shows compression in a range28

near the maximum contractional horizontal strain (azimuth of N35◦W to N45◦E), sug-29

gesting that the closing of pre-existing microcracks aligned perpendicular to the axial30

contractional strains would be a candidate to cause the long-term increase observed in31

the multiple station pairs.32

Plain Language Summary33

We monitored the temporal change of velocity (dv/v) around the Parkfield Region34

from 2002 to 2022 to investigate the healing of dv/v after the 2003 San Simeon and the35

2004 Parkfield earthquakes. Following those events, the dv/v recovers logarithmically36

with time and shows a net long-term increase in which the current dv/v level is equiv-37

alent to, or exceeding, the value before the 2003 San Simeon earthquake. We investigated38

this long-term trend by fitting the model accounting for the environmental factors, the39

coseismic effects, and the additional term explaining the long-term increase. Models with40

the additional term provide a statistically robust improved fit to the data, suggesting41

the long-term increase observed in the dv/v time history is a non-negligible factor. We42

eventually evaluated the sensitivity of the dv/v to the GNSS-derived strain field around43

the fault. The spatially averaged dilatational strain could not explain the increase in dv/v44

as it shows a slight extension, whereas the rotated axial strain shows compression in a45

range near the maximum contractional horizontal strain. The closing of pre-existing mi-46

crocracks aligned perpendicular to the contractional strains thus would be a candidate47

to cause the increase in the material’s rigidity and the average seismic wave velocity.48

1 Introduction49

Continuous seismic monitoring of the Earth on decadal timescales allows for the50

exploration of environmental, volcanic, and tectonic phenomena that control the seis-51

mic properties of the subsurface. Observed changes in the seismic velocity of the sub-52

surface often result from a combination of different effects, and decadal surveys are re-53

quired to untangle the contribution of each mechanism. For example, the recovery from54

the 1999 Chichi Earthquake is masked by environmental fluctuations such as rainfall (Feng55

et al., 2021), and hydrological loads overprint volcanic activities in Mount St. Helens (Hotovec-56

Ellis et al., 2015).57

The seismic quantity dv/v provides a relative measure of the volume-averaged per-58

turbation in the seismic velocity of the subsurface and is usually measured using the coda59

of waves from repeated sources and receivers. Coda waves are often used since they are60

sensitive to small perturbations in the subsurface (Snieder et al., 2002; Lobkis & Weaver,61
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2003) and ballistic wave measurements are complicated by varying source locations or62

ambient field stationarity (Colombi et al., 2014; Takano, Brenguier, et al., 2019). Reli-63

able repeated coda sources and receivers may come from either repeating earthquakes64

recorded at the same stations (Poupinet et al., 1984) or from repeated ambient noise cross-65

correlation functions (Sens-Schönfelder & Wegler, 2006).66

Poupinet et al. (1984) first applied the doublet method using two microearthquakes67

occurring before and after the 1979 M5.9 Coyote Lake earthquake and found the time68

delay in the coda of the doublets increased linearly with time, indicating the change in69

dv/v over the medium. Numerous studies have since shown that the seismic properties70

of fault zones can be monitored by dv/v using waveforms from any earthquake doublet,71

or set of repeating earthquakes, with similar enough waveforms to compare the arrival72

times (e.g., Schaff & Beroza, 2004; Rubinstein et al., 2007; Sawazaki et al., 2015; Sheng73

et al., 2021; Hotovec-Ellis et al., 2022).74

One of the most popular approaches used to extract the continuous measurement75

of dv/v in time uses the cross-correlation of ambient seismic noise (Nakata et al., 2019).76

The advantage of using ambient seismic noise is that one does not have to wait for earth-77

quakes to occur, which enables continuous measurements of dv/v. The dv/v is sensitive78

to the groundwater level (GWL) (Sens-Schönfelder & Wegler, 2006; Rivet et al., 2015;79

Clements & Denolle, 2018; Nishida et al., 2020; Illien et al., 2021; Mao et al., 2022; Il-80

lien et al., 2022; Clements & Denolle, 2023) and the thermoelastic deformation induced81

by the air temperature (Richter et al., 2014; Gassenmeier et al., 2016; Colombero et al.,82

2018), or even both (Wang et al., 2017; Feng et al., 2021; Lecocq et al., 2017). When in-83

terpreting dv/v measurements, it is thus crucial to identify the environmental factors84

as well as other mechanisms that cause variations in dv/v, such as a drop in velocity as-85

sociated with coseismic earthquake rupture, logarithmic healing following an earthquake,86

and the other potential tectonic factors (Taira et al., 2015; Feng et al., 2021; Clements87

& Denolle, 2023).88

Regardless of the type of wavefield used (e.g., earthquakes or ambient field), dv/v89

measurements vary in time due to the changing tectonic strains associated with the earth-90

quake cycle. Before the earthquake, laboratory studies predict a slight decrease in the91

seismic velocities (Shreedharan et al., 2021), which has been observed only in Parkfield,92

CA (Niu et al., 2008) and Italy (Chiarabba et al., 2020). During the earthquake, many93

studies have investigated the effect of coseismic damage on the seismic velocities (e.g.,94

Wegler & Sens-Schönfelder, 2007), either near the fault due to the extremely high strain95

rates (Brenguier, Campillo, et al., 2008; Wu et al., 2016; Taira et al., 2015; Lu & Ben-96

Zion, 2021; Nimiya et al., 2017) or at the surface as a result of the strong ground mo-97

tions (Gassenmeier et al., 2016; Viens et al., 2018; Bonilla et al., 2019). Studies have found98

significant correlations between reductions in the seismic velocities with peak dynamic99

strains or stresses (Richter et al., 2014; Taira et al., 2015; Hobiger et al., 2016; Viens et100

al., 2018). After the earthquake, the seismic velocity appears to heal logarithmically, com-101

parable to the recovery governed by the slow dynamics (Ten Cate & Shankland, 1996;102

TenCate et al., 2000; Johnson & Sutin, 2005). Theoretical arguments suggest that heal-103

ing should saturate after some time (Snieder et al., 2017). However, the saturation time104

scale is poorly understood, and observed healing times vary tremendously (Viens et al.,105

2018; Clements & Denolle, 2023; Illien et al., 2022). The postseismic healing is observed106

to last days, weeks, or months (Viens et al., 2018; Marc et al., 2021; Clements & Denolle,107

2023), whereas little attention has been paid to the inter-seismic period between earth-108

quakes. This is partly because inter-seismic loading usually occurs at low strain rates109

relative to the co- and post-seismic rates (Shreedharan et al., 2021) and is very difficult110

to identify due to contamination of the signal by various environmental processes and111

other seismic events.112

This study focuses on a particularly well-instrumented segment of the San Andreas113

Fault (SAF) near Parkfield, California. These instruments were installed by the Berke-114
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ley Seismology Lab and have provided continuous seismic data since 2002 (doi:10.7932/HRSN).115

The seismic stations are located on the ruptured area of the 2004 Parkfield earthquake.116

Brenguier, Campillo, et al. (2008) measured the dv/v at Parkfield from 2002 until 2008117

and showed a coseismic decrease in velocity associated with two earthquakes and their118

logarithmic healing, which they interpreted as a postseismic response. Subsequently, Wu119

et al. (2016) extended the analysis period to 2011 and evaluated the dv/v with differ-120

ent frequency bands to investigate depth-dependent velocity perturbations. They showed121

the coseismic decrease in velocity is larger with a higher frequency band corresponding122

to the shallow depth, which could have the contributions from the loss of the dv/v sen-123

sitivity for the layered perturbation at depth with the low-frequency range(Obermann124

et al., 2013; Yuan et al., 2021) and potentially depth-dependent damage.125

We build upon these two previous studies by constructing a time series of the evo-126

lution of dv/v over 20 years (2002-2022). We take advantage of this longer time series127

to quantitatively determine how dv/v is affected by both environmental factors and two128

major local earthquakes, the 2003 M6.5 San Simeon (SS) and the 2004 M6.0 Parkfield129

(PF) earthquakes, and to investigate the residuals from them that might contain addi-130

tional factors. We examine models that include the effects of precipitation, temperature,131

earthquake healing (e.g. SS and PF), and the long-term trend term which is included132

as either a linear term or a residual healing term in our analysis to quantitatively de-133

termine the non-negligible increase in dv/v, which resulted in the dv/v potentially be-134

ing greater in 2022 than the value before the 2003 San Simeon earthquake.135

Non-linear elasticity rheology predicts that dv/v is proportional to dilatational strains136

(see review in Clements & Denolle, 2023). Many observations of such relation support137

the theory: tidal oscillations and the volcanic activities (e.g. Yamamura et al., 2003; Don-138

aldson et al., 2017; Hirose et al., 2017; Takano et al., 2017; Mao et al., 2019; Sens-Schonfelder139

& Eulenfeld, 2019; Takano, Nishimura, et al., 2019; Nishida et al., 2020; Hotovec-Ellis140

et al., 2022). In this study, we evaluated the surface strain field at Parkfield using the141

Global Navigation Satellite System (GNSS) dataset. We compare the GPS-derived strains142

with the dv/v measurements to constrain the effects of tectonic deformations on dv/v143

measurements. The strain field around the SAF is perturbed by creep on the shallow fault144

(Bacques et al., 2018) and by the intricate pattern of locked and creeping patches deeper145

on the fault surface(Jolivet et al., 2015). In order to compare this spatially complex strain146

field with dv/v measurements, we calculate the spatially averaged cumulative strains around147

the SAF, which includes the seismic stations.148

In this study, we describe the methods and processing workflows used to obtain sta-149

ble dv/v measurements at decadal timescales (Section 2), which required developing new150

high-performance software. We then present a survey of the dv/v results, with a par-151

ticular focus on several distinct station-component pair combinations and frequency bands152

(Section 3). To fit models and quantify their sensitivity to the dv/v time series, we em-153

ploy Markov chain Monte Carlo (MCMC) for Bayesian inference (Section 4). We then154

compare the strain field at Parkfield using the GNSS data to the dv/v time series (Sec-155

tion 5). The quantitative contributions of different physical mechanisms of both tectonic156

and environmental origins to the observed dv/v time series are constrained and discussed157

(Section 6). The abbreviations used in this article are listed in Table 1.158

2 Methodology159

Day-long instrument corrected time series of continuous (20 Hz sampling rate) three-160

component seismic data from January 2002 to May 2022 from 13 stations of the High-161

Resolution Seismic Network (HRSN; Figure 1) were used to compute the dv/v time-series.We162

removed the instrumental response at the beginning of data processing. Each of the three163

components, rather than just the typically used vertical component, was used in this anal-164
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ysis in order to improve the dv/v quality (Schaff, 2012) and the temporal continuity af-165

ter channel-weighting (see Section 2.6).166

The calculation of a dv/v time series from an ambient seismic noise dataset of this167

size (1.6 TB) is a computational challenge due to the extremely large number of cross-168

correlations that are required to be computed. To overcome this computationally pro-169

hibitive obstacle which prevents the use of existing seismic processing tools, we devel-170

oped a Julia-based software SeisMonitoring.jl (doi:10.5281/zenodo.832094) which can171

be used in high-performance computing environments. Julia is a powerful language to172

perform computationally intensive processes (Bezanson et al., 2017) such as computing173

large numbers of cross-correlations in parallel. Jones et al. (2020) developed the Julia-174

based software tool, SeisIO.jl, to handle the seismic waveforms with metadata in the175

structure and showed the advantage in using memory and computational speed. Clements176

and Denolle (2020) developed the Julia modules called SeisNoise.jl, which efficiently177

computes the cross-correlations of short-time windows to conduct the dv/v monitoring.178

The new software tool presented here, SeisMonitoring.jl, uses these packages as de-179

pendencies, which greatly reduces the processing time with process parallelization.180

2.1 Data quality181

We first evaluated the power spectral density (PSD) of the seismic waveforms to182

investigate the data quality regarding the data continuity and noise levels. We used the183

Blackman-Tukey method to estimate the PSD, which is based on Wiener-Khinchine’s184

theorem, such that the PSD can be obtained with the Fourier transform of the auto-correlation185

functions (ACFs). This scheme is efficient for our case compared to Welch’s method as186

we can reuse the monthly-stacked ACFs to compute the decadal history of the PSD. We187

computed the daily ACFs after rescaling and removing the instrumental response asso-188

ciated with each station and channel. We then apply the Tukey window with 5% on the189

ACFs and apply the FFT to obtain the discrete Fourier coefficients, which represent the190

PSD of the day.191

Sudden changes in the power spectrum amplitude for several various stations and192

times are observed in the time series (e.g. EADB around 2014; Figure S2), which are likely193

due to instrumental changes and artifacts, which are not noted in the metadata. Fig-194

ure S2 shows the PSD associated with the station EADB as a representative station pair.195

The PSD of the other stations can be found in Supplementary Dataset S1. We found some196

defects in the waveform data, which need to be thresholded out during the noise pro-197

cessing. These step-like changes can potentially cause artifacts in the estimation of dv/v,198

which is discussed in the next section. Notably, there was a prominent peak in the PSD199

at 1 Hz in the channel EADB-3 around 2012-2014, which could also be due to instru-200

mental and/or environmental noise. This type of noise is observed in some other stations,201

such as FROB, contaminating the ACFs as the coherence of the periodic noise becomes202

dominant. As explained later in this section, we mitigate this artifact in the noise cross-203

correlations during the stacking process.204

We cross-verified the data quality estimated from the PSDs using the supporting205

information of Shelly (2017). In this study, we did not correct the swap of channels or206

the reversed polarity on the raw data reported by Shelly (2017). Instead, we applied mul-207

tiple thresholds during the processing of the seismic noise associated with the amplitude208

of hourly and daily cross-correlation functions (CCFs) and the correlation coefficient (CC)209

between the reference and current CCFs during the stacking so that the perturbed CFs210

are mostly excluded from the stacked CCF to minimize the bias caused due to those in-211

strumental issues in the analysis of dv/v.212

–5–



manuscript submitted to JGR-Solid Earth

2.2 Removal of coherent transient signals213

The continuous seismic waveform contains transient signals such as earthquakes,214

tectonic tremors, environmental signals, and instrumental noises. The transient signals215

degrade the stability of the stacked correlation function (CF) as they induce strong, co-216

herent signals on the correlation function that are typically absent. Zhou et al. (2020)217

implemented the process of asynchronous temporal flattening, which mutes the time win-218

dows containing the large amplitudes caused by the transient signals to avoid the per-219

turbation of CFs. In this study, we also muted the transient signals from the continu-220

ous waveform using the kurtosis and classic STA/LTA algorithms (Allen, 1978) to ex-221

tract impulsive earthquake and emergent tectonic tremor events.222

The kurtosis within the moving window is sensitive to the spike-like transient sig-223

nals that detect the events. We followed Baillard et al. (2013) and used kurtosis as the224

characteristic function to pick the events. We calculated the kurtosis for every three-minute-225

long segment. An event is detected when the kurtosis exceeds a given threshold. The stan-226

dard STA/LTA algorithm can detect tremor-like events. Unlike for detecting earthquake227

signals, we chose time window lengths of STA/LTA tuned to detect relatively long-term228

perturbations such as tectonic tremors: three minutes and one day for the STA and LTA229

lengths, respectively. The threshold of kurtosis and STA/LTA is set to be three. The com-230

bination of the kurtosis and STA/LTA detection thus performs to clean the raw data con-231

taining various types of transient signals.232

We removed the signal in the time windows when either kurtosis or STA/LTA ex-233

ceeded the threshold by applying the inverted Tukey window. We computed the percent-234

age of taper with respect to the removed time windows such that the taper duration is235

fixed at thirty seconds. Figure S3 shows an example of a waveform observed at EADB236

and the removal of transient signals. Figure S3d shows the waveform after removing tran-237

sient signals. After transient removals, the noise amplitude is balanced enough to mit-238

igate the artifacts of transient signals on the stacked CFs.239

Figure S4 shows the data availability before and after removing the transient sig-240

nals. We computed the fraction of missing data in the daily waveforms associated with241

each station and channel. A sufficient amount of continuous data is available even af-242

ter removing the transient signals from the raw data.243

2.3 Auto- and cross-correlation functions244

We computed the CFs for all the combinations of station and component in Ju-245

lia using SeisMonitoring.jl. We sliced the data into hourly time windows with half246

an hour of overlap. We applied detrending, demeaning, and tapering on the time win-247

dows before computing the FFT and the CFs. The maximum lag time of the correla-248

tion is one hundred seconds. The resolution of the correlation function can be improved249

by either spectral normalization (Bensen et al., 2007; Viens et al., 2017) or temporal nor-250

malization methods such as the one-bit filter (Campillo & Paul, 2003; Larose et al., 2004;251

Shapiro & Campillo, 2004; Shapiro et al., 2005; Bensen et al., 2007; Durand et al., 2011;252

Seydoux et al., 2016), or using non-linear filters (Baig et al., 2009; Hadziioannou et al.,253

2011; Moreau et al., 2017; Viens & Van Houtte, 2019). In this study, however, we com-254

puted the CFs without those normalizations for simplicity in the processing and inter-255

operability of the correlated wavefield.256

To analyze the dv/v in different frequency bands, we applied the continuous wavelet257

transform (CWT) to the CFs as accurate narrow-bandpass filters. The theoretical back-258

ground of CWT is summarized in Torrence and Compo (1998). Mao et al. (2020) showed259

the wavelet cross-spectrum approach improves the measurement of dv/v compared to260

the standard doublet method. Yuan et al. (2021) showed the combination of CWT and261

stretching method efficiently retrieves the dv/v with various frequency bands. We thus262
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applied the CWT and inverse CWT to reconstruct the CFs in the time domain with the263

frequency bands of 0.2-0.5, 0.5-0.9, 0.9-1.2, and 1.2-2.0Hz. We used the Morlet mother264

wavelet for the CWT, and the factors used to reconstruct the waveforms are taken from265

Table 2 of Torrence and Compo (1998). The module is implemented in SeisDvv.jl in266

Julia, which is translated from the python module pycwt. We applied the tapering on267

the CFs to avoid the artifacts at the edges of cross-correlation functions after filtering268

with the CWT. Note that the spectral normalization is not applied in this study.269

After filtering the CFs into frequency bands, we threshold out bad CFs using the270

maximum amplitude of hourly CFs before computing the daily stacks. Most of the tran-271

sient signals have been removed from the waveform during the pre-processing. Still, we272

continue curating the result by removing the remaining cause of the perturbation of the273

stacked CFs. We detect and mask the hourly CF stacks with low coherency, which is less274

likely to improve the stationary phases in the day-stacked CFs. To detect them, we first275

evaluated the maximum amplitude of CFs associated with each hourly time window and276

subsequently computed the median of these values over a day to detect the outliers in277

the set of hourly CFs. We rejected the hourly CFs if the maximum amplitude of CFs278

is greater than three times or smaller than 10% of the median. This median-mute fil-279

ter allows for cleaning the daily stacked CFs in terms of the fluctuation in the amplitude280

caused by the remaining transient signals or the instrumental issues. Note that this fil-281

ter cannot address the incoherent phases with an amplitude similar to the ambient noise282

due to the small earthquakes. The artifacts of the incoherent CFs are thresholded out283

during the stacking phase implemented as the selective stack explained in the later sec-284

tion.285

Figure S5 shows the nine components of CCFs associated with the station pair of286

LCCB-SCYB for the frequency range of 0.9-1.2Hz. It shows the relatively strong coher-287

ence in the ballistic wave arrivals followed by the coda waves. The other station pairs288

can be found in Supplementary Dataset S2. The original data of cross-correlation func-289

tions are available in the cloud storage dasway (doi: https://doi.org/10.6069/PK9D290

-9411). Note that the location codes and channel names have been replaced between Novem-291

ber 2010 and September 2011. We thus unified them to obtain the continuous set of CFs,292

given that they are recorded on the same site.293

2.4 Stacking294

We computed the reference CFs by stacking the daily CFs from January 2010 to295

May 2022. We assume the reference CFs converge enough to evaluate the dv/v with this296

period. The bottom waveforms of Figure S5 show the reference stacks for the cases be-297

tween 2010 and 2022 and the stack over the entire study period as a comparison. We ap-298

plied the median filter using the maximum amplitude of daily CFs to the reference stacks.299

The comparison of reference stacks over the different periods shows nearly identical wave-300

forms, showing this reference is converged enough to measure the dv/v to the current301

monthly stack. The distinct improvement in the stacked CFs with the median mute can302

be found in other station pairs (e.g., EADB-EADB in Supplementary Dataset S2).303

To evaluate the time history of dv/v, we stacked the CFs over 30 days with a slid-304

ing step of 15 days used as the current CFs. Numerous stacking methods have been pro-305

posed to improve the coherent signals in the stacked CFs (e.g., Kanasewich et al., 1973;306

Schimmel & Paulssen, 1997; Pavlis & Vernon, 2010; Korenaga, 2013; Nakata et al., 2015;307

Ventosa et al., 2017). In this study, we selected the daily time windows to be stacked with308

the high correlations between the 12-year reference stack and current CFs to exclude fur-309

ther the time windows that degrade the convergence of the stacked CFs. This selection310

approach to enhance the Signal-to-noise ratio (S/N) of CFs has been proposed in pre-311

vious studies (e.g., G. Liu et al., 2009; Olivier et al., 2015; Thangraj & Pulliam, 2021).312

The metric of selection to improve the stacked CFs varies concerning the purpose of stack-313
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ing. G. Liu et al. (2009) showed the weighted stack of the common midpoint gathers with314

the local correlation, and the weights were defined as the correlation coefficient of short-315

time moving windows. Olivier et al. (2015) used the S/N associated with the S-wave win-316

dow to enhance the coherence in the stacked CCFs. These metrics aim to improve the317

S/N of the coherent signals to identify the reflections or the wave arrival times.318

In our case, we need to enhance the stability of the stationary phases in the coda319

part of CFs. Thus, we used Pearson’s correlation coefficient to evaluate the similarity320

between the reference stack and the daily CFs. We computed the monthly stacked CFs321

using the daily CFs with which the correlation coefficient to the reference is greater than322

the threshold. This metric is similar to the global correlation defined in G. Liu et al. (2009).323

The correlation coefficient is evaluated over the entire lag time of CFs, though the sim-324

ilarity of high amplitude signals dominates it. It should be mentioned that the thresh-325

old based on the correlation coefficient does not need to be strict because the target phase326

shifts that are induced by velocity changes decrease the correlation coefficient. Other-327

wise, it could cause the underestimation of dv/v as the correlation coefficient decreases328

with the phase change. The purpose of this threshold is to exclude the CFs that show329

a large discrepancy to the reference stack due to the perturbation of the noise sources330

so that the measurement of dv/v is assumed to be implausible. We set the threshold to331

zero with a range of [-1, 1], excluding only the correlations that have shifted as much as332

it would cancel the stacked CFs. The comparison of the performance for the selective333

stacking to the other stacking methods can be found in Yang et al. (2022). Although the334

performance of the selective stack shows similar performance with the linear stack and335

the robust stack (Pavlis & Vernon, 2010) in their dataset, the selective stacking helps336

stabilize the current CFs for our dataset as the transient perturbations due to the small337

events and the environmental noises might remain in the waveform.338

2.5 Measurement of dv/v339

We estimated the dv/v by the phase difference between the reference and current340

stacked CFs using two different schemes: the stretching method (Lobkis & Weaver, 2003)341

and the moving window cross-spectral (MWCS) analysis (Poupinet et al., 1984; Clarke342

et al., 2011). Using both ways demonstrates the difference in the stability of dv/v mea-343

surements (Hadziioannou et al., 2009) and the magnitude of its estimation such that the344

range of estimated dv/v with the MWCS is more likely to be lower due to the weighted345

linear regression with the local coherency in the short-time moving window (e.g., Hillers346

et al., 2019). Note that we did not apply nonlinear filters to the CFs in our analysis, as347

the signal-to-noise ratio in CFs is enough to measure the dv/v in our dataset.348

For the stretching method, we computed the stretch coefficient ε, equivalent to the349

dv/v, in two steps following Viens et al. (2018). The coda window where we measure the350

phase change to evaluate dv/v is selected as the following: The start time of the coda351

window is either set as twice the arrival time of the ballistic wave estimated by the dis-352

tance of the station pair divided by the wave velocity, or the minimum threshold of 5353

seconds if the distance of the stations is close, and for the cases with the ACFs. We as-354

sumed the wave velocity to be 1 km/s. The end time of the coda window is fixed at 40355

seconds. We applied the threshold associated with the length of the coda window such356

that it is more than five wave periods related to the central frequency of the frequency357

band. If the station pair did not meet the threshold, we excluded the station pair for the358

evaluation of dv/v.359

We conducted a grid search to find the best stretching coefficient with a spacing360

of 0.02% to compute the profile of the correlation coefficient as a function of the ε be-361

tween the reference and the dilated current CF. We used both positive and negative lags362

to evaluate the CC. We then applied the spline interpolation of the profile to obtain a363

finer coefficient estimation following (Viens et al., 2018). Note that the ACFs should have364
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the identical measure of dv/v associated with a pair of cross-components (e.g., BP1-BP2365

and BP2-BP1) due to the symmetry of CFs. However, we obtained slightly different es-366

timations in our analysis due to the subtle difference in the spline interpolation. We quan-367

tified all the component pairs and confirmed that the difference is mainly within a sin-368

gle spacing of the grid search so that it is not critical to the statistics of the dv/v time369

history.370

For the MWCS method, we followed the process flow described in Clarke et al. (2011).371

The short moving time window is set as 6 seconds with a step of 3 seconds (i.e., 50% over-372

lap). Like the stretching method, we used both the positive and negative time lags to373

estimate the best dt/t, that is, the phase shift over lag time. Note that we used the same374

criteria for the selection of the coda window with the stretching. The dt/t is the slope375

of the linear trend of phase shift against lag time, which is obtained using the weighted376

linear regression along the lag time either with or without imposing the intersection at377

the origin of the lag time. The latter excludes the offset of dt, which helps mitigate the378

artifacts of instrumental clock drift in the case of the CCFs. We discuss it more in sec-379

tion 6.1.2. We used the results with the later scheme to mitigate the artifacts of the clock380

drift.381

We evaluated the quality of the dv/v estimates with the correlation coefficients be-382

tween the reference and the stretched CFs with the best fit dv/v value and the estima-383

tion of the error derived in Clarke et al. (2011) for the cases with the stretching method384

and MWCS analysis, respectively. Too large differences between the reference and cur-385

rent CFs may show a much greater magnitude of the dv/v. Still, they may be caused386

by the source perturbation or instrumental issues rather than the velocity change of the387

structure. Given the published analyses on Parkfield (Brenguier, Campillo, et al., 2008;388

Wu et al., 2016; Delorey et al., 2021), we do not anticipate large changes in dv/v. We389

carefully selected the threshold as they should be soft thresholds such that it does not390

cause bias due to removing the outliers. We set the threshold of 0.7 and 0.02% associ-391

ated with the correlation coefficient after stretching and the measurement error in MWCS,392

respectively, for the following analysis of the dv/v.393

Figure 2 shows the number of station-component pair combinations after the thresh-394

olding of dv/v. The hundreds of pairs, including auto- and cross-component correlations395

with the ACFs and CCFs, are obtained to evaluate the time history of dv/v. The num-396

ber of available pairs decreased due to the decommissioning of the RMNB after 2011.397

The area highlighted in grey indicates the period where the dv/v is scattered due to the398

clock drift on EADB and GHIB, discussed in a later section. Overall, we used around399

380 station and component pair combinations to evaluate the time history of dv/v. The400

datasheets of dv/v and the measurement error associated with the stretching and MWCS401

methods can be found in Supplementary Datasets S3 and S4.402

2.6 Channel weighting403

To conduct the model fitting, we computed the channel-weighted time history of404

dv/v associated with all the possible auto- and cross-correlation station pairs. The time405

history of dv/v needs to be continuous and long enough to fit the models. We thus com-406

puted the weighted average of the dv/v associated with the nine components channel407

correlations following Hobiger et al. (2014), such as408

dvv(t) =

∑N
k=1 c

2
k(t)dvvk(t)∑N

k=1 c
2
k(t)

, (1)

where dvv(t) is the weighted average of dv/v, and ck(t) is the correlation coefficient af-409

ter dilating the current CFs with the estimated dv/v. The subscript k indicates the com-410

ponent of the channel pairs. N is the number of channels to be averaged. We include411

the channels only if the quality of the estimated dv/v exceeds the threshold. The weighted412
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average of CC is written as413

c(t) =

∑N
k=1 c

3
k(t)∑N

k=1 c
2
k(t)

. (2)

We also evaluate the error of the weighted average of the dv/v with the propagation of414

error as follows:415

σ(t) =

√√√√ N∑
k=1

(
c2k∑N
i=1 c

2
i

)2

σ2
k, (3)

where σk is the error of kth dv/v.416

For the case with the stretching method, the CC is computed with the measure-417

ment of dv/v. We used the error estimation obtained by Weaver et al. (2011) as σk. We418

used the error derived in Clarke et al. (2011) for the case with the MWCS and simpli-419

fied the averaging of dv/v by setting the CC to be unity for all the channel pairs.420

We computed the fraction of the valid dv/v over the entire period and selected the421

station pairs with more than 0.7 of the fraction. We removed 33 and 27 pairs from 83422

station pairs with this threshold for the cases with stretching and mwcs, respectively. The423

measurement of dv/v is sometimes unstable due to, for example, cycle skipping (Mikesell424

et al., 2015), which would cause bias in the model fitting. We thus applied the thresh-425

old on the dv/v measurement to ignore absolute variations with amplitude greater than426

0.3%, which are assumed to be uncorrelated to the velocity change of the structures, to427

remove those outliers. The channel-weighted average of dv/v for all the station pairs can428

be found in Figures S6 and S7, used for the model fitting, as described in section 4.429

2.7 Computational effort430

The total volume of the original waveform data is 1.6TB. We used a Linux work-431

station with 48 cores, FASRC Cannon compute cluster (https://www.rc.fas.harvard432

.edu), and Frontera at the Texas Advanced Computing Center (TACC) (Stanzione et433

al., 2020) to develop the software tools and to conduct the case studies. We parallelized434

the processes using the Julia-native function Distributed.pmap to distribute the tasks435

to the workers. The heaviest computational process is to compute the cross-correlation436

due to the frequency of file I/O to access the waveforms and the number of station-component437

pair combinations. We optimized the parallelization by first computing the FFTs asso-438

ciated with a given time chunk for all the stations and channels in a node. We then dis-439

tributed the FFTs from the master process to the workers in parallel to obtain the CFs.440

We submitted the jobs for the cases e.g. every two years, and iterated the time chunks441

to complete the jobs so that we obtained the CFs for 20 years with reasonable compu-442

tational time. The other processes, such as downloading data, removing the transient443

signals, stacking, and evaluating the dv/v are also parallelized using the pmap. Further444

discussion can be found in Supplementary Text S1.445

3 Time history of dv/v from 2002 to 2022446

We compiled all the dv/v measurements associated with the station-component pair447

combinations before channel-weighting with the frequency band of 0.9-1.2Hz, selecting448

for values that meet the threshold of CC or error as shown in Figure 3. The color con-449

tour shows the number of pairs within a bin of 0.02% dv/v as a proxy of the probabil-450

ity distribution with respect to the time bins. We plotted the median and the second and451

third quantiles of the dv/v. The temporal resolution is about a month, as the current452

CFs consist of the 30-day stack with a step of 15 days. The shaded area indicates the453

period which could contain the clock drift (see Section 6.1.2). The reference period is454

from January 2010 to May 2022, as annotated in the bottom arrows.455
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The coseismic velocity decreases, and the subsequent recovery phase, as shown in456

Brenguier, Campillo, et al. (2008) and Wu et al. (2016), are reproduced in this study up457

to 2011. The dv/v continues to recover and exceeds the dv/v level prior to the SS earth-458

quake. This long-term increase is of great interest in this study. The fluctuation of dv/v459

measurement and the absolute change of dv/v are smaller with the MWCS, similar to460

the comparison of Hillers et al. (2019).461

Data consistency, as measured by the progressive decrease in the range of the quan-462

tiles, increases over time. Therefore, the interpretation of physical phenomena acting be-463

fore the earthquakes (SS and PF) is not likely to be robust, given the lack of stability464

in the dv/v measurements. In contrast, a robust feature is that the current dv/v would465

eventually be much greater than before the SS earthquake if the dv/v keeps increasing466

for more decades without the two coseismic drops in dv/v.467

A relatively steep positive change in the dv/v for the case using the stretching method468

was found around 2014. This could be most likely the artifacts due to the sudden change469

in the noise power spectrum (see Section 2.1). Given that the rapid increase does not470

appear in the MWCS measurements, we interpret that there must be a specific scattered471

wave of higher amplitude that dominated the stretching measurements but that was down-472

weighted in the MWCS calculation. While it appears in 2014, it is not strictly aligned473

with the date of the Napa earthquake. We explored its relation with the reports of non-474

stationary rates of Low-Frequency Earthquake occurrence (Delbridge et al., 2020), which475

we further discuss in Supplementary Text S2. A few station pairs do not include the tran-476

sition in their channel-weighted dv/v time histories, as shown in Figures S7 and S8. We477

further discuss the artifacts due to the non-tectonic origins in the section 6.1. We note478

that correcting this step-like change after 2014 does not remove the long-term trend in479

dv/v which exceeds the original baseline level prior to the occurrence of either of the SAF480

earthquakes (e.g. SS).481

We analyzed the dv/v time history with different sets of station-component pair482

combinations. Figure 4 shows the dv/v for the cases with the single-station and cross-483

stations (i.e., ACFs and CCFs) with the nine-channel correlations and the sets of chan-484

nel correlations for both ACFs and CCFs associated with the vertical and horizontal com-485

ponents. The long-term trend is nearly identical between the different groups of pairs,486

except the vertical component of the stretching method shows the relatively quick heal-487

ing of the dv/v.488

Figure 5 shows the dv/v with the different frequency ranges. We used the same length489

of the coda window and the thresholds in the CC or error with them. We do not show490

the results associated with the lowest frequency band of 0.2-0.5Hz from the case with491

the stretching, as the estimation of dv/v was unstable. The coseismic drop in velocity492

increases with frequency, as seen by Wu et al. (2016). The MWCS measurements in the493

frequency band 0.2-0.5Hz show neither the coseismic velocity decrease nor the contin-494

uous healing of dv/v. We also observed the seasonal perturbations, which need to be ex-495

cluded to evaluate the dv/v healing. The quality of dv/v measurement at low-frequency496

ranges might be improved by optimizing the processing parameters, e.g., the stacking497

period, coda window length, and the short-time window length associated with the MWCS.498

Wu et al. (2016) first reported the increase in dv/v drop with seismic frequency in499

Parkfield and interpreted it as a depth-dependent damaged structure. However, it also500

comes as a natural decay of the sensitivities for the layered perturbation of the medium501

with frequencies (Obermann et al., 2013, 2015; Yuan et al., 2021), which can be inter-502

preted as a greater spatial sensitivity (e.g., of the unperturbed medium) with lower fre-503

quencies. Interestingly, the rate of long-term increase is also observed to increase with504

frequencies (Figure S9). Yuan et al. (2021) showed that only uniform (i.e., depth inde-505

pendent) change in velocity affects frequencies equally. Therefore, if the variation of dv/v506

associated with the seasonal effects is uniform with frequencies, while the rate of long-507
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term increases with them, it has a potential to separate those effects such that the tec-508

tonic transient signals and long-term in dv/v are shallow perturbations, and seasonal ef-509

fects affect a greater depth range.510

We use the frequency band of 0.9-1.2Hz to conduct the model fitting and the com-511

parison to the strain in the following sections, corresponding to the depth down to ∼1km512

considering the depth sensitivity kernel for Rayleigh wave as shown in Figure S10.513

4 Multi-factor Model514

In order to investigate the source of the observed long-term increase in dv/v we for-515

mulate, and fit several different models to decompose the time series of dv/v with re-516

spect to each channel-weighted station pair into different the model components which517

utilize the observed environmental factors near the Parkfield section of the SAF. In Cal-518

ifornia, there have been numerous reports of seasonal effects on shallow measurements519

of dv/v (Hillers et al., 2015; Clements & Denolle, 2018; Mao et al., 2022; Clements &520

Denolle, 2023; G. Li & Ben-Zion, 2023), namely hydrological and thermoelastic effects.521

We used the monthly precipitation time series recorded at Parkfield with the Re-522

mote Automated Weather Stations (RAWS) provided by Western Regional Climate Cen-523

ter. We resampled every 15 days by linear interpolation to synchronize with the time his-524

tory of dv/v.525

The time series of temperature at Parkfield is downloaded from the National Oceanic526

and Atmospheric Administration (NOAA). We removed the mean offset from the daily527

averaged temperature time series to obtain the temperature anomaly. We then applied528

the low-pass filter with a cut-off period of 20 days and downsampled it along the time529

history of dv/v.530

4.1 Base model531

To model the dv/v timeseries, the non-tectonic factors such as the precipitation532

and the thermoelastic strain caused by changes in atmospheric temperature are included.533

We develop a dv/v timeseries model which is comprised of the non-tectonic factors along534

with the coseismic decrease in dv/v and the logarithmic healing model proposed by Snieder535

et al. (2017) which we refer to as “the base model”. The base mode is formulated as536

ybase(t) = a0 + p1∆GWL(t, α0) + p2T (t− tshift0 )

+ s1L(t, τ
min
1 , τmax

1 , tSS) + s2L(t, τ
min
2 , τmax

2 , tPF),

where the parameters with numerical indices (i.e., 0, 1 and 2) indicate parameters which537

are fit to the dv/v time series and are defined in Table 2.538

The first term a0 is the constant average level of the dv/v time series. The second539

term describes the hydraulic effects on the dv/v time series and is comprised of a pro-540

portionality constant p1 times the change of groundwater level (∆GWL). The change541

in groundwater level is derived from a model of the pore-pressure diffusion of the observed542

rainfall (Sens-Schönfelder & Wegler, 2006; Akasaka & Nakanishi, 2000), which excludes543

storage in large spatially confined reservoirs such as aquifers and lakes, such that544

∆GWL(ti) =

i∑
n=0

p(tn)

ϕ
exp [−α0(ti − tn)] , (4)

where p(ti) is the precipitation at time ti, ϕ is the porosity, and α0 is an exponential fac-545

tor which controls the hydraulic decay rate. The summation over the index n indicates546

that the value of the change in groundwater level at time ti is dependent on the previ-547

ous time steps of the precipitation time history. The ∆GWL time series is then calcu-548

lated using the RAWS time series of precipitation to estimate p(ti) and the values of α0549
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and ϕ (Figure 6a). Due to the less constraint in α0 from the dv/v time series, we fixed550

it during the MCMC analysis described in the section 4.4. We also fixed the porosity ϕ551

to be 5%, however, any error in the assumed porosity is automatically absorbed by the552

parameter p1. The best fitting model factor p1 is then estimated from the dv/v time se-553

ries using this change in groundwater level time series ∆GWL(ti). The factor p1 is con-554

strained to be negative to reflect the physical constraint that the dv/v time series val-555

ues will decrease for an increase in ∆GWL.556

The third term is associated with the atmospheric temperature (Figure 6b). Berger557

(1975) and Ben-Zion and Leary (1986) described the thermoelastic response at depth558

due to the slow diffusion of a temperature change at the surface (e.g., with time delay).559

We simplified this effect by shifting the time history of temperature by tshift0 with the con-560

stant factor p2. Note that we constrain the tshift0 to be positive to meet the causality of561

the thermoelastic deformation.562

The fourth and fifth terms show the coseismic velocity decrease and the healing as-563

sociated with the SS and PF earthquakes, respectively. The constants of proportional-564

ity of s1 and s2, which relate the modeled healing to the observed changes in dv/v. We565

used the logarithmic healing model of Snieder et al. (2017) given by566

L(t, τmin, τmax, tEQ) =

{
0, t < tEQ

−
∫ τmax

τmin

1

τ
exp (−(t− tEQ)/τ)dτ, t ≥ tEQ

(5)

where the τmin is the minimum relaxation time corresponding to the initial healing rate,567

τmax indicates the period when the healing is completed, and tEQ corresponds to the oc-568

currence time of the earthquake (Figure 6c). The magnitude of coseismic decrease siL(t =569

0, τmin
i , τmax

i , tEQ) is equivalent to si ln (τ
max
i /τmin

i ), which can be related directly to the570

observed coseismic decrease in the dv/v timeseries. We improved the computational ef-571

ficiency of the numerical integration using the pre-compiled library as described in Sup-572

plementary Text S3.573

4.2 Model with linear trend574

We synthesized the model with a linear trend term such that:575

ywlin(t) = ybase(t) + b0t, (6)

where b0 is the slope of the linear trend (Figure 6d). Note that the intersection of the576

linear trend is included in the term a0 of the base model ybase. The linear trend term577

is applied over the entire study period such that we assume it is caused by the background578

tectonics or some other factors affecting the dv/v on the entire period. Ikeda and Tsuji579

(2018) included this linear trend term in their model as they found the long-term increase580

in the dv/v from the observation near the Nankai trough off the Kii Peninsula, Japan,581

which is discussed in Section 6.2. Ermert et al. (2023) also included a necessary trend582

correlated with Mexico City basin subsidence.583

4.3 Model with residual healing584

We considered an alternative model that includes a residual healing term, which585

assumes that the healing from other earthquakes which occurred prior to our observa-586

tional period affects our perceived baseline dv/v values before the SS earthquake. Po-587

tential candidates from the USGS catalog are the M6.7 Coalinga earthquake on May 1983588

(e.g., Stein & King, 1984), the M4.8, 8 km NW of PF on November 1993 with a source589

depth of 10.9km, and the M4.9, 3 km NW of PF on December 1994 with the depth of590

8.3km. The magnitude of the latter two earthquakes is relatively small, but their loca-591

tion is close to the seismic stations. Thus, if the coseismic decrease in dv/v occurred due592

to those events, and the healing still took place until the SS earthquake, a residual of593
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the healing could be included in the dv/v. This situation is analogous to the discussion594

in Vidale and Li (2003) for the interruption of velocity healing due to the 1999 Hector595

Mine earthquake after the 1992 Landers earthquake.596

To formulate this model, we added the term associated with the residual healing597

to the base model such that:598

yresheal(t) = ybase(t) + c0H(tSS − t), (7)

where c0 and H are the factors of residual healing and the Heaviside function at the date599

of the SS earthquake, respectively (Figure 6e).600

4.4 Methodology of MCMC analysis601

To conduct the model fitting with the time history of channel-weighted dv/v, we602

used the Python-based software tool emcee (Foreman-Mackey et al., 2013). It provides603

the modules of the Markov chain Monte Carlo (MCMC) method with various advanced604

sampling algorithms. We selected the one from them called the stretch move proposed605

by Goodman and Weare (2010), which updates the model parameters using a set of walk-606

ers. We set the number of walkers and the steps of iterations as 32 and 20000, respec-607

tively. The log-likelihood function with a set of model parameters θ is defined as:608

ln l(θ) = −1

2

∑
n

[(
dvv(tn)− ymodel(tn,θ)

)2
σ̂2
n

+ ln σ̂2
n

]
, (8)

where dvv is the estimated dv/v time series, and σ̂2
n = σ2

n + f2
0 with the σn error of609

the dv/v estimation, and f0 is a model parameter associated with the additional vari-610

ance of the dv/v measurement, which is searched during the MCMC analysis similar to611

the other model parameters. Note that we use a different form of σ̂2
n from what is doc-612

umented in emcee as σ̂2
n = σ2

n + f2
0 y

2
model such that the additional variance is added613

uniformly over the study period (L. Ermert, pers. comm., 2022). We performed the model614

inversion using MCMC to evaluate the contribution of each model parameter as well as615

the trade-off between the parameters. The lower and upper bounds of the model param-616

eters are listed in Table 2.617

During the preliminary MCMC parameter search, the largest trade-off is observed618

between the parameters si and τmin
i (i=1, 2), degrading the model’s convergence as sum-619

marized in Supplementary Text S4 and Figure S11. We thus computed the median val-620

ues of the maximum likelihood parameter associated with τmin
i for the station pairs in621

the preliminary case study and used them as representative values to fix the model pa-622

rameters for the present analysis. We also fixed α0 as some of the station pairs are less623

sensitive to the ∆GWL. The values of the fixed parameters are listed in Table 3. Note624

that the fixed value of α0 is larger than the other applications (e.g. Sens-Schönfelder &625

Wegler, 2006), which might indicate higher drainage conditions.626

The parameter search range associated with the p1, s1, s2, and c0 is constrained627

in the positive or negative side for the consistency with the sense of change in dv/v. The628

bounds of tshift0 are set to be up to 90 days due to the trade-off between the p2 and the629

days of shift such that the time shift of half a year with the flip of the sign shows almost630

identical time series considering the seasonal variation. We also set a threshold such that631

the magnitude of s1 associated with the SS earthquake to be smaller than half of s2 with632

the PF earthquake. The more adequate criteria could be the comparison with the co-633

seismic velocity decrease in the logarithmic healing model, i.e., si ln(τ
max
i /τmin

i ), whereas634

we used the former criteria to simplify the constraint condition.635
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4.5 Comparison of best likelihood model to the data636

We compared the model fitting associated with the base and linear term models637

for all the available station pairs. We performed the statistical analysis to show the con-638

tribution of the linear trend term in the dv/v as well as the distribution of the other model639

parameters. We also conducted the MCMC analysis using the model associated with the640

residual healing term for a representative station pair to investigate its role in the dv/v.641

Figure 7 shows the marginalized 1D and 2D posterior probability distributions of642

the model parameters fit using the linear model to the dv/v time series obtained using643

the stretching method for the channel-weighted pair of LCCB-SCYB. The marginalized644

1D posterior probability distributions of all the model parameters except τmax
1 are strongly645

peaked and unimodal indicating that each of the parameters, and their error estimates,646

are well constrained (grey histograms, Figure 7). The 2D marginalized posterior prob-647

ability distributions associated with τmax
1 (red 2D histograms, Figure 7) reveal a trade-648

off between its value and the value of each of the other parameters (i.e., much larger co-649

variances). The parameter τmax
1 determines the period of healing following the SS earth-650

quake and is not well constrained due to the short observational period TSSobs
between651

the occurrence of the SS and PF earthquakes (i.e. TSSobs
≪ τmax

1 ). We note that the652

1D marginalized posterior probability distributions indicate that the parameters s2, τ
max
2653

and b0 are well constrained, despite the trade-off between parameters pairs (e.g., s2-to-654

τmax
2 , s2-to-b0, and τmax

2 -to-b0) indicated by their 2D marginalized posterior probabil-655

ity distributions. We omitted to show the uncertainty f0 as it shows the unimodal dis-656

tribution, not interfering with the other model parameters.657

The result obtained with the MWCS derived dv/v time series (Figure 8) are sim-658

ilar to those obtained using the stretching method. The main difference is in the param-659

eter tshift0 which is shifted from ∼ 30 days to near zero. This discrepancy between the660

stretching and MWCS results is likely due to the weighting of linear regression in the661

MWCS which could decrease the sensitivity to large fluctuations of phases from temper-662

atures.663

Figure 9 compares the observed dv/v time series and the model with the set of best664

likelihood parameters. Each row shows the contributions of model factors to the dv/v665

and the preprocessed time series of precipitation and temperature. The models of dv/v666

are synthesized using the maximum likelihood parameters, which are the set of param-667

eters that achieve the best likelihood during the MCMC sampling. For the station pair668

LCCB-SCYB, the best fitting models to both the stretching and MWCS derived channel-669

weighted dv/v timeseries show that the long-term increase after the PF earthquake is670

better reproduced with the linear trend term (Figures 9 and 10).671

4.6 Statistical analysis of model parameters672

We estimated the best likelihood parameters for the available station pairs, which673

can be found in Supplementary Dataset S5. We show the model fitting of all the station674

pairs in Figures S6 and S7 for the cases with the stretching and MWCS methods, respec-675

tively. We quantified the convergence of the model using the variance of the residuals676

such that we selected the station pairs with the variance of residuals smaller than the677

threshold of 0.002.678

We also removed the station pairs and ACFs associated with the FROB, as it shows679

the strong, suspicious harmonic noise in the raw data, which can cause bias in the CFs.680

We finally used the 32 and 29 channel-weighted station pairs for the cases with the stretch-681

ing and MWCS, respectively, for the statistical analysis of model parameters.682
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We computed the two metrics to evaluate the quality of models: the Akaike infor-683

mation criterion (AIC, Akaike, 1974)684

AIC = N ln
1

N

∑
t

(
dvv(t)− ymodel

)2
+ 2k, (9)

and the Bayesian information criterion (BIC, Schwarz, 1978)685

BIC = N ln
1

N

∑
t

(
dvv(t)− ymodel

)2
+ k lnN, (10)

where N is the number of data, and k is the number of model parameters.686

Figure 11a compares the AIC and BIC values for the case with the two methods687

of dv/v measurement. ∆AIC = AIClinear trend − AICbase, and same for ∆BIC. Most688

of the station pair shows the negative ∆AIC and ∆BIC, which supports the additional689

model term and model complexity. Thus, the linear trend term shows a non-negligible690

contribution to the dv/v. Figure 11b shows the estimated value of the slope b0%/year.691

The median for the cases with the stretching and MWCS are 0.0048 and 0.0027%/year,692

respectively.693

Figure 11c summarizes the other model parameters. The a0 is estimated larger with694

the base model than the model with linear trend term. This is due to the complemen-695

tary of the long-term healing by the positively large offset as shown in Figures 9 and 10.696

The coefficient with the temperature p2 varies in both negative and positive val-697

ues. In contrast, the median is positive, indicating the increase of temperature corresponds698

to the rise in dv/v, which is consistent with the model of Richter et al. (2014). The neg-699

ative sensitivity of dv/v to the temperature could be caused by the artifacts of the model700

fitting to the station pairs, which are less sensitive to the temperature, while it remains701

to be identified. G. Li and Ben-Zion (2023) showed the seasonal variation of the veloc-702

ity change ranging from 0.4% to 1.2%, which is more significant than our case. This would703

be caused by the different frequency ranges– 1-6Hz in their case–, while we use 0.9-1.2Hz.704

Maximum healing times τmax
i are better constrained with the base model than the705

model with linear trend, which could be caused by the trade-off between τmax
i and b0 (Fig-706

ures 7 and 8). However, the residuals between the model and data are smaller, with the707

case using the linear trend term for most of the station pairs. Instead, we need to sub-708

tract the long-term increase from the dv/v, if it is plausible, to adequately evaluate the709

maximum time of the logarithmic healing after the earthquakes. We generally find τmax
2710

to be about ten years, a similar scale to that obtained by Clements and Denolle (2023)711

in southern California earthquakes.712

The other parameters, such as p1 and tshift0 , are more scattered when incorporat-713

ing the linear trend term. These parameters may be less constrained due to their small714

sensitivity to the dv/v: the effects of precipitation and temperature are not evident in715

the channel-weighted time history of dv/v in Parkfield (e.g., the seasonality is weak) com-716

pared to the other areas (Sens-Schönfelder & Wegler, 2006; Clements & Denolle, 2023).717

In summary, the estimation of model parameters associated with non-tectonic fac-718

tors seems poorly constrained as some of the station pairs exhibit less seasonal signals719

(e.g., low sensitivity of dv/v to these factors). The posterior distributions of model pa-720

rameters are narrower for the base model (no linear trend), whereas the addition of the721

trend term widens the posterior distribution, even if it is well justified by the negative722

∆AIC and ∆BIC.723

4.7 Model fitting with the residual healing724

We performed the model fitting with the residual healing term for the LCCB-SCYB725

as a representative pair of dv/v time history showing the logarithmic healing and the726
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long-term increase. Figure S12 shows the marginalized posterior probability distributions727

for the case with the residual healing model using the MWCS method. The residual heal-728

ing coefficient c0 shows the trade-off with a0, the static term, such that the a0 increases729

with the magnitude of c0 to fit with the period before SS. Figure 12 shows the contri-730

butions of the model factors and the comparison to the data. We found c = −0.05%731

of the residual healing before the SS earthquake and τmax
2 = 25 years in this station732

pair. The fitting of the model could reproduce the channel-weighted dv/v by comple-733

menting the long-term increase in dv/v with the combination of c0, a0, and the logarith-734

mic healing.735

The AIC and BIC are smaller in the case with the base model, whereas they are736

larger in the case with the linear trend term shown in Figure 10 suggesting that the model737

with linear trend term is preferred over the residual healing for this station pair. How-738

ever, the comparison of the cases with the other station pairs might show different re-739

sults, and we eventually cannot evaluate how much the comparison of the AIC and BIC740

between the models with linear trend and residual healing terms is statistically signif-741

icant as both could reproduce the long-term increase in the dv/v. Thus, the choice of742

models with the linear trend or the residual healing terms remains to be determined from743

the model fitting analysis. Instead, if the residual healing model is suitable, we could de-744

duce that the steady state of the velocity corresponding to the a0 is larger than the cur-745

rent state of dv/v, and the logarithmic healing takes place at least more than 18 years.746

4.8 Variation of the linear term with fault normal distance747

We analyzed the slope of the linear trend term b0 as a function of the fault nor-748

mal distance to investigate the spatial characteristics of the long-term increase in dv/v.749

We computed the fault normal distance of the stations by defining the approximated pla-750

nar fault along the San Andreas Fault, as shown in Figure S1. We averaged the distances751

for the two stations in the cases of CCFs. The b0 is obtained with the best likelihood752

parameters.753

Figure S13 shows the distribution of b0 with the fault normal distances. We cat-754

egorized the ACFs and CCFs in the Pacific and North American sides and the station755

pairs crossing the fault, following Malagnini et al. (2019); Delorey et al. (2021). The value756

of b0 is generally larger with the stretching method than the MWCS, which could be caused757

due to the characteristics of the methodology in the measurement of the dv/v as the MWCS758

is more likely to underestimate the magnitude of dv/v (e.g. Hillers et al., 2019).759

Except for those outliers described below, the distribution of b0 is relatively uni-760

form, or weakly anti-correlated, with the fault normal distance. The effect of the shear761

localization or the damage zone in the fault core, as inferred by Delorey et al. (2021),762

is not clearly apparent in b0, even though some station pairs near the fault show rela-763

tively large values. To investigate if the observed dv/v variations revealed by the vari-764

ation in b0 with fault distance reflects the velocity perturbation in and around the fault765

core the sensitivity kernels would need to be evaluated carefully (Obermann et al., 2013).766

Some station pairs near the fault show larger values in b0 relative to station pairs far from767

the fault (Figure S13), however, the b0 with GHIB would be infeasible as the associated768

time history of dv/v is unstable with larger variances than the other stable station pairs769

(Figures S7 and S8). The negative b0 obtained for station pair LCCB-VCAB indicates770

a long-term decrease which is not visible in the dv/v time history (Figure S7). This neg-771

ative b0 value is likely caused by the trade-off in the model fitting between b0 and the772

healing term of the PF earthquake rather than the negative trend in dv/v. Note that773

the slope for this station pair is only obtained for the stretching method and a positive774

value is estimated using the MWCS derived dv/t time series.775
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5 Cumulative strain field at Parkfield776

In order to investigate whether the origin of the long-term increase in dv/v is as-777

sociated with the accumulation of regional strain on the SAF near Parkfield, we estimate778

the regional strain at Parkfield from 2009 to 2022 using GNSS data.779

The dilatational strain in rock is thought to affect the observed dv/v time series780

by altering the average wave speeds of the rock with contraction and extension increas-781

ing and decreasing the velocities, respectively. This relation is formulated in nonlinear782

elasticity (Ostrovsky & Johnson, 2001) and is supported by observations (e.g. Yamamura783

et al., 2003; Brenguier, Shapiro, et al., 2008; Richter et al., 2014; Donaldson et al., 2017).784

Typically, the sum of axial strain components, i.e., dilation, correlates with dv/v observed785

with the ambient seismic noise (Donaldson et al., 2019). However, Hotovec-Ellis et al.786

(2022) showed the velocity can be sensitive to a single component of the strain rather787

than the dilation when the pre-existing cracks are oriented in the suitable direction. In788

the case of Hotovec-Ellis et al. (2022), the cracks are generated perpendicular to the ra-789

dial direction of a caldera, forming the vertical ring fractures such that the opening and790

closing of them are governed by the radial strain component. Thus, if the cracks are aligned791

in a preferable orientation, the velocity could be effectively changed with the extension792

or contraction of the axial strain (Hotovec-Ellis et al., 2022).793

The dv/v should be evaluated with the spatial average of the interaction between794

the dominant crack orientations and the cumulative axial strain as well as the efficiency795

of the crack opening and closing with the strain (Sayers & Kachanov, 1995). In this study,796

however, we computed the spatial average of azimuthal axial strains around the seismic797

station to investigate the contractional directions of the strain rather than encompass-798

ing all the spatial variation of scattered crack orientations with depth-varied maximum799

compressive stress SHmax (Hickman & Zoback, 2004), which is less feasible in the res-800

olution of the observations and the uncertainty of the cause of anisotropy.801

5.1 Processing of the GNSS data to estimate the temporal evolution of802

strain field803

We downloaded the GNSS data processed by the NASA MEaSUREs ESESES Project804

(Bock et al., 2021). We used the daily displacement time series in the region of western805

North America, where the outliers and non-tectonic jumps have been removed.806

We computed the in-plane strain with the triangular elements with the nodes of807

GNSS stations generated by the Delaunay triangulation. The deformation of an element808

caused due to the plane strain without the rigid motion is written as follows:809


u1
x

u1
y

u2
x

u2
y

 =


x1 y1 0 y1
0 x1 y1 −x1

x2 y2 0 y2
0 x2 y2 −x2



εxx
εxy
εyy
−ω

 , (11)

where uk
x and uk

y (k=1,2) are the displacements of the station. xk and yk are the810

relative locations of nodes from the origin that is chosen from one of the nodes in the811

element. εij and ω are the strain and the rotation, respectively. This representation of812

deformation can be found in Shen et al. (1996) and Crowell et al. (2013). Given the dis-813

placement of stations, we obtain the strain tensor, which is assumed to be constant in814

the element. The convention of the sign is positive in extension for the axial strain com-815

ponents and the dilation. We used the software tool PyTAGS (Crowell, 2019) to con-816

duct the mesh discretization with triangular elements and compute the strain compo-817

nents associated with the elements.818
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We first obtained the strain components oriented to the East and North, correspond-819

ing to the x and y directions in equation 11, respectively. We then computed the dila-820

tion ε1+ε2 and the max shear (ε1 − ε2) /2 of the element, where the ε1 and ε2 are the821

maximum and minimum principal strains, respectively.822

To investigate the accumulation of strains, we first computed the deformation of823

the elements at a given time snapshot using the relative motions of the GNSS stations824

from the reference configuration. We then subtracted the strain field at the initial strain825

field, which we selected on January 3, 2009, from that of the current time snapshot to826

evaluate the accumulation of the strain from the initial state. The cumulative strain shows827

either a monotonic increase or decrease over the analyzed period as the sense of accu-828

mulation in the strain, i.e. extension or compression, rarely changes.829

Figure 13 shows the temporal evolution of the dilation and max shear. The max830

shear is positive and localized on the fault, while the dilation is not uniformly distributed831

along the fault. It should be noted that the discontinuity (i.e., slip) crossing the element832

causes bias in estimating strain as the element is assumed to be a continuum, and the833

strain is constant within the element. Therefore, the estimated strain near the fault can834

be apparent, largely distorted by the slip on the fault. One of the potential causes for835

the intricate pattern in the dilation could be the localized slip on the shallow surface (Bacques836

et al., 2018).837

The magnitude of cumulative strain far from the fault is in the order of 1µε over838

ten years. Considering the macroscopic strain rate reflects the region far from the fault,839

the strain rate should be in the order of 0.1µε/year, which is consistent with other stud-840

ies (Klein et al., 2019; Ross et al., 2022), although the detailed strain distribution can-841

not be compared due to the different spatial resolutions of the aforementioned studies.842

5.2 Time history of cumulative strain with Gaussian-weighted average843

around the seismic station844

To evaluate the sensitivity of velocity change to the strain by comparing the long-845

term increase in the dv/v with the cumulative strain associated with the dilation and846

the max shear, we computed the Gaussian-weighted average of the strain field associ-847

ated with the seismic stations. We only used the channel-weighted dv/v associated with848

the ACFs. We estimated the time history of the cumulative strain using the weighted849

average of the strain snapshots. The weight is computed with the numerical integration850

of two-dimensional Gaussian distribution over the surface of the triangular element as851

follows:852

wi =

∫
Ωi

G(ξ)dS, (12)

853

G(ξ) =
1

2πσ2
exp

(
−|ξ|2

2σ2

)
,

where wi is the weight on the ith triangular element, Ωi is the surface of the triangu-854

lar element, and ξ is the relative coordinate from given seismic station. σ defines the spa-855

tial extent of the weight around the seismic station. We set σ=5km. We normalized the856

weights before computing the weighted average such that the sum of the weights is unity857

for the cases where the strain data is missing on some triangular elements due to the lack858

of GNSS data.859

We applied the threshold of the missing data of GNSS near the seismic station to860

exclude the case if the cumulative strain is estimated with the triangular elements only861

far from the station. We skipped the time step of cumulative strain if the triangular el-862

ements within the distance of 5km were missing due to the gap in GNSS data.863
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5.3 Comparison of long-term increase in dv/v to the cumulative strains864

We pre-processed the channel-weighted dv/v before comparing them with the time865

history of the cumulative strains. We subtracted the model components of ∆GWL and866

temperature with the best likelihood model parameters from the dv/v and removed the867

offset with the mean between 2008 and 2010, considering the reference time of the cu-868

mulative strain. Indeed, we could also remove the logarithmic healing terms from the869

dv/v to focus on the linear trend. However, the τmax
2 shows the trade-off with the b0 as870

shown in Figures 7 and 8, which could cause the overestimation of the long-term increase871

in dv/v. Therefore, the logarithmic healing terms are kept in the dv/v to avoid bias due872

to subtracting them. To compare the strain and dv/v, we excluded the stations of GHIB,873

JCSB, and VARB as the measurement of the dv/v is unstable compared to that of other874

stations (see Figures S6 and S7). Therefore, we used the seven stations (CCRB, EADB,875

LCCB, MMNB, SCYB, SMNB, and VCAB) for the following analysis. We also set the876

period of comparison until 2020, as many GNSS data are missing after that.877

Figure 14 compares the dilation and max shear to the dv/v of ACFs for the cases878

using stretching and MWCS, respectively. We compared the cumulative strain and the879

dv/v associated with the ACFs of the seven stations, where the estimations of dv/v were880

relatively stable from 2009 to 2020. The time steps are synchronized between the cumu-881

lative strain and the dv/v, and we compared them every 90 days from the reference time882

snap.883

The Gaussian-weighted time history of the cumulative dilation around the seismic884

stations shows the subtle extension with time on average of the seven stations. The com-885

parison with the dilation shows weak positive correlations to the dv/v, which is the op-886

posite relation of what one would expect from nonlinear elasticity or from the opening887

of microfracture in micromechanics. Note that the dilation associated with EADB shows888

slight contractional accumulation, whereas the magnitude of strain is smaller than the889

other stations, which would be insufficient to evaluate the sensitivity with the dv/v. The890

similar discrepancy in the sense of dv/v and the dilation is also addressed in Hotovec-891

Ellis et al. (2022).892

We thus focused on the azimuthal axial strain and computed their Gaussian-weighted893

average around the stations. Instead of summing up all the local strains along SHmax,894

whose orientation varies quite significantly with a range of ±45◦ as shown in Figure 13,895

we uniformly rotated the strain around the stations to obtain the first-order evaluation896

of the axial strain to investigate if it shows contraction to cause the closing of given aligned897

cracks, which results in the increase in the dv/v.898

Figure 15a shows the mean and standard deviation of the station-averaged axial899

cumulative strain as a function of azimuth. The cumulative strain is evaluated between900

the reference in January 2009 and November 2019. The estimation of maximum contrac-901

tional orientation inferred from the GNSS data is consistent with the range of SHmax es-902

timated by Hickman and Zoback (2004). It is notable that the azimuthal strain can be903

contraction in the range from N35◦W to N45◦E although the mean value of axial strain,904

which is equivalent to the half of the dilation ε1 + ε2, shows the extension.905

We performed a linear regression between the cumulative strain and the dv/v av-906

eraged over seven stations to obtain the sensitivity at each azimuth, which is shown in907

Figure 15b. Figure 15c shows the estimations of negative sensitivity evaluated at N5◦E,908

which are -0.011±0.001%/µε and -0.007±0.001%/µε for the cases with stretching and909

MWCS, respectively.910

The sensitivity of dv/v to the strain component is smaller than reported previously911

as generally referred to in the order of -(0.1-1.0)%/µε. Although most studies derive the912

strain sensitivity to the dilatational strain rather than a single extension strain compo-913

nent, and the condition of the tectonic setting, the frequency range of the CFs, and the914
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installation of seismometers vary, we can still compare with other values found in the915

literature, which is summarized in Supplementary Text S5.916

Further investigation is necessary to fully explain the magnitude and direction of917

sensitivity of dv/v to strain. Nonetheless, the preferable interactions between the aligned918

microcracks, which could be non-uniformly distributed at Parkfield as inferred from the919

shear wave splitting analysis (see Supplementary Text S6), and the contractional strains920

could be a candidate to explain the long-term increase in dv/v on the multiple seismic921

station pairs.922

6 Discussion923

6.1 Potential artifacts in dv/v924

In this section, we list the potential artifacts to the dv/v caused by instrumental925

issues rather than tectonic or environmental origins before discussing the factors asso-926

ciated with the long-term increase in dv/v.927

6.1.1 Change of noise source spectrum928

Zhan et al. (2013) shows the potential of the apparent change in the velocity due929

to the evolution of the noise source spectrum. This artifact is still controversial as Mao930

et al. (2020) conducted the numerical experiments of the coda interferometry with mul-931

tiply scattered waves using the noise sources with different source spectra, indicating the932

measurements of dv/v are relatively insensitive to the perturbation of the noise source933

spectrum.934

Over time, sensors get updated, and instrumental responses may change. We find935

an increase in the power spectrum at higher frequencies around 2014, possibly due to936

a change in the sensitivity of stations as discussed in sections 2.1 and 3. This change ap-937

pears suddenly, and it might be correlated to the bump of the dv/v shown in the case938

of stretching in Figure 3, but it cannot explain a long-term trend.939

In our case, if the noise source perturbation is the origin of the apparent long-term940

increase in the dv/v, the noise source spectrum should gradually change over 20 years,941

uniformly causing the long-term increase in dv/v on the difference station and compo-942

nent pairs. We remark that the seasonality of microseismic noise is not strong at the fre-943

quencies of interest in our study around 1Hz, as shown in the supplementary materials944

associated with the PSD. We need to investigate if the variation of source spectra can945

cause a uniform change in the measurement of dv/v over multiple station pairs.946

6.1.2 Clock drift947

Stehly et al. (2007) pointed out that clock drift causes the artifacts in the travel948

time estimation obtained with the stacked CFs. Various methods have been proposed949

to correct the time shift (e.g., Sens-Schönfelder, 2008; Gouédard et al., 2014; Hable et950

al., 2018; Hirose & Ueda, 2023). In our dataset, we found the time shift in daily CFs as-951

sociated with the EADB around 2017 in the plot of CCFs (see the CCFs for EADB-SCYB952

in Supplementary dataset S2), although it seems to be corrected within the same year.953

We also found the transient time shift in CCFs associated with the GHIB around 2016.954

We can remove the bias of the clock shifts to the dv/v measurement by correct-955

ing them as implemented in e.g., Brenguier, Campillo, et al. (2008). Instead of apply-956

ing the proposed correction method to our CFs, we used the MWCS such that we con-957

ducted the linear regression without imposing the intersect passing the origin associated958

with the lag time and the time delay to mitigate the artifacts due to the clock drift. This959

metric is also implemented in the MSNoise (Lecocq et al., 2014). The temporally shifted960
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CFs cause the artifacts in the cases using the stretching method, as the origin of the stretch-961

ing should be corrected. The dv/v using the MWCS with imposing the intersect cross-962

ing the origin is also biased due to forcing the linear regression to the time delay with963

non-zero intersect. On the contrary, we could minimize the effect of clock drift without964

imposing the intersect crossing at the origin with MWCS because the clock drift causes965

the shift of the intersect but does not change the slope of the time delays, reflecting the966

structural change of the velocity (Gouédard et al., 2014), which we used in this study.967

Moreover, it is worth noting that the clock would not influence the results with the ACFs968

drift as the rate of time shift should be negligible compared to the coda length even if969

the clock drift occurs. Thus, the clock drift would not be the dominant factor to char-970

acterize the linear trend shown in the model fitting.971

It should also be noted that the distinctive decrease in the dv/v is indeed observed972

in the case with both stretching and MWCS around 2017, whereas it also coincides with973

the large precipitation as shown in Figures 9 and 10. Therefore, it can reflect the veloc-974

ity change of the structure rather than purely the artifacts of the crock drift.975

6.1.3 Phase shift in the data sampling976

Before replacing the location codes and channel names around 2011, we noticed the977

sampling time of the raw waveform was not aligned on a uniform time vector, i.e., 0, 0.05,978

0.1,... [sec]. To compute the correlation functions, we shifted, rather than resampled, the979

waveform to the closest sampling point on a uniform time vector. According to our tests980

using both obspy and SeisIO download functions, the value of the phase shift seems ar-981

bitrary with each file, though it is always less than half of the sampling rate (25ms). Thus,982

the dv/v measurements using the stretching method could be biased by the phase shift.983

However, similar to the discussion about clock drift, the artifacts due to the phase shift984

are mitigated in the cases with the MWCS. The phase shift of the dataset has been cor-985

rected after replacing the location codes and channels so that the artifact is not the case986

for the later part of the dv/v, from November 2010 to September 2011.987

We note that some of the daily stacked CCFs lack the first half slice of the short-988

time cross-correlation windows with a length of half an hour due to the fluctuation of989

the initial time of the data samplings in the present analysis. While this needs to be cor-990

rected for the completeness of the study, it would not primarily affect the daily and monthly991

stacking of the CCFs.992

6.1.4 Change in the instrumental response993

We must be careful about the long-term changes of instrumental responses as we994

discuss the dv/v over decades. Ueno et al. (2015) showed the pseudo perturbation of the995

CFs caused by changes in the instrumental response, which has led to biases in the es-996

timation of dv/v. The instrumental response available at the NCEDC is the best sen-997

sor and digitizer metadata knowledge. Reassessing this response may give sudden sen-998

sitivities changes, as seen in Figure S2. However, we cannot correct the minor change999

in the response due to site conditions, such as sensor-to-ground coupling changes or the1000

instruments’ aging.1001

The large fluctuation in the instrumental response is more likely to be thresholded1002

out by the median filter applied during the computation of CFs or the quality of the dv/v1003

estimation during the post-processing. In contrast, the minor change cannot be corrected1004

and should be included in the analysis. However, identical to the discussion of the noise1005

source perturbation, if the difference in the instrumental response causes the long-term1006

increase, the CFs should be distorted such that the changes in the time delay consistently1007

cause the increase in the dv/v over the different station and channel pairs. We would1008

need to investigate instrumental aging when evaluating the long-term dv/v over decades.1009
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6.2 Potential factors to explain the long-term increase in dv/v1010

While the linear trend would appear due to non-tectonic factors or instrumental1011

issues, an accumulation of the axial strain can close the aligned and open micro-cracks1012

in the medium, causing a positive dv/v. However, the contribution of the latter tectonic1013

factor associated with the cumulative strain is still debatable. Our analysis did not pur-1014

sue a 2D, improved spatial imaging of dv/v (Obermann et al., 2013) and our crude knowl-1015

edge of micro-cracks orientation in the fault zone. Besides, the estimated strain field is1016

limited to the two-dimensional horizontal components; the vertical variation of the strain1017

is not considered in the analysis. Therefore, we cannot quantify the sensitivity of dv/v1018

to strain. On the other hand, if the given pattern of regional strain accumulation and1019

the aligned cracks cause the long-term increase in dv/v, we could explain the linear trend1020

shown in dv/v associated with the multiple station-component pair combinations for both1021

ACFs and CCFs. Further, the fact that our measurements of shallow and near fault-zone1022

dv/v exhibit a long-term compression may come from the fact that the 2004 Parkfield1023

earthquake did not rupture at the surface; therefore, the shallow portion may experience1024

partial loading, even if small slow creep may reduce the loading rate (Bacques et al., 2018).1025

Several studies have found long-term increases in dv/v in the accretionary prism1026

of the Nankai subduction zone. Ikeda and Tsuji (2018) found a linear trend in dv/v near1027

the Nankai trench with the range of 0.01-0.03%/year during a few years, which was ex-1028

tended by Tonegawa et al. (2022) over a decade. These linear trends contrasted with the1029

western part of the accretionary wedge (onshore, further from the plate boundary), where1030

no increase was measured. Authors interpreted such variations in terms of variable com-1031

pression and fluid drainage from the subseafloor. Offshore observations are different than1032

Parkfield’s case, especially in geohydrology, lithology, and microcrack structure. Nev-1033

ertheless, we draw an analogy for velocity perturbations in the interseismic period near1034

a plate boundary.1035

The model of residual healing is another candidate to reproduce the long-term trend1036

in the dv/v. Indeed, the quality of the measurement of dv/v is lower before the SS earth-1037

quake, as shown by the significant variance in the estimation of the dv/v in Figure 3.1038

The change of preamplifier gain documented in the supplementary material of Brenguier,1039

Campillo, et al. (2008) can be one of the reasons for the change of the variation. There-1040

fore, the duration of the analysis period and the quality of the measurement in dv/v are1041

insufficient to discuss if the healing had occurred before the SS earthquake. The diffi-1042

culty in quantifying the contribution of residual healing is that the logarithmic healing1043

due to the slow dynamics can be accompanied by the other factors for the long-term trend1044

described above, causing the trade-off. The laboratory experiments with the servo-control1045

of the shear loading rate (e.g., Shreedharan et al., 2021) would have the potential to iso-1046

late the logarithmic healing due to the slow dynamics to evaluate the other factors con-1047

tributing to the dv/v.1048

Lecocq et al. (2017) monitored dv/v, focusing on the thermoelastic and the hydro-1049

logical effects over 30 years in the region without major earthquakes or volcanic and geother-1050

mal activities. They found a long-term increase in the dv/v coincides with the change1051

of thermoelastic strain induced by the air temperature rise. Thus, the long-term change1052

of thermoelastic deformation can be a candidate for the potential factor of the increase1053

in dv/v. The rate of growth in dv/v, which is equivalent to the slope of b0 in our model,1054

was estimated as ∼0.001%/year in (Lecocq et al., 2017), while we obtained the higher1055

rates of 0.0048%/year and 0.0027%/year for the cases with stretching and MWCS, re-1056

spectively. It should be noted that the air temperature cannot be the dominant factor1057

of the long-term increase in our case; the long-term increase in the air temperature is1058

∼0.5 ◦C for 20 years, while its seasonal variation is ±10◦C. If the air temperature causes1059

the increase of dv/v with 0.05% for 20 years, the range of seasonal variation should be1060

∼1%, which is not observed in our measurement. Thus, if the long-term increase in dv/v1061
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is caused by thermoelastic deformation, another candidate could be the continuous change1062

of in-situ background temperature at depth.1063

The relative locations between sensors and seismic scatterers can be altered by ac-1064

cumulating the strains or the slip on the fault. Snieder et al. (2002) showed the averaged1065

travel time over multiply-scattered waves in the coda window is not influenced by the1066

independently perturbed scatters or the shift of source locations. If this is the case in1067

our analysis, the measurements of dv/v only reflect the velocity change of the medium.1068

However, the conditions associated with the number of scatterers and the frequency ranges1069

with our analysis could differ from the case where the averaged time delay is canceled1070

out. We thus further need to investigate if the long-term shift in the seismic stations and1071

scatters can cause the apparent dv/v.1072

The dynamic earthquake ruptures can generate coseismic damage in the medium1073

around the fault (Andrews, 2005), which forms the flower-like structure of the damage1074

zone with depth; that is, the damage zone area is wider at shallow depth with lower con-1075

fining pressure, and it becomes narrower at depth (Ben-Zion et al., 2003; Ma, 2008; Y.-1076

G. Li & Malin, 2008). The orientation of off-fault fractures is governed by the stress field1077

around the crack tip (Poliakov et al., 2002; Rice et al., 2005). The angle of the off-fault1078

tensile crack varies with the rupture velocity (Griffith et al., 2009), whereas they are ac-1079

tivated near parallel to the maximum compressive horizontal stress to the fault (Yamashita,1080

2000; Thomas & Bhat, 2018; Okubo et al., 2019). Therefore, the cumulative contractional1081

strain parallel to the SHmax would not effectively close those cracks. However, the area1082

of the coseismic damage zone would be smaller than the spatial extent of the scattered1083

coda wave. The rupture of the PF earthquake caused a small amount of slip near the1084

surface (Johanson et al., 2006), whereas given the SHmax in the order of 100MPa at 1-1085

2km depth (Hickman & Zoback, 2004), the damage zone width is estimated in the or-1086

der of hundreds of meters around the fault plane (Okubo et al., 2019). Besides, Y.-G. Li1087

and Malin (2008) also showed the damage zone width is ∼200m at SAF inferred from1088

the fault-guided wave. Hence, the orientation of coseismic tensile cracks would not be1089

dominant in the kilometric extent of the sensitivity associated with the scattered wave.1090

Notably, the coseismic change in the anisotropy during the PF earthquake has been1091

investigated by Durand et al. (2011) using the rotation of correlation tensor. They showed1092

the substantial rotation after the PF earthquake at station VARB and pointed out that1093

opening and closing of the cracks in the upper layer of ∼3km would play a role in the1094

observed rotation. Löer et al. (2018) also explored the temporal stability of the anisotropy1095

with beamforming analysis using the ambient seismic noise at Parkfield. While we fo-1096

cused on the long-term trend of the dv/v in the present study, the time history of the1097

anisotropy over decades should also attract research interest.1098

The weighted average of strain could be largely biased due to the slip on the fault1099

causing the apparent strain change within the triangular element. Thus, the evaluation1100

of dilation shows a primitive estimation around the stations. Nevertheless, it was insuf-1101

ficient to explain the long-term increase of dv/v in the context of compression with the1102

isotropic medium. We thus investigated the accumulation of axial strain as an alterna-1103

tive candidate associated with the strain and the change of dv/v. The distribution of1104

crack orientations cannot be simply retrieved from the fast polarization of shear wave1105

splitting as it can be caused by various effects, such as the aligned minerals and grains1106

rather than the cracks. However, the scattered polarization directions revealed by Y. Liu1107

et al. (2008) would indicate the distribution of cracks is likely to be non-uniform around1108

the fault. The local velocity change would be determined by the interactions of the pre-1109

existing cracks and the cumulative strain, and the dv/v reflects their spatial integration1110

with the sensitivity kernels (Obermann et al., 2013). Those mechanisms can potentially1111

cause a long-term increase observed in the dv/v time history.1112
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7 Conclusion1113

We monitored dv/v from 2002 to 2022 to investigate the temporal changes near1114

the Parkfield Region of the San Andreas Fault and constrain the evolution of the San1115

Andreas Fault throughout the interseismic period. Our analysis revealed that the time1116

history of dv/v was modulated by multiple factors which affected the physical state of1117

the fault and the surrounding subsurface which can be separated into two distinct groups:1118

environmental impacts (e.g., temperature variations and changes in the groundwater level1119

from precipitation) and tectonic phenomena (e.g., earthquakes and inter-seismic load-1120

ing). The effect of both the San Simeon and Parkfield earthquakes on the dv/v time se-1121

ries is clearly observable with a similar level of previously reported values (Brenguier,1122

Campillo, et al., 2008; Wu et al., 2016). However, the larger observational period used1123

in this study, as well as the improved quality of the dv/v measurement from using all1124

3 components, allows for us to robustly determine the influence of additional and more1125

subtle environmental and tectonic factors.1126

In order to achieve this enhanced quality and longer duration of the dv/v time his-1127

tory which enable statistically robust measurements of the role of inter-seismic tectonic1128

loading, we have developed a Julia-based software tool to efficiently compute all the auto-1129

and cross-correlations of the 3 components, of the 13 stations in the High Resolution Seis-1130

mic Network operated by the UC Berkeley Seismological Laboratory, which provided around1131

380 station-component pair combinations with a good quality to evaluate dv/v over the1132

study period. This software package SeisMonitoring.jl (doi:10.5281/zenodo.832094),1133

which enables efficient process parallelization and greatly reduces the processing time,1134

is openly available and will enable the calculation of dv/v for previously prohibitively1135

expensive computationally intensive processes.1136

Following the 2004 Parkfield Earthquake the dv/v heals logarithmically for almost1137

all of the station pairs and shows a net long-term increase in which the current dv/v level1138

is equivalent to, or exceeding, the state before the 2003 San Simeon earthquake. This1139

long-term increase is investigated using models which are fit to the derived channel-weighted1140

dv/v time series. The full posterior probability distributions for these are determined1141

using a MCMC sampling. In order to isolate the effect of the inter-seismic tectonic load-1142

ing we account for environmental effects such as the temperature and precipitation, as1143

well as the the logarithmically healing model from the two earthquakes. Models with in-1144

clude a long-term linear trend term or residual healing term provide a statistically ro-1145

bust improved fit to the data. Both the AIC and BIC metrics confirm that the long-term1146

trend observed in the dv/v time history is a non-negligible factor, and our analysis prefers1147

the inclusion of either the long-term trend, which we interpret to be associated with the1148

inter-seismic tectonic loading, or the residual healing such that the logarithmic healing1149

has not been completed yet. Whatever factor controls this long-term trend should be spa-1150

tially uniform near the fault, as this increase is observed in multiple station-component1151

pair combinations.1152

To investigate the role of inter-seismic tectonic loading on the long-term increase1153

of dv/v, we analyzed the GNSS-derived strain from 2009 to 2020 in the Parkfield Re-1154

gion of the San Andreas Fault. The spatially weighted average of dilational strain around1155

the seismic stations shows a slight extension, which is the opposite relation of what we1156

expect for the increase in dv/v. However, the rotated axial strain reveals compression1157

in a range near the maximum contractional strain (azimuth of N35◦W to N45◦E). The1158

observed increase in dv/v can be explained by the pre-existing microcracks aligned per-1159

pendicular to the contractional strains, which may efficiently be closed to cause an in-1160

crease in rigidity.1161

This study shows that by minimizing the uncertainties associated with the envi-1162

ronmental factors through modeling their effect on the observed dv/v time series, and1163

by mitigating the non-tectonic artifacts such as the perturbation of the noise sources or1164
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the clock drift potential through improved processing methods, the dv/v can be used as1165

an effective tool to monitor and constrain the evolution of the physical state in an ac-1166

tive fault zone.1167

Open Research1168

We maintain the Julia-based software SeisMonitoring.jl (doi: https://doi.org/1169

10.5281/zenodo.8320944) by the continuous integration testing on GitHub to be ex-1170
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processings and the Jupyter notebooks for the post-processings are documented in the1172

GitHub repository SeisMonitoring Paper (doi: https://doi.org/10.5281/zenodo.8330432)1173

to reproduce the results from scratch. The intermediate outputs including the cross-correlation1174

functions are accessible in the cloud storage dasway (doi: https://doi.org/10.6069/1175

PK9D-941110.6069/PK9D-9411). The minimal working example of the SeisMonitoring.jl1176

to conduct from downloading data to measuring the dv/v using a docker container is avail-1177

able in SeisMonitoring Example (doi: https://doi.org/10.5281/zenodo.8330420).1178
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Table 1: List of abbreviations.

Abbreviation Description

CC Correlation coefficient
CF Correlation function
ACF Auto-correlation function
CCF Cross-correlation function
SS The 2003 M6.5 San Simeon Earthquake
SAF San Andreas Fault
PF The 2004 M6.0 Parkfield Earthquake
CWT continuous wavelet transform
MWCS Moving-window cross-spectral method

Table 2: Model parameters and the ranges used for the MCMC sampling.

Parameter sampling range
variable description minimum maximum

a0 offset of dv/v -1.0 1.0 [%]
p1 factor associated with precipitation -∞ 0
p2 factor associated with temperature -∞ ∞

tshift0 time shift with the time series of temperature 0 90 [days]
s1 factor of coseismic velocity decrease with SS 0.0 0.5*
tmax
1 maximum time of healing with SS 1 3 × 104 [years]
s2 factor of coseismic velocity decrease with PF 0.0 1.0
tmax
2 maximum time of healing with PF 1 3 × 104 [years]
b0 slope of the linear term -∞ ∞
c0 factor of residual healing -∞ 0
f0 uncertainty of dv/v estimation 10−10 1010

* The s1 is constrained up to half of s2 for each iteration.

Table 3: Model parameters fixed during the MCMC sampling, which is obtained as me-
dian values evaluated from the preliminary test of MCMC sampling without fixing τmin

i

and α0.

Fixed values
variable description stretching MWCS

α0 decay factor in the GWL model 0.0243 0.0389 [1/day]
τmin
1 minimum time of healing with SS 0.76 0.03 [months]
τmin
2 minimum time of healing with PF 3.8 3.8 [months]
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Figure 1: Location of the borehole network at Parkfield. The yellow triangles show the
13 borehole stations deployed and maintained by the UC Berkeley Seismological Labo-
ratory. The geometry of the San Andreas fault is obtained from the Quaternary Fault
and Fold database, USGS. The background topography is downloaded from USGS 3D
Elevation Program (3DEP) Datasets from the National Map. The blue circles show the
LFE family (Shelly, 2017). The dashed line indicates the main plane of the rupture asso-
ciated with the 2003 San Simeon earthquake (Johanson & Bürgmann, 2010). The stars
indicate the hypocenters of major earthquakes; the San Simeon earthquake is obtained
from McLaren et al. (2008), and the others from SRCMOD (Mai & Thingbaijam, 2014).
The seismic station locations with their name can be found in Figure S1. SN: South Napa
earthquake, RC: Ridgecrest earthquake sequence.
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Figure 2: Number of station-component combination pairs after selecting good quality
dv/v measurements. The top and bottom figures are associated with the stretching and
MWCS methods. The vertical dashed line indicates the dates associated with the SS and
PF earthquakes. The shaded area in grey indicates the unstable period of dv/v, which
could be caused due to the clock shift. The bottom arrows annotate the reference period
from January 2010 to May 2022.
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Figure 3: Time history of the dv/v for all the station-component pair combinations with
the frequency band of 0.9-1.2Hz. The color contour shows the number of dv/v measure-
ments meeting the threshold within 0.02% of the dv/v bin with respect to the time bins.
The solid tick and thin lines indicate the median and the first and third quartiles, respec-
tively. The shaded area in grey indicates the period where the clock drift was observed.
The red dashed lines are the dates associated with the SS and PF earthquakes.
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Figure 4: Time history of dv/v with the different set of components. The solid line and
the highlighted area indicate the median and the first and third quartiles, respectively.
The single-station and cross-stations contain the dv/v measurements associated with the
nine components of ACFs or CCFs, while the vertical and horizontal components are for
the case with both the ACFs and CCFs, respectively.
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Figure 5: Time history of dv/v with different frequency bands using all components. The
lines and highlighted area indicate the same with Figure 4. The lowest frequency band of
0.2-0.5Hz associated with the stretching method is removed due to the large fluctuations
in the estimation of dv/v.
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Figure 6: The schematic of fitting model components. The base model consists of the
factors associated with (a)∆GWL, (b)temperature, and (c)logarithmic healing. To better
fit the long-term increase shown in the time history of dv/v, we added either (d)linear
trend or (e)residual healing terms to the base model.
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Figure 7: The 1D and 2D marginalized posterior probability distributions of the model
parameters obtained from the MCMC analysis for the station pair of LCCB-SCYB with
0.9-1.2Hz for the case with the stretching method. The diagonal panels show the proba-
bility mass functions where the sum of bars is normalized to be unity. The vertical solid
lines indicate the best likelihood value. The color contour shows the 2D histogram of the
pair of model parameters. The darker colors indicate larger probabilities. The circles with
blue show the best likelihood model parameters. Note that the best likelihood parameters
do not always correspond to the peak of the probability distributions.
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Figure 8: Same to the Figure 7 for the case using the MWCS derived dv/v time series.
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Figure 9: The contributions of the model factors and the comparison to the data for the
cases with the base model (left) and the model with linear trend term (right) using the
stretching method. Figures (a-c, g-i) show the factors associated with ∆GWL, temper-
ature, and logarithmic healing. Figures (d, j) show the contribution of the linear trend
term, which is fixed at zero for the base model. Figures (e, k) show the comparison be-
tween the time history of channel-weighted dv/v (black) and the model with the best
likelihood parameters (red). The green dotted line indicates the offset of dv/v associated
with a0. The mean removes the offset until the SS earthquake of the observation. Fig-
ures (f, l) show the residuals between the best likelihood model and the estimated dv/v
time history. Grey and black lines indicate the raw and the smoothed time history of the
residuals, respectively.
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Figure 10: Same to the Figure 9 for the case with the MWCS.
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Figure 11: Statistical analysis of model parameters. (a) ∆AIC : AIClinear trend − AICbase

and ∆BIC: BIClinear trend − BICbase for the cases with the stretching and MWCS. The
box plot shows the second and third quartiles with the median value indicated by the
horizontal bars in the box associated with the available station pairs meeting the vari-
ance threshold with the residuals. The black dots superimposed on the box plot show the
individual values. (b) The slope of the linear trend b0. (c) The best likelihood model pa-
rameters. In each panel, we showed the statistics of parameters associated with the base
model and the model with the linear trend for the cases with the stretching and MWCS,
respectively.

–48–



manuscript submitted to JGR-Solid Earth

Figure 12: Same to the Figure 10 for the case with the residual healing term. Note that
the a0 is relatively large to complement the long-term increase of dv/v.
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Figure 13: Cumulative strains associated with (a) the dilation and (b) the max shear.
Note that the dilation is positive in extension. The triangular elements are formed with
the nodes of GNSS stations indicated with the blue squares. The markers with white
triangles indicate the seismic stations. The green square shows the location of SAFOD.
The markers with white triangles indicate the seismic stations. The arrows in the left
panels show the sense of slip as the right-lateral. The lines in the elements show the ori-
entations of the maximum contractional strain. The color contour shows the amplitude of
cumulative strains, which is obtained by subtracting the initial state of strains on January
3, 2009, from the current time snapshot. Max shear can be negative as it is the relative
value from the initial state. As we evaluate the strain field with the assumption of the
continuum in the elements, the localized slip can cause bias in the estimation of strain.
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Figure 14: Comparison of the cumulative strains associated with the (a) dilation and (b)
max shear to the dv/v with the frequency band of 0.9-1.2Hz. We used the dv/v of the
seven stations listed in the legend, while we excluded the GHIB, JCSB, and VARB due
to the low quality of the dv/v measurements. We compared the strain and dv/v at the
synchronized time periods every 90 days. The reference slopes are indicated for the sen-
sitivity of dv/v to the strain. The slope and standard error of the linear regressions using
all seven stations are annotated in the panels.
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Figure 15: (Caption on next page.)
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Figure 15: The rotated axial strain and the variation of sensitivity with the azimuth. (a)
Cumulative axial strain parallel to the n rotation angle evaluated between January 2009
and November 2019. We computed the Gaussian-weighted axial cumulative strain parallel
to every five degrees as the circles. The filled band shows the standard deviation of the
strain associated with the seven seismic stations used in Figure 14. The vertical dashed
lines show the orientations of parallel and normal to the San Andreas Fault. The high-
lighted area shows the range of SHmax at depth from 0.8 to 2.2km estimated by Hickman
and Zoback (2004). The horizontal dashed line indicates the mean of axial strain over
the rotated angle. (b) The sensitivity of dv/v with the frequency band of 0.9-1.2Hz to
the axial strain. The solid lines with circle and square markers indicate the sensitivities
associated with the stretching and MWCS, respectively. The error band indicates the 95%
confidence interval of the sensitivity associated with the linear regression of the slope. We
excluded the azimuth between ±30◦-60◦ as the sensitivity diverged due to the small ax-
ial strain. The dotted line shows the rotated axial strain similar to (a). (c, d) sensitivity
of the velocity to the axial strain nearly parallel to the SHmax. The negative sensitivity
indicates the dv/v increases with the contractional strain.
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Text S1. Scaling of process parallelization for the cross-correlation

The processing of ambient seismic noise, in particular for cross-correlation, is compu-

tationally expensive as the number of pairs quadratically increases with the number of

stations and channels. Thus, parallelization is crucial to maximizing computational effi-

ciency in processing a large dataset (e.g., 1.6TB in this study). The parallelization scheme

should be optimized with the use of memory and the frequency of access to storage (rotat-

ing Hard Drives), as the parallelization of cross-correlation pairs can cause the redundant

calculations of FFT in different parallelized tasks.

The first level of parallelization is done over the time chunks (e.g., one year) per node,

and we processed all possible station-channel pairs within a node. Note that this par-

allelization scheme may cause issues when handling a much larger number of stations

and channels, where we need to split the station-channel pairs into nodes even with the

minimal time chunk.

The second level of parallelization uses multi-processing (distributed memory) tools

from Julia. We parallelized the processes using Distributed.pmap function implemented

in Julia. We parallelized almost all the process flow, including downloading the data,

removing the transient signals, computing the FFT, cross-correlation, stacking, and mea-

suring the dv/v using this metric.

We seek to verify the parallelization benefits of speed-up in a strong scaling test. A

perfect strong scaling yields a speed-up of 1/p, where p is the number of processes (cores

in our case). Figures S14a shows the case using a single node to process the subset of

the dataset for five days with three components of cross-correlation for all station-channel

pairs. We repeated five times for each case with the given number of cores following the
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initial draft run to subtract the compilation time of Julia modules. The scaling component

is p = 0.94, which is close to the ideal value. The small decrease in the scaling exponent is

caused by the lack of parallelization of the pre-and post-processes, such as the preparation

of the list of correlation pairs.

Figures S14b shows the scaling with the large dataset from 2002 to 2020 with three

components for all station-channel pairs. Note that in the first level of parallelization

associated with the time chunks, we just separately submit the jobs to conduct them

simultaneously. The CPU time and its error bar are obtained with the mean and standard

deviation of the time for the jobs without considering the waiting time in the queue. It also

shows the scaling component of p = 0.936, which is almost ideal for process parallelization.

The improvement of computational efficiency helps perform the case studies and reproduce

the analysis.

Text S2. Comparison of the LFE activity to the time history of the dv/v

Delbridge, Carmichael, Nadeau, Shelly, and Bürgmann (2020) showed the variation of

the tremor and LFE rates. They pointed out an increase in the background tremor rate

after the Parkfield and the 2014 M6 South Napa earthquake along with a burst of LFE

activity directly following the Napa earthquake. In contrast to the tremor rate, however,

the background LFE rate after the Napa earthquake returns to a similar background level

as before the Napa earthquake. They also showed a decrease in the background LFE rate

from 2013 to early 2015, where the inactivity after the Napa earthquake coincided with

the increase in the tremor rate.

We analyzed the episodic LFE activity from May 2001 through September 2020 using

the catalog extended from Shelly (2017) and compared it to the time history of dv/v as
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shown in Figure S6. The detailed pattern of LFE activities is not correlated with the dv/v

as the duration of tremor and LFE is much shorter than the stacking period of the CFs.

Thus, the artifacts of the perturbation in the source due to the tremor and LFE are more

likely to be suppressed in the estimation of dv/v. To address further comparison between

the dv/v and e.g. the rate in the cumulative LFE, we need to remove the environmental

factors such as temperature and precipitation from the pairwise dv/v to isolate the factors

that might be associated with the strains from the tectonic activity associated with these

bursts of LFEs.

Text S3. Numerical integration of logarithmic healing model

The integration of the logarithmic healing model is computationally expensive. If

τmin ≪ t ≪ τmax, we can approximate the healing model as B − ln t with the B of

offset (Snieder et al., 2017), whereas the assumption is inadequate in our case as the τmax

can be shorter than the length of dv/v time history. Therefore, we improved the com-

putational efficiency of the integration by the pre-compiled C library, called the low-level

callback function implemented in the scipy, which allows for the MCMC analysis with

the original form of the healing model.

Text S4. Trade-off between si, τ
min
i and τmax

i

Our preliminary analysis of MCMC without fixing the τmin
i shows the trade-off between

the si, which degrades the convergence of the parameter sampling. The trade-off is caused

due to the noise of the dv/v in the early part of the healing, which is not enough to

constrain the rate of healing governed by the τmin
i . We thus fixed the τmin

i for the terms

associated with the SS and PF earthquakes, as listed in Table 3 in the main text. In this
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section, we show the case study of the trade-off using the representative time history of

dv/v.

We used the dv/v of ACFs with the station of VCAB. Figure S11a shows the raw data

with the channel weighting of the nine components CFs and the dv/v after removing

the model components associated with the ∆GWL, temperature, coseismic decrease, the

logarithmic healing of the SS earthquake, and the linear trend term to isolate the healing

associated with the PF earthquake. We fit the model composed only with the logarithmic

healing associated with PF earthquake to the time history of dv/v between 2003 and

2010. We run the MCMC parameter sampling with the 16 walkers with 10000 iterations.

Figure S11b shows the scatter matrix, indicating the strong trade-off of the s2 to τmin
2 and

τmax
2 . We selected the sets of model parameters with high probability as shown in the

blue circles in Figure S11b, and synthesized the models as shown in Figure S11c. As the

noise level of the data is larger than the variation in the healing, the parameters of s2 and

τmin
2 are less likely to be constrained by the fitting. If we investigate the early healing of

dv/v with postseismic behavior, we need a more stable measurement of dv/v or different

metrics to evaluate the rate of recovery.

Text S5. Sensitivity of the dv/v to the dilational strain

Rivet et al. (2011) found -∼0.1%/µε to the dilation associated with the study of the dv/v

and the slow slip event in Guerrero region. Hirose, Nakahara, and Nishimura (2017) found

-∼0.2%/µε with the areal strain estimated from the GNSS data at Sakurajima volcano.

Takano, Nishimura, and Nakahara (2017) found -∼0.2%/µε for the case with Izu-Oshima,

Japan. Mao et al. (2019) found -(0.1-1)%/µε with tidal strain at Piton de la Fournaise

volcano on La Réunion. Sens-Schonfelder and Eulenfeld (2019) found -0.8%/µε for the
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case in the Atacama desert in northern Chile. The measurement of dv/v with artificial

seismic sources around Iwate volcano, Japan, also shows a similar range of sensitivity

such as -(0.14-1.1)%/µε (Nishimura et al., 2005). Besides, Takano, Nishimura, Nakahara,

Ueda, and Fujita (2019) shows the sensitivity of dv/v with the tidal strain varies with the

lapse time of CFs, and the range of sensitivity can be up to -∼2%/µε. Takano, Nishimura,

Nakahara, Ohta, and Tanaka (2014) also shows a relatively large sensitivity of -6.9%/µε

for the case with the foot of Mount Iwate, Japan.

Donaldson, Winder, Caudron, and White (2019) showed the comparison of the modeled

dilation caused by the dike intrusion and the velocity change in the Northern volcanic zone

in Iceland, showing the relatively small value of -0.016 ± 0.001%/µε for the frequency

band of 0.4-1.0Hz though their sense of velocity increase follows the negative dilation

(i.e., contraction) opposite to our sensitivity. In their case, the sensitivity is measured

for the step of dv/v associated with a specific transient event rather than a long-term

increase. They explained the estimation of sensitivity could be underestimated due to

relaxation processes of the crust, or the lateral variation of the strain change.

Text S6. Scattered crack orientation at Parkfield

One of the metrics to evaluate the orientations of microcracks in the crust is the shear

wave splitting (SWS), where the fast polarization direction is parallel to the microcracks

in the medium (Crampin, 1978; Sayers & Kachanov, 1995). Boness and Zoback (2004)

conducted the logging of SWS at SAFOD Pilot hole, showing the fast polarization di-

rection follows the maximum compressive stress direction, SHmax. Boness and Zoback

(2006) extended the study indicating the fast polarization direction varies from SHmax

to the sedimentary bed strike with depth. They suggested that anisotropy is caused by
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stress-induced aligned cracks or local structures, such as shear fabric along the fault.

Cochran, Li, and Vidale (2006) analyzed the polarization direction using two temporal

arrays around the SAFOD and Parkfield, showing some dominant orientations parallel to

the SHmax, SAF and a branch from SAF at the Parkfield array, while the array at SAFOD

shows more scattered orientations. Liu, Zhang, Thurber, and Roecker (2008) showed the

spatial distribution of SWS at Parkfield considering the ray path from earthquakes to

the station. While part of SWS observations are parallel to the SHmax or SAF, the over-

all distribution of the polarization orientations is scattered. Zhang, Liu, Thurber, and

Roecker (2007) conducted the three-dimensional tomography of the anisotropic structure

at Parkfield using the delay times of SWS obtained by Liu et al. (2008). They showed

the heterogeneous structures of anisotropy can be caused due to the fault shear fabric,

stress-induced anisotropy parallel to SHmax, and the alignment of minerals such as serpen-

tinite. A detailed discussion on the cause of anisotropy in the medium can be found in

Crampin, Chesnokov, and Hipkin (1984), Crampin (1987), and Boness and Zoback (2004).

Given that microcracks play a role in the polarization direction of SWS, the scattered dis-

tribution of the polarization would indicate the crack orientations are non-uniform at

Parkfield, even though some follow the SHmax or the fault strikes. The scattered SWS is

also discussed in different parts of the fault zones (Peng & Ben-Zion, 2004).

Dataset S1. Spectrogram from 2002 to 2022 associated with the High-

Resolution Seismic Network

We estimated the power spectral density (PSD) of all the available channels for 13 sta-

tions used in this study. The PSD with the moving time window is evaluated using the

Blackman-Tukey method, shown as the spectrogram. The color contour and the anno-
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tations are similar to Figure S2. Note that the PSD is computed before removing the

earthquakes and tremors.

Dataset S2. Auto- and cross-correlations of all station-channel pairs

We computed the auto- and cross-correlation functions for all the available station-channel

pairs, which are shown as nine-component correlation functions associated with the given

station pair, similar to Figure S5. The original data of cross-correlation functions are also

available in the cloud storage dasway (doi: https://doi.org/10.6069/PK9D-9411)

Dataset S3. datasheets of dv/v with the stretching method

The datasheet of dv/v associated with the stretching method, which contains the values of

dv/v for all the station-channel pairs and their errors for the frequency bands of 0.2-0.5Hz,

0.5-0.9Hz, 0.9-1.2Hz, and 1.2-2.0Hz.

Dataset S4. datasheets of dv/v with the MWCS method

The datasheet of dv/v associated with the MWCS method, similar to the dataset S3.

Dataset S5. Best likelihood model parameters

This dataset contains the best likelihood model parameters obtained with the MCMC

analysis shown in Figure 11 of the main text.
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Figure S1. The map of seismic stations and the geometry of the San Andreas fault with the

approximated planar fault by the blue dashed line, which is used for computing the fault-normal

distance of the seismic stations. The edges indicated by the blue circles are selected by trial and

error to fit with the main fault.
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Figure S2. PSD of the continuous waveforms associated with the three components of

BP.EADB. The vertical dashed lines indicate the date of the 2003 San Simeon earthquake and

the 2004 Parkfield earthquake, respectively. The horizontal dotted lines show the frequency band

between 0.9-1.2Hz, which is mainly used for the analysis of dv/v.
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Figure S3. The removal of transient signals in the continuous data. (a) raw data after the

removal of the instrumental response. (b) excess kurtosis (c) STA/LTA (d) waveform after the

removal of transient signals. The horizontal dashed line in (b) and (c) indicate the threshold of

event detection.
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Figure S4. Data availability with (a) the raw data and (b) data after removing the transient

signals. We evaluated the fraction of the available ambient noise with respect to the daily

continuous waveforms.
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Figure S5. The nine-component CCFs associated with LCCB-SCYB from 2002 to 2022. The

color contour shows the daily CCFs normalized by their maximum amplitude. The vertical and

horizontal dashed lines indicate the coda window used to evaluate the dv/v and the period of the

reference stack, respectively. The bottom waveform of each CCF component shows the reference

CCF (solid black) stacked from January 2010 to June 2022 with the median mute and the stack

of all the daily CFs over the entire period (dashed green).
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Figure S6. Comparison of the dv/v to the LFE activities. (a) The time history of the dv/v

associated with the stretching and MWCS. The solid line and the highlighted area indicate the

median and the first and third quartiles, respectively. The vertical dashed lines indicate the

date of the SS, PF, and the South Napa earthquakes. (b) LFE activities and the cumulative

number of LFEs. The LFE rate is obtained by 2 days average and the peaks are detected with

10 days separation. The cumulative LFE is obtained with the summation of the LFE rate. We

detrended the cumulative LFE using the trend before the PF earthquake and normalized it by

the maximum value.
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Figure S7. The channel-weighted time history of the dv/v (black lines) and the best-likelihood

model fitting using the model with the linear trend term (red lines) for the case with 0.9-1.2Hz

using the stretching method. The scale of dv/v is annotated in the bottom right corner. The

solid lines in red indicate the pair meets the threshold of the fitting quality so that they are used

for the statistical analysis of the model parameters, while the dotted lines indicate the excluded

pairs due to the large residuals between the data and model.
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Figure S8. Same with Figure S7 for the case with the MWCS method. The order of station

pairs is synchronized to Figure S7 with some additional station pairs, which are included as the

MWCS allows for recovering the estimation of dv/v better with the weighted regression in the

time delay.
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Figure S9. The long-term increase in dv/v associated with different frequency bands. The left

and right columns are for the cases with the stretching and MWCS methods, respectively. We

conducted the linear regression of the median of dv/v time history in the period from 2012/01/01

to 2022/06/01 as indicated by the vertical red lines to evaluate the slopes. The lowest frequency

band of the stretching method shown in the top left panel is too unstable to estimate the dv/v.

It should be noted that the estimated slopes are not equivalent to the case study of model fitting

as the logarithmic healing model and the seasonal variation are included in the present dv/v

time history.
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Figure S10. The depth sensitivity kernel for Rayleigh wave. (a) 1D velocity and density profiles

with depth. The data is obtained from CVM-H v15.1.1 (Shaw et al., 2015) provided by the SCEC

Community Velocity Model (CVM) with a 50m step down to 10km. (b) The depth sensitivity

kernel for the Rayleigh wave associated with the central frequencies of the frequency band used

in this study. We used the software tool, Computer Programs in Seismology (Herrmann, 2013),

to compute the sensitivities. The circles indicate the depth concerning half of the maximum

amplitude. Note that the subtle difference in the sensitivity from Wu et al. (2016) is caused due

to the variation in the velocity and depth profiles.
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Figure S11. The trade-off between s2, τ
min
2 and τmax

2 . (a) The time history of dv/v associated

with the auto-correlation of VCAB. The red dashed line and black solid line indicate the raw data

and the data after the removal of model components associated with the ∆GWL, temperature,

coseismic decrease, the logarithmic healing of the SS earthquake, and the linear trend term using

the maximum likelihood parameters, respectively. The vertical lines show the bounds within

which we perform the model fitting. (b) The scatter matrix of the MCMC parameter sampling.

The blue circles indicate the model parameters used to show the synthesized dv/v as shown

in (c). (c) The comparison of the synthesized model to the data. The line color indicates the

variation of s2, which is accompanied by the corresponding parameters of τmin
2 and max

2 .
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Figure S12. The 1D and 2D marginalized posterior probability distributions for the LCCB-

SCYB, MWCS method, with the model of the residual healing term shown in the lowest row as

c0 [%].
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Figure S13. The slope of the linear trend term b0 as a function of the fault normal distance.

The distance is calculated with the approximated planar fault along the San Andreas fault as

shown in Figure S1. We averaged the fault normal distances of two stations for the case with

the CCFs. We categorized the CCFs and ACFs with the Pacific or North America side, and

the CCFs crossing the fault as shown with different markers. We annotated some station pairs

showing higher or lower values compared to the others.
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Figure S14. Scaling of parallelization to compute the FFT and the cross-correlation functions.

(a) Single-node parallelization using the dataset of five days with three components for all station-

channel pairs. The markers and error bars show the mean and standard deviation of the CPU

time for the five iterations, respectively. (b) Multi-node parallelization using the dataset from

January 2002 to September 2020. Note that the waiting time of the queues is not considered in

this figure. The marker and error bar shows the mean and standard deviation of CPU time over

the time chunks.
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