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Abstract

Cold pools formed by precipitating convective clouds are an important source of mesoscale temperature variability. However,

their sub-mesoscale (100 m to 10 km) structure has not been studied, which impedes validation of numerical models and

understanding of their atmospheric and societal impacts. We quantify temperature variability in observed and simulated cold

pools using variograms calculated from dense network observations collected during a field experiment and in high-resolution

case study and idealized simulations. The temperature variance in cold pools is enhanced for spatial scales between ˜5-15 km

compared to pre-cold pool conditions, but the magnitude varies strongly with cold pool evolution and environment. Simulations

capture the overall cold pool variogram shape well but underestimate the magnitude of the variability, irrespective of model

resolution. Temperature variograms outside of cold pool periods are represented by the range of simulations evaluated here,

suggesting that models misrepresent cold pool formation and/or dissipation processes.
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Key Points: 15 

 Cold pool impacts on sub-mesoscale temperature variability are quantified using 16 

variograms derived from observations and simulations. 17 

 Cold pools enhance temperature variability on scales between 5 and 15 km, but the 18 

magnitude varies strongly with lifetime and environment. 19 

 High-resolution case-study and idealized simulations underestimate the magnitude of 20 

cold pool variability, irrespective of resolution. 21 

  22 
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Abstract 23 

Cold pools formed by precipitating convective clouds are an important source of mesoscale 24 

temperature variability. However, their sub-mesoscale (100 m to 10 km) structure has not been 25 

studied, which impedes validation of numerical models and understanding of their atmospheric 26 

and societal impacts. We quantify temperature variability in observed and simulated cold pools 27 

using variograms calculated from dense network observations collected during a field 28 

experiment and in high-resolution case study and idealized simulations. The temperature 29 

variance in cold pools is enhanced for spatial scales between ~5-15 km compared to pre-cold 30 

pool conditions, but the magnitude varies strongly with cold pool evolution and environment. 31 

Simulations capture the overall cold pool variogram shape well but underestimate the magnitude 32 

of the variability, irrespective of model resolution. Temperature variograms outside of cold pool 33 

periods are represented by the range of simulations evaluated here, suggesting that models 34 

misrepresent cold pool formation and/or dissipation processes. 35 

Plain Language Summary 36 

Cold pools are cool gusty winds beneath thunderstorms that are formed by cooling from rainfall. 37 

They have many important impacts in the atmosphere and on society but are difficult to properly 38 

simulate in numerical weather models. The variability in cold pool temperature is an 39 

understudied feature of cold pools but which is important to represent in numerical models. In 40 

this study, we examine cold pool temperature variability from a dense network of surface 41 

weather station observations collected during a field campaign, and we compare those 42 

observations to numerical simulations of cold pools in a range of environments. We find that 43 

cold pools enhance temperature variability for distances greater than ~5 km but suppress 44 

variability on smaller distances, and that the magnitude of cold pool temperature variability is 45 

strongly dependent on the environment and cold pool lifetime. We also show that numerical 46 

models, even at very high resolutions, are not able to properly simulate the magnitude of cold 47 

pool temperature variability. We highlight areas for improvement in numerical models that may 48 

help to improve simulations of cold pool variability, including land-atmosphere interactions, 49 

turbulence, and conversion processes between water vapor and condensed water in storms. 50 

 51 

1 Introduction 52 

Cold pools, regions of dense air formed by precipitation that propagate as density 53 

currents (Byers and Braham, 1949; Benjamin, 1968), are ubiquitous atmospheric phenomena that 54 

can occur with any type of precipitating cloud. They also play a myriad of important roles in 55 

weather, climate, and society: they initiate convection and influence convective system 56 

properties (e.g. Purdom, 1976; Wilson & Schreiber, 1986; Rotunno et al., 1988; Khairoutdinov 57 

& Randall, 2006; Schlemmer & Hohenegger, 2014), loft aerosols such as dust and biological 58 

particles (Marks et al., 2001; Bou Karam et al., 2009; Seigel & van den Heever, 2012; Bukowski 59 

& van den Heever, 2022), and impact aviation operations (Fujita, 1978). In images of laboratory 60 

density currents or dust-lofting atmospheric cold pools called haboobs (e.g. see Simpson, 1969, 61 

Fig. 1, Fig. 7), multi-scale turbulent structures are evident, implying that cold pool properties 62 

should exhibit variability on scales ranging from meters to the size of the cold pool itself. And 63 
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yet, little is known about the magnitude or structure of this variability from observations and 64 

numerical simulations. Understanding this variability is crucial to assessing cold pool 65 

representation in large-eddy simulation (LES), numerical weather prediction, and climate 66 

models, and to understanding their many atmospheric and societal impacts. 67 

Simulated cold pool properties, and how they interact with other components of the earth 68 

system, are known to be sensitive to the model grid spacing, as shown in previous modeling 69 

studies (Straka et al., 1993; Bryan et al., 2003; Grant & van den Heever, 2016; Huang et al., 70 

2018; Hirt et al., 2020; Fiévet et al., 2023). Many of these studies have demonstrated more 71 

intense, longer-lived, and faster-propagating cold pools at finer model resolutions. Droegemeier 72 

and Wilhelmson (1987) and Straka et al. (1993) showed that turbulent structures in cold pools 73 

are not appropriately represented until 100 m or finer grid spacings are used. Grant and van den 74 

Heever (2016) further recommended horizontal (vertical) grid spacings of 100 m (50 m) or finer 75 

to simulate not only the impacts of turbulent structures on the cold pool properties, but also to 76 

accurately capture cold pool interactions with the land surface. Hirt et al. (2020) showed that 77 

coarser resolutions directly lead to weaker upward mass flux at cold pool edges, with impacts on 78 

convective initiation. 79 

Far fewer studies have investigated the variability in individual cold pools within 80 

observations, largely due to limited spatial resolutions of traditional observing networks. Two 81 

recent observational campaigns have been conducted to address this gap. van den Heever et al. 82 

(2021) used a flying curtain strategy to measure cold pools on scales of 100 m to 1 km in the 83 

High Plains of the U.S. They found variations in temperature and wind on scales of 1 km and 84 

finer. Dense networks of surface meteorological stations in Germany observed temperature 85 

gradients inside a cold pool of up to 9 K / 7 km (Kirsch et al., 2022b; Hohenegger et al., 2023). 86 

As evidenced by this previous work, scale interactions in cold pools are critical to their 87 

properties, lifetimes, interactions with earth’s surface and convection, and societal impacts. Yet, 88 

comprehensive analyses of the scales of variability in observed cold pools have not been 89 

performed, nor have these scales been assessed in numerical models. In this study we aim to fill 90 

this important knowledge gap by addressing the following questions, with a focus on cold pool 91 

temperature as a critical component of cold pool density and hence its first-order properties: 92 

 (1) What are the scales of temperature variability within observed cold pools? 93 

(2) How accurately do numerical models, with grid spacings of order 100 m to 1 km, 94 

represent this observed variability? 95 

(3) What is the sensitivity of cold pool temperature variability to environmental 96 

conditions? 97 

We investigate these questions using novel observations from a recent field campaign, 98 

the Field Experiment on Submesoscale Spatio-Temporal Variability in Lindenberg (FESSTVaL; 99 

Hohenegger et al., 2023), designed to measure fine spatio-temporal variability in cold pool 100 

properties. We also directly assess the ability of numerical models to accurately represent this 101 

variability as a function of model resolution and environment, using case study simulations of 102 

observed cold pool events during FESSTVaL as well as case study and idealized simulations of 103 
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cold pools in a range of other environments. We find that models generally do not accurately 104 

represent observed variability in cold pool temperatures, even at LES grid spacings, and 105 

highlight key areas for improvement in simulating processes contributing to cold pool properties 106 

and lifetimes. 107 

 108 

2 Methods 109 

2.1 FESSTVaL observations 110 

The observational data set used in this study was collected during the FESSTVaL field 111 

experiment held in eastern Germany from 17 May to 27 August 2021 (Hohenegger et al., 2023). 112 

During FESSTVaL, 42 cold pool events were observed (Kirsch et al., 2023a). The air 113 

temperature data were recorded by 99 custom-built, low-cost measurement stations (Kirsch et al., 114 

2022b), which were arranged as a dense network covering a 30 km-diameter circular area 115 

centered at the Lindenberg observatory. Nearest-neighbor distances ranged from 100 m to 4.8 116 

km (Fig. 1a; Fig. S1; Kirsch et al., 2023a). The network design allows for an examination of 117 

variability within individual cold pools on scales from 100 m to 15 km. All raw sub-minute 118 

temperature data are smoothed with a 1-min running average filter. On 29 June 2021, a cold pool 119 

named “Jogi” was observed by the network (Fig. 1a). Jogi was the strongest cold pool event of 120 

the campaign, initiating at around 1530 local time (LT) and lasting for ~2 hours (Fig. S2), and is 121 

analyzed in detail in this study. 122 

 123 

2.2 Quantifying spatial variability 124 

We quantify the spatial variability of the near-surface air temperature field using 125 

variograms (Chils & Delfiner, 1999; Wackernagel, 2003). The variogram analysis is a tool often 126 

used in geostatistics to characterize the spatial heterogeneity of a regionalized, stochastic 127 

variable. The underlying variogram function of a given variable (temperature T in this case) that 128 

is sampled at selected locations can be estimated from its empirical variogram (𝛾̂). 𝛾̂ is calculated 129 

by forming pairs of sample locations i≠j and binning them according to their distances d (Fig. 130 

1a). The variogram function for distance bin d, with N(d) samples, is given by: 131 

𝛾̂(𝑑) =
1

2

1

𝑁(𝑑)
∑ (𝑇𝑗 − 𝑇𝑖)

2
𝑖≠𝑗   (Eq. 1) 132 

As a trade-off between resolution and statistical stability, we choose a 500 m bin width to 133 

calculate all empirical variograms in this study (Fig. S1). The maximum variogram distance 134 

corresponds to half the domain size (15 km; Wackernagel, 2003). Variograms are calculated for 135 

observed FESSTVaL data and in the simulation data by superimposing the network on the model 136 

grid and linearly interpolating the model data at the lowest level above ground to the station 137 

locations. 138 

 139 
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2.3 Simulations 140 

A collection of simulation sets is analyzed to examine simulated cold pool variability in a 141 

range of environments and model resolutions. These include case study simulations of cold pool 142 

Jogi and a tropical maritime cold pool, and three sets of idealized cold pool simulations in dry 143 

continental conditions with varying background environments. All simulation names, grid 144 

spacings, output frequencies, FESSTVaL network placements, and cold pool lifetimes are 145 

summarized in Table S1, while the cold pool properties for one simulation in each set are 146 

summarized in Table 1. 147 

Table 1. Names and Cold Pool Properties for OBS-Jogi and Select Simulations 148 

Name Tref (°C) 
a
 ΔTmean, ΔTmin (K) 

b
 σmean, σmax (K) 

b
 

OBS-Jogi 28.6 -2.7, -11.5 2.51, 3.40 

CS-Jogi-156m 29.0 -0.8, -9.5 1.07, 2.04 

CS-TropOce-100m 27.3 -1.6, -4.4 0.69, 1.05 

IDEAL-DryBL-50m 28.5 -1.0, -9.7 1.27, 3.28 

IDEAL-DownShear-100m 20.9  -6.6, -15.6  1.61, 4.62 

IDEAL-UpShear-100m 20.9 -3.7, -16.8 3.05, 4.95 

IDEAL-Haboob-20KDay-150m 43.28 -1.15, -15.77 1.62, 6.24 

Note: Simulations are named beginning with IDEAL (for idealized) or CS (for case study), 149 

followed by a brief description of the environment, followed by the horizontal grid spacing. 
a
Tref: 150 

Mean temperature across all stations and over 1-h period before cold pool onset. 
b
ΔTmean, ΔTmin, 151 

σmean, σmax: Mean temperature (T) or standard deviation (σ) across all stations and over 1-h 152 

period after cold pool onset, or minimum/maximum across all stations and cold pool lifetime. 153 

 154 

CS-Jogi simulations: Case study simulations for cold pool Jogi are performed using the 155 

Icosahedral Nonhydrostatic model in LES mode (ICON-LES; Dipankar et al., 2015; Text S1). 156 

The modeling setup consists of four elliptical domains with grid spacings of 625 m, 312 m, 156 157 

m (see Fig. 1b), and 75 m, centered around the FESSTVaL experiment area in eastern Germany. 158 

Note that the maximum diameter of the CS-Jogi-75m simulation domain is 24 km and, therefore, 159 

smaller than the FESSTVaL network. Thus, variograms are only shown up to 10 km (Fig. S1). 160 
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161 
Figure 1. Plan views of temperature perturbations relative to the reference temperature (Table 1) 162 

for (a) observations from the Jogi case (spatially interpolated for better visualization), (b) a Jogi 163 

case study simulation, and (c-f) other case study and idealized simulations. Model data are 164 

shown at the lowest level above ground. In each panel, time (min) since cold pool onset (t0) is 165 

labeled at the top right and the FESSTVaL network is overlain in black dots. Coordinates are 166 

relative to the network center. Notations in (a) refer to quantities shown in Eq. (1). 167 

 168 

CS-TropOce simulations: Case study simulations with 1 km horizontal grid spacing are 169 

performed using the Regional Atmospheric Modeling System (RAMS; Cotton et al., 2003; 170 

Saleeby & van den Heever, 2013) for the NASA Cloud, Aerosol, and Monsoon Processes 171 

Philippines Experiment (CAMP
2
Ex; Reid et al., 2023, S.3.2). A cold pool that occurred west of 172 

Luzon is included in our analysis (simulation CS-TropOce-1km; Text S1). A higher resolution 173 

simulation (CS-TropOce-100m; Text S1) is also conducted (Fig. 1c). 174 

IDEAL-DryBL simulations: An idealized LES of a linear cold pool dissipating by 175 

surface fluxes and entrainment in a deep, turbulent boundary layer is conducted with RAMS 176 

(IDEAL-DryBL-50m, Fig. 1d; Grant & van den Heever, 2018a). The initial land surface and 177 
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atmospheric conditions are horizontally homogeneous, and there is no background wind shear, 178 

interactions with clouds, nor microphysical processes. A coarser simulation (IDEAL-DryBL-179 

100m) is also included.  180 

IDEAL-Shear simulations: These simulations conducted using RAMS are similar to the 181 

IDEAL-DryBL simulations, except that the environment includes ~20 m s
-1

 vertical wind shear 182 

over the lowest 3 km, and the x-direction is a narrow channel (Text S1). Simulations with two 183 

different horizontal grid spacings are included (IDEAL-Shear-100m (Fig. 1e) and IDEAL-Shear-184 

250m). In both simulations, two networks are imposed: one downshear and one upshear, 185 

hereafter called the IDEAL-DownShear and IDEAL-UpShear (Fig. 1e) simulations, respectively. 186 

The background wind speed limits the upshear cold pool propagation while increasing the 187 

downshear leading edge propagation speed. 188 

IDEAL-Haboob-150m simulations: Bukowski and van den Heever (2022) describe a 189 

120-simulation ensemble of idealized dust-producing cold pools (haboobs) in an arid, desert-like 190 

environment using RAMS, a single circular cold bubble approach, and no background winds or 191 

microphysical processes. For this study, eight simulations are subset from the ensemble: four 192 

each during daytime and nighttime with initial cold pool temperature deficits ranging from 10 to 193 

20 K (Fig. 1f; for more details see Section 3.3). 194 

 195 

3 Results 196 

3.1 Observed temperature variability 197 

To address our first science question, What are the scales of temperature variability 198 

within observed cold pools?, we first examine the variogram for the 42 cold pools observed 199 

throughout the 103-day period of the FESSTVaL campaign (Fig. 2a). As a baseline reference, we 200 

also analyze the variogram for all daytime non-cold pool events. On average, cold pools enhance 201 

temperature variance on spatial scales between 5-15 km. As previous studies have shown, cold 202 

pools tend to be at least 5 km in diameter (Kirsch et al. 2022b, 2023a; Terai & Wood, 2013; Feng 203 

et al., 2015) and introduce footprints in the temperature field on the scale of the cold pool itself. 204 

These footprints are larger in spatial scale than temperature variations caused by boundary layer 205 

processes such as Rayleigh-Benard convection (Lord Rayleigh, 1916), which tend to scale with 206 

the depth of the boundary layer (e.g. Hardy & Ottersten, 1969). Interestingly, Fig. 2a also 207 

indicates that on average, cold pools reduce temperature variance on spatial scales less than ~4 208 

km. This may indicate mechanical mixing by the enhanced winds within relative to outside the 209 

cold pool. Additionally, cold pools are stably stratified and may, on average, suppress surface 210 

sensible heat fluxes, thus reducing surface-driven turbulence, although previous studies have 211 

suggested sensible heat fluxes can be enhanced within cold pools under certain conditions (Grant 212 

& van den Heever, 2016, 2018a; Gentine et al., 2016; Bukowski & van den Heever, 2021). 213 

Finally, it is instructive to note the different shapes of the cold pool and non-cold pool 214 

variograms. The daytime non-cold pool variogram slope is steeper at small scales but flattens out 215 

at scales above ~5 km, which indicates that the dominant scales of variability due to boundary 216 

layer motions are 5 km and smaller. However, the cold pool variogram slope is more linear 217 

across the range of scales. 218 
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We next examine the variogram results for the Jogi case (OBS-Jogi; Fig. 2b). While most 219 

cold pools from the FESSTVaL record (31) had median temperature deficits of 4 K or weaker 220 

(Kirsch et al., 2023a), the Jogi cold pool had a maximum temperature deficit of 11.5 K (Table 1). 221 

This is in line with previous observations of strong cold pools (e.g. Engerer et al., 2008; Kirsch 222 

et al., 2021; van den Heever et al., 2021). The OBS-Jogi temperature variogram is almost an 223 

order of magnitude larger than the average variograms for other observed cold pools (Fig. 2b). 224 

This indicates that the strongest cold pools can have exceptionally high magnitude variograms 225 

compared to cold pools overall, and that the relative enhancement in temperature variance for 226 

strong cold pools is greater than the relative enhancement in mean cold pool strength. 227 

228 
Fig. 2. (a) Temperature variograms during cold pool (2 h after onset) and daytime (11-18 LT) 229 

non-cold time periods every 15 min for the entire duration of the FESSTVaL dataset. (b) 230 

Comparison between all observed cold pools (blue shading, same as in panel (a)), the OBS-Jogi 231 

case every 1 min, and the CS-Jogi simulations as labeled in the legend. Note the different y-axis 232 

scale compared to the other panels. (c) Variograms for 3-h periods before cold pool onset for 233 

Jogi observations and simulations. (d) As in (c) but over nighttime periods (22-05 LT). All solid 234 

lines (shading) represent the median (interquartile range). 235 

 236 
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3.2 Comparing observed and simulated temperature variability 237 

We address our second question, How accurately do numerical models represent the 238 

observed temperature variability?, by directly comparing the CS-Jogi case study simulations to 239 

the observations (Fig. 2b). While the temperature variogram in the simulated Jogi cold pools 240 

have the correct shape, they are not strong enough, with their median magnitude being ~1/3 that 241 

seen in the observations and outside the OBS-Jogi interquartile range. Remarkably, the model 242 

resolution does not make a large difference to the simulated temperature variance. Nevertheless, 243 

all four CS-Jogi simulations well approximate the mean cold pool temperature deficit and its 244 

temporal evolution (Fig. 1a-b; Fig. S2). In fact, the simulations have an even stronger mean 245 

temperature deficit than seen in the observations (Fig. S2), although the maximum deficit at any 246 

one station and the standard deviations across the network are larger in the observations (Table 247 

1). Overall, this result demonstrates that temperature variance is not properly represented even 248 

when the mean cold pool properties are well-simulated. 249 

To assess reasons for the simulation’s misrepresentation of the observed cold pool 250 

temperature variance, we examine variograms in the pre-cold pool (Fig. 2c) and nocturnal 251 

boundary layer (Fig. 2d). Pre-cold pool variograms are well-simulated at small scales, but 252 

underestimated at scales above ~5 km (Fig. 2c). The larger-scale variance underestimation stems 253 

from a small pre-Jogi cold pool in the observations which isn’t present in the simulations (not 254 

shown). The agreement below 5 km indicates that the scales of variability induced by boundary 255 

layer circulations are well-represented in the simulations. Second, the nighttime variogram 256 

magnitudes in the CS-Jogi simulations are slightly underestimated but within the OBS-Jogi 257 

interquartile range (Fig. 2d). At night when the boundary layer stabilizes, temperature variance is 258 

primarily driven by topographic-driven differences in station elevations across the FESSTVaL 259 

network. The agreement between the nighttime CS-Jogi and OBS-Jogi data indicates the 260 

topography is also well-resolved in the simulations, consistent with the fine spatial resolution of 261 

the ICON-LES input topography data (Text S1). In summary, the non-cold pool variogram 262 

comparisons suggest that the model underestimation of cold pool temperature variability is not 263 

due to misrepresentation of boundary layer circulations, surface heterogeneity, or topography. 264 

Rather, it likely results from poor simulation of processes contributing to internal cold pool 265 

variability, like spatial variations in evaporative cooling rates, turbulence mixing, and responding 266 

surface fluxes within the cold pool. 267 

 268 

3.3 Sensitivity of cold pool variability to environment and model resolution 269 

In this section, we examine the sensitivity of cold pool temperature variability to the cold 270 

pool’s environmental conditions and to model resolution to further answer our second question 271 

and address our third question, What is the sensitivity of cold pool temperature variability to 272 

environmental conditions?. Fig. 3a-b summarize the impacts of the environment on cold pool 273 

temperature variability. The environment has a very strong control on cold pool temperature 274 

variance. Cold pools forming in contrasting environments, such as tropical maritime versus 275 

midlatitude continental cold pools, can have more than an order of magnitude difference in 276 

temperature variograms (compare CS-TropOce-100m to IDEAL-UpShear-100m; Fig. 3a, Fig. 277 
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1c,e). Tropical maritime cold pools are typically much weaker than midlatitude continental ones 278 

(Table 1, Fig. 1, Zuidema et al., 2012; van den Heever et al., 2021; Simoes-Sousa et al., 2022) 279 

and to first order, one might expect weaker cold pools to exhibit smaller variability. The IDEAL-280 

Haboob ensemble, in which the initial cold pool temperature deficit was varied, confirms this 281 

point (Fig. 3b): initially stronger cold pools have larger temperature variance, all else equal. 282 

Second, cold pool temperature variance can be vastly different even in the same background 283 

environment, as evidenced by the variogram differences between the upshear and downshear 284 

sides of the cold pool in the IDEAL-Shear simulations arising from different residence times in 285 

the network (Fig. 3a). Third, the IDEAL-Haboob ensemble (Fig. 3b) shows that all else equal, 286 

nocturnal cold pools have larger temperature variability than during the day, and nighttime cold 287 

pool variability is more sensitive to the cold pool strength than during the daytime. Daytime cold 288 

pools dissipate faster than the nighttime ones due to surface sensible heating and mixing with the 289 

turbulent boundary layer (Bukowski & van den Heever, 2022), thus demonstrating the important 290 

control of cold pool dissipation processes on temperature variability. 291 

Fig. 3a reconfirms the results from the CS-Jogi simulation set (Fig. 2b): remarkably, 292 

resolution does not strongly impact simulated cold pool temperature variability, counter to what 293 

we might expect based on prior literature showing more intense cold pools with finer resolution 294 

(see section 1). The largest difference in variogram magnitude with increasing resolution is seen 295 

in the IDEAL-DryBL simulation set, which has the highest resolution overall and is the only 296 

LES set in which the vertical grid spacing is also varied, both of which may enhance the change 297 

in variogram magnitude. 298 

In the simulations and observations (Fig. 3c), there is large temporal variability in cold 299 

pool temperature variance, with the greatest magnitudes seen near cold pool onset. However, the 300 

variogram magnitude drops off quickly toward the pre-cold pool values in most simulations, 301 

especially in continental cold pools undergoing fast dissipation processes (e.g. IDEAL-DryBL-302 

50m, IDEAL-Shear-100m, and IDEAL-Haboob). This again underscores the importance of 303 

processes influencing cold pool lifetimes in contributing to the magnitude and evolution of cold 304 

pool variability. Finally, while some simulations exhibit peak variogram magnitudes equal to or 305 

exceeding the peak for OBS-Jogi, none come close to the OBS-Jogi median variogram 306 

magnitude (compare Fig. 2b with Fig. 3a-b), despite the fact that some of the simulated cold 307 

pools have similar or even larger temperature deficits than OBS-Jogi (e.g. IDEAL-Shear-100m; 308 

Table 1). Thus, even when mean cold pool properties are similar to (or stronger than) observed, 309 

simulated cold pool temperature variability is still not properly represented at LES resolutions. 310 

 311 
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312 
Figure 3. (a) As in Fig. 2b, but comparing the impact of environment and model grid spacing on 313 

median variogram magnitudes. Darker colors indicate higher resolution simulations. (b) Median 314 

variograms for the IDEAL-Haboob-150m ensemble, showing variation in variogram magnitudes 315 

as a function of initial cold pool temperature and day (yellow lines) versus night (blue lines). (c) 316 

Time series of median variogram magnitude across all bins for OBS-Jogi and select simulations 317 

as labeled in the legend. Note the log y-axis scaling. 318 

4 Conclusions 319 

In this study we have investigated the footprints of cold pools on temperature variability, 320 

their representation in numerical models, and their sensitivity to environmental conditions using 321 

novel fine-spatio-temporal resolution measurements from the FESSTVaL field campaign, case 322 

study simulations of a FESSTVaL cold pool event, and a collection of case study and idealized 323 

simulations. This is an essential research topic not investigated previously but needed to better 324 

understand cold pool processes, their interactions with convection and earth’s surface, and their 325 

societal impacts. Variograms are an effective tool to characterize the temperature variability and 326 

can be applied equally well to model simulations and dense station network observations, 327 

thereby enabling easy and fair comparisons. We investigated three science questions which are 328 

summarized below: 329 
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1. What are the scales of temperature variability within observed cold pools? The 330 

FESSTVaL observations show that cold pools enhance spatial temperature variability on scales 331 

greater than ~5 km, but suppress variability on smaller scales, likely by mechanical mixing of 332 

boundary layer circulations. The magnitude of cold pool temperature variability is highly 333 

temporally variable and greatly enhanced for stronger cold pools. 334 

2. How accurately do numerical models, with grid spacings of order 100 m to 1 km, 335 

represent this observed variability? By comparing an observed cold pool with case study 336 

simulations of the same event, we find that numerical models substantially underestimate the 337 

observed cold pool temperature variability, even when the mean cold pool properties are well 338 

represented. Finer resolution does not significantly improve model representation of cold pool 339 

variability. 340 

3. What is the sensitivity of cold pool temperature variability to environmental 341 

conditions? The suite of simulations examined in this study demonstrate strong sensitivity of the 342 

variability to environmental conditions. Tropical maritime cold pools are less variable than 343 

midlatitude continental ones. Cold pool variability is also sensitive to background wind shear, 344 

time of day, and the cold pool strength, with stronger cold pools exhibiting larger variability. 345 

Our analysis of pre-cold pool and nighttime temperature variance in non-cold pool 346 

conditions along with the evolution of cold pool temperature variability lead us to conclude that 347 

models likely underestimate the magnitude of cold pool temperature variability due to 348 

misrepresentation of physical processes contributing to cold pool lifetimes, namely, latent 349 

cooling stemming from microphysical processes and dissipation by entrainment and surface 350 

fluxes. These are critical areas for future investigation and improvement in numerical models if 351 

we are to improve predictions of cold pools and their many important implications for weather, 352 

climate, and society. 353 
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