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Abstract

The $b$-value in earthquake magnitude-frequency distribution quantifies the relative frequency of large versus small earthquakes.

Monitoring its evolution could provide fundamental insights into temporal variations of stress on different fault patches. However,

genuine $b$-value changes are often difficult to distinguish from artificial ones induced by temporal variations of the detection

threshold.

A highly innovative and effective solution to this issue has recently been proposed by van der Elst (2021) by means of the

b-positive estimator, which is based on analyzing only the positive differences in magnitude between successive earthquakes.

Here, we demonstrate the robustness of the estimator, which remains largely unaffected by detection issues due to the properties

of conditional probability. We illustrate that this robustness can be further improved by considering positive differences in

magnitude, not only between successive earthquakes but also between different pairs of earthquakes. This generalized approach,

defined as the “b-more-positive estimator,” enhances efficiency by providing a precise estimate of the $b$-value while including a

larger number of earthquakes from an incomplete catalog. However, our analysis reveals that the accuracy of the $b$ estimators

diminishes when earthquakes below the completeness threshold are included in the catalog. This leads to the paradoxical

observation that greater efficiency is achieved when the catalog is more incomplete. To address this, we introduce the “b-more-

incomplete estimator”, where the b-more-positive estimator is applied only after artificially filtering the instrumental catalog

to make it more incomplete. Our findings show the superior efficiency of the b-more-incomplete method.
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Key Points:8

• Conditional probability detecting consecutive earthquakes makes positive mag-9

nitude difference distribution weakly affected by incompleteness.10

• The b-positive estimator can be enhanced by including more earthquake pairs, not11

only consecutive ones.12

• The b-positive estimator can be enhanced by making the catalog more incomplete.13
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Abstract14

The b-value in earthquake magnitude-frequency distribution quantifies the relative15

frequency of large versus small earthquakes. Monitoring its evolution could provide fun-16

damental insights into temporal variations of stress on different fault patches. However,17

genuine b-value changes are often difficult to distinguish from artificial ones induced by18

temporal variations of the detection threshold. A highly innovative and effective solu-19

tion to this issue has recently been proposed by van der Elst (2021) by means of the b-20

positive estimator, which is based on analyzing only the positive differences in magni-21

tude between successive earthquakes.22

Here, we demonstrate the robustness of the estimator, which remains largely un-23

affected by detection issues due to the properties of conditional probability. We illustrate24

that this robustness can be further improved by considering positive differences in mag-25

nitude, not only between successive earthquakes but also between different pairs of earth-26

quakes. This generalized approach, defined as the ”b-more-positive estimator,” enhances27

efficiency by providing a precise estimate of the b-value while including a larger number28

of earthquakes from an incomplete catalog. However, our analysis reveals that the ac-29

curacy of the b estimators diminishes when earthquakes below the completeness thresh-30

old are included in the catalog. This leads to the paradoxical observation that greater31

efficiency is achieved when the catalog is more incomplete. To address this, we introduce32

the ”b-more-incomplete estimator”, where the b-more-positive estimator is applied only33

after artificially filtering the instrumental catalog to make it more incomplete. Our find-34

ings show the superior efficiency of the b-more-incomplete method.35

Plain Language Summary36

Earthquake magnitudes can vary widely, and the b-value is a common metric used37

to measure the frequency of earthquakes with large versus small magnitudes. In addi-38

tion, the b-value could serve as an indicator of the stress state of different fault patches,39

making it a valuable tool in earthquake research. However, since small earthquakes are40

often obscured by previous larger ones, determining whether changes in the b-value are41

genuine or simply caused by detection problems can be challenging. To address this is-42

sue, a new approach called the b-positive estimator has been recently developed. The43

method only considers positive changes in magnitude between successive earthquakes.44
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In this study, we confirm that the b-positive estimator is a powerful and effective tech-45

nique to estimate the b-value and is largely unaffected by issues related to detecting earth-46

quakes. We extend the method by considering positive differences in magnitude, encom-47

passing not only successive earthquakes but also different pairs of earthquakes. In par-48

ticular we show that because of the puzzling aspects of conditional probabilities, the b-49

positive estimator is more efficient when the catalog is more incomplete. This allows us50

to develop modifications to the b-positive method providing a more efficient tool to mon-51

itor the b-value in ongoing seismic sequences.52

1 Introduction53

The Gutenberg and Richter (GR) law (Gutenberg & Richter, 1944) provides a good

description of the probability p(m) of observing an earthquake of magnitude m, with p(m)

given by

p(m) = b ln(10)10−b(m−mL), (1)

where b is the scaling parameter and mL is a lower bound for the magnitude. The hy-54

pothesis that the b-value is correlated with the stress state (Scholz, 1968; Wyss, 1973;55

Amitrano, 2003; Gulia & Wiemer, 2010; Scholz, 2015) has spurred investigations into de-56

tecting spatio-temporal variations in b-value, which could serve as indicators of stress57

changes triggered by significant foreshocks and precursor patterns (Wiemer & Wyss, 1997,58

2002; Gulia & Wiemer, 2010; Nanjo et al., 2012; Tormann et al., 2014, 2015; Gulia &59

Wiemer, 2019; Gulia et al., 2020; Nanjo, 2020). The decrease of the b-value during fore-60

shock activity has been explained in terms of stress relaxation and accumulation in me-61

chanical models for the seismic fault (Lippiello, Petrillo, Landes, & Rosso, 2019; Petrillo62

et al., 2020). On the other hand, accurately differentiating between genuine and spuri-63

ous variations in instrumental catalogs, continues to pose a significant challenge (Marzocchi64

et al., 2019). This is because the detection threshold presents irregular behavior and small65

earthquakes can go unreported due to inadequate spatial coverage of the seismic network66

(Schorlemmer & Woessner, 2008; Mignan et al., 2011; Mignan & Woessner, 2012) or be-67

ing obscured by coda waves generated by previous larger earthquakes (Kagan, 2004; Helm-68

stetter et al., 2006; Peng et al., 2007; Lippiello et al., 2016; Hainzl, 2016a, 2016b; de Ar-69

cangelis et al., 2018; Petrillo et al., 2020; Hainzl, 2021). Failure to properly account for70

both mechanisms can lead to a significant underestimation of the b-value. To address71

the issue of incomplete reporting, a common approach is to limit the evaluation of the72
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b-value to magnitudes greater than a threshold Mth. This threshold is typically chosen73

to be larger than the completeness magnitude Mc, which is defined as the magnitude above74

which detection are not impacted by completeness issues. However, the constraint on mag-75

nitudes m > Mth can pose challenges for monitoring spatio-temporal variations in the76

b-value since it necessitates using a restricted number N of earthquakes within each space-77

time region. While the finite value of N can be accommodated to correct for systematic78

positive biases in the b-value (Godano et al., 2023), it also introduces statistical fluctu-79

ations (Shi & Bolt, 1982) that, for small data sets, can become significant and mask gen-80

uine b-value variations.81

A remarkably innovative solution to the problem has been recently proposed by van der82

Elst (2021). He introduced the ”b-positive” estimator, which obtains the b-value from83

the distribution of magnitude differences δm = mi+1 − mi between two consecutive84

earthquakes i and i+1 in the catalog. In particular, for a complete data set that obeys85

the GR law (Eq.1), it is easy to show that the distribution of δm, p(δm), is an exponen-86

tial function with exactly the same coefficient b+ = b. The striking result by van der87

Elst (2021), corroborated by extended numerical simulations, is that if one restricts to88

positive δm, p(δm) is much less affected by detection problems than p(m), and b+ '89

b also for incomplete catalogs.90

A simple explanation for the effectiveness of the b-positive estimator is that by re-91

stricting to positive values of δm, the method focuses on larger magnitude earthquakes92

that are less affected by detection thresholds or limitations. However, at first glance, this93

approach may not seem significantly different from imposing the condition m > Mth94

on p(m), and it does not reveal the unique advantages of the b-positive estimator.95

In our manuscript, we shed light on the deeper implications of constraining mi+1 >96

mi in the presence of detection issues. We demonstrate how the properties of conditional97

probabilities reveal the exceptional efficiency of the b-positive estimator. Indeed we will98

show that even for extremely incomplete catalogs, under specific conditions, the b-positive99

estimator provides an exact and precise measure of the b-value. This occurs also when100

its standard estimate via the GR law requires such a large value of Mth that it is dom-101

inated by statistical fluctuations.102

In particular, the relationship b+ = b holds exactly under the assumption that103

only events above the completeness level Mc are reported in the catalogs. However, in104

–4–



manuscript submitted to JGR Solid Earth

instrumental catalogs, it is reasonable to assume that a fraction of earthquakes with mag-105

nitudes mi < Mc are identified. This introduces biases in the b-positive estimator. Nev-106

ertheless, such conditions occur infrequently, rendering b+ consistently a very good ap-107

proximation for the true b-value. After identifying the mechanisms responsible for the108

accuracy of the b-positive estimator, we also propose various generalizations to further109

improve the efficiency of b-value estimates through the analysis of the magnitude differ-110

ence distribution. Here, efficiency refers to the possibility of a precise estimation of the111

b-value, achieved by utilizing the largest subset N of earthquakes from the catalog. It’s112

important to note that as we increase N , the associated uncertainty δb in our b estimate113

decreases. Therefore, the most efficient estimator is the one that provides the correct b-114

value with the smallest uncertainty, i.e., utilizing the largest value of N .115

2 Magnitude incompleteness116

Incomplete earthquake catalogs result from two primary factors: seismic network117

density incompleteness (SNDI) and short-term aftershock incompleteness (STAI). SNDI118

occurs when earthquakes are challenging to detect due to a low signal-to-noise ratio. Sev-119

eral factors, including noise filtering capabilities and the distance between earthquake120

epicenters and the necessary seismic stations for locating an event, can contribute to SNDI121

(Mignan & Woessner, 2012). Conversely, STAI arises from detection issues in the after-122

math of large earthquakes, primarily caused by the masking effect of small aftershocks123

obscured by coda waves from previous larger ones (Lippiello, Petrillo, Godano, et al., 2019).124

A more detailed description of SNDI and STAI can be found in Appendix A.125

SNDI and STAI, combined, lead to a completeness magnitude Mc(ti, ~xi,Hi), which126

depends on the the occurrence time ti, epicenter coordinates ~xi, and the past seismic his-127

tory Hi, encompassing all prior earthquakes up to time ti. We assume that all earthquakes128

with a magnitude greater than Mc are reported in the catalog. Simultaneously, various129

factors such as diurnal and seasonal variations, changes in staffing, etc., can introduce130

fluctuations of approximately σ in the completeness level. Considering these fluctuations,131

the probability that an earthquake with magnitude m, occurring at time t and location132

~x, is reported in the catalog, is described by the detection function Φ(m−Mc), given133

by:134
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Φ(m−Mc) =


1 if m−Mc > 0

1 + Erf
(
m−Mc

σ

)
if m−Mc ≤ 0

(2)

Here, Erf(y) represents the error function. According to this definition, all earth-135

quakes with m > Mc are reported in the catalog, while only about 2% of earthquakes136

with m < Mc−2σ are included. The typical behavior of Φ(y) for different σ values is137

illustrated in Fig. (1).138

It’s important to note that the detection function Φ(y) (Eq. (2)) slightly differs from139

the one proposed in (Ogata & Katsura, 1993), which assumes Φ(m−Mc) = 1
2+ 1

2Erf
(
m−Mc

σ

)
,140

indicating that, on average, only 50% of earthquakes with m > Mc are reported in the141

catalog. Both definitions coincide in the limit case where σ → 0.142

3 Analytical results143

We denote by p(mi, ti, ~xi) the probability of observing an earthquake with mag-144

nitude mi at time ti and location ~xi. For a complete dataset, it is reasonable to assume145

that magnitudes follow the Gutenberg-Richter (GR) law given by Eq. (1), independently146

of the occurrence time and location. Under this assumption, p(mi, ti, ~xi) takes the form147

p(mi, ti, ~xi) = βe−β(mi−mL)Λ(ti, ~xi |Hi), (3)

where β = b log(10), and Λ(ti, ~xi |Hi) is the probability density of having an earthquake148

at time ti and location ~xi. We explicitly mention that Λ depends on the seismic history149

Hi up to time ti. By definition, the integral of Λ over the entire region and time win-150

dow is normalized to 1.151

Correlations with previous seismicity are caused (Lippiello et al., 2007, 2012) by

the detection problems discussed in the previous Sec.2. This implies that

p (mi, ti, ~xi) = βe−β(mi−mL)Λ (ti, ~xi|Hi) Φ (mi −Mc (ti, ~xi,Hi)) . (4)

3.1 Traditional estimator of the b-value152

The standard method for evaluating the b-value in the presence of incompleteness153

involves restricting the analysis to magnitudes greater than a threshold value Mth. This154
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Figure 1. (Color online) (a) The detection function Φ(m −Mc), with Mc = 2, for three values

of σ: 0.001, 0.5, and 1 (see legend). (b) The impact of the detection function Φ(m − Mc) on the

magnitude distribution within a simulated catalog comprising 1.3 × 106 earthquakes with m > 0,

following a GR distribution with b = 1. In the plots, blue triangles represent the magnitude dis-

tribution for the complete dataset, while different colors and symbols are used for the magnitude

distribution in the incomplete catalog for varying σ values (refer to the legend for details).
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threshold should be chosen sufficiently large to satisfy the condition Mth > Mc and there-155

fore156

Φ (Mth −Mc(ti, ~xi,Hi)) = 1. (5)

In this case, the probability of observing an earthquake with magnitude mi can be

obtained from Eq.(3) after integrating over space and time, and it is given by βe−β(mi−mth).

Through likelihood maximization, we ultimately determine the b-value (Aki, 1965):

b(Mth) =
1

ln(10)(〈m〉 −Mth)
, (6)

where 〈m〉 represents the average magnitude in the dataset containing N earthquakes157

with m > Mth.158

However, as explained in Sec. 2, Mc varies in both time and space. Therefore, Eq.159

(5) holds true only if Mth coincides with the maximum value of Mc within the consid-160

ered space-time region. Consequently, one is compelled to choose large values for Mth,161

but this poses a challenge. A too-large value of Mth results in a smaller number N of162

earthquakes used in the evaluation (Eq. (6)), leading to a larger uncertainty δb in the163

estimation of the b-value. This is why this strategy is inefficient, especially when deal-164

ing with the early stages of aftershock sequences, where Mc exhibits large values due to165

STAI.166

We further observe that Eq.(6) holds in the hypothesis that magnitudes are con-167

tinuous random variables. However, in earthquake catalogs, magnitudes are often reported168

only to one or two decimal places. In such cases, a correcting term needs to be added169

to the denominator of Eq.(6) to account for this discretization. Alternatively, as suggested170

by Godano et al. (2014), we can add a random noise term to the last digit of the reported171

magnitudes to make them continuous, and then apply Eq.(6). In the following analy-172

sis, we will adopt this strategy.173

3.2 Probability distribution p(δM) in complete data sets174

We consider the probability p(mj , tj , ~xj |mi, ti, ~xi) to observe an earthquakes mj

at time tj in the position ~xj conditioned to the occurrence of a previous earthquake with

magnitude mi occurred at the previous time ti < tj in the position ~xi. In the hypoth-

esis of a complete data set with occurrence probability given by Eq.(3), the occurrence

–8–
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of the magnitude mj is uncorrelated to what happens at previous times. In this case

p(mj , tj , ~xj |mi, ti, ~xi) = βe−β(mj−mL)Λ (tj , ~xj |Hj) , (7)

and it is easy to show (see Appendix B) that the probability density p(δm) to have mj =

mi + δm is given by

p(δm) =
1

2
βe−βδm, (8)

which is a well known result for the distribution of the difference of two independent ran-

dom variables with identical exponential distributions. Eq.(8) shows that, in the ideal

case, δm follows an exponential law equivalent to the GR law with exactly the same co-

efficient β. In the following, we define b+ as the b-value obtained from p(δm), restrict-

ing it to δm > 0. Through likelihood maximization, we obtain from Eq. (8):

b+ =
1

ln(10)

1

〈δm〉
, (9)

which gives b+ = b in a fully complete catalog.175

We observe the importance of the factor 1/2 in Eq.(8), indicating that the condi-176

tion δm > 0 is met, on average, by only half of the earthquakes in our dataset. Specif-177

ically, in the b-positive estimator, we set j = i+1, which means we’re considering only178

earthquakes that are followed by a larger one. These earthquakes make up approximately179

50% of the dataset. In the ideal case of a complete dataset, therefore, the estimate of180

the b-value from Eq.(9), defined “b-positive” estimator, is less efficient than the tradi-181

tional estimator from Eq.(6), as the latter uses the entire dataset.182

We can enhance the efficiency of the b-positive estimator by systematically explor-

ing, in increasing order, all possible j values within the range j ∈ [i + 1, i + l], where

l ≥ 1. We continue this exploration until we reach a value of j where mj ≥ mi. In

this case, the probability distribution for finding mj = mi+δm, with δm > 0, is given

by:

pl(δm) = Klβe
−βδm, δm > 0 (10)

with Kl = l
l+1 (Eq.B3). It’s clear that Kl approaches 1 for sufficiently large l, signi-

fying the inclusion of all earthquakes from the original dataset in the computation of the

b-value. From the maximization of likelihood, this procedure defined “b-more-positive”

estimator, ultimately leads to an estimate for the b-value:

b+l =
1

ln(10)

1

〈δm〉l
. (11)

–9–
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This differs from Eq. (9) due to the fact that 〈δm〉l in Eq. (11) represents the av-183

erage magnitude difference between δm = mj −mi, where j ∈ [i + 1, i + l] is the in-184

dex of the first earthquake recorded after i, with mj > mi. In other words, all earth-185

quakes with an index in the range [i+1, j−1] have a magnitude smaller than mi. Con-186

versely, in Eq. (9), 〈δm〉 is the average difference between mi+1 and mi and is only eval-187

uated in cases where mi+1 > mi.188

Therefore, in the b-positive estimator, only half of the dataset is used to evaluate189

b+, whereas in the b-more-positive estimator, for sufficiently large l, the evaluation of190

b+l includes a much higher percentage of the dataset, which significantly reduces the un-191

certainty δb. Obviously, the b-positive estimator is a special case of the b-more-positive192

estimator, specifically when l = 1. Consequently, in the subsequent discussion, we will193

focus on the b-more-positive estimator, while bearing in mind that the findings also ap-194

ply to the b-positive estimator under the condition l = 1.195

3.3 Probability distribution p(δM) in incomplete data sets196

In the case of an incomplete dataset, Eq. (7) must be replaced by:197

p(mj , tj , ~xj |mi, ti, ~xi) = βe−β(mj−mL)Λ(tj , ~xj)Φ (mj −Mc(tj , ~xj ,Hj |mi)) . (12)

Here, we explicitly use the notation Φ (mj −Mc|mi) to specify that the detection

function must be evaluated under the condition that the previous earthquake mi has been

identified and reported in the catalog. This information is crucial for the efficient eval-

uation of the b-value. It is easy to show (Appendix B) that when the condition

Φ (mj −Mc(tj , ~xj ,Hj |mi)) = 1 (13)

is satisfied in Eq. (12), we obtain

p(δm) = βe−βδmK, (14)

where K is a constant whose expression can be found in Appendix B. Eq. (14) shows198

that the dependence of p(δm) on δm is an exponential function with a coefficient β that199

is not affected by incompleteness and exactly coincides with b ln(10). Therefore, when200

condition Eq. (13) holds, Eq. (11) provides the exact b-value, even in the presence of in-201

–10–
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completeness. Detection problems only affect the value of K, which depends on Φ (mi −Mc(ti, ~xi,Hi))202

(Eq. (B5)).203

We want to emphasize that the information regarding the previous earthquake with204

magnitude mi has been recorded and reported in the catalog significantly simplifies the205

satisfaction of condition (13), as compared to condition (5) whose validity is necessary206

for the accuracy of the traditional estimator. More precisely, two hypotheses are suffi-207

cient to ensure the validity of condition (13):208

• Hypothesis i): Mc(tj , ~xj ,Hj) ≤Mc(ti, ~xi,Hi).209

• Hypothesis ii): σ → 0.210

Let us indeed assume that hypothesis ii) holds. In this case, the information that mi has211

been recorded and is present in the dataset automatically implies that mi > Mc(ti, ~xi,Hi).212

Accordingly, since mj > mi, the validity of hypothesis i) automatically implies mj >213

Mc(tj , ~xj ,Hj), and therefore the condition (13) is satisfied. Therefore, if the two hypothe-214

ses are satisfied, the condition mj > mi is sufficient to exclude the possibility of the215

existence of earthquakes larger than mi occurring in the time interval [ti, tj ] and not re-216

ported in the catalog. As a consequence, for each earthquake mi reported in the cata-217

log, the magnitude difference δm = mj − mi would be exactly the same as what we218

would have measured in a complete catalog, and b+l obtained from Eq. (11) coincide with219

the true b-value. The only difference with the distribution of the magnitude difference220

evaluated in the complete catalog (Eq.(10)) being in the constant K being smaller than221

Kl. In particular, when l � 1 and Kl → 1, the estimation of b through b+l employs222

the entirety of the earthquakes which have been recorded in the instrumental catalog.223

In contrast, the estimation achieved using b(Mth) only takes into account earthquakes224

with a magnitude exceeding Mth, which, especially for significantly large Mth values, can225

be a minute portion of Ncat. This essential distinction is what renders the b-more-positive226

estimator notably more efficient than the traditional estimator.227

It’s crucial to emphasize that this scenario holds valid solely when both hypothe-228

ses i) and ii) are satisfied. In the forthcoming section, we explore the prerequisites for229

their applicability in instrumental datasets.230
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3.4 Conditions for the validity of the two hypotheses231

The effectiveness of the b-positive method is proven when the two hypotheses i)232

and ii) hold. Here we discuss how to construct circumstances for their realization by tak-233

ing into account the two mechanisms SNDI and STAI responsible for incompleteness (Sec.234

2).235

3.4.1 The validity of hypothesis i)236

It is easy to create conditions such as hypothesis i) holds. Indeed, if we assume that237

the epicentral distance dij between the two earthquakes is sufficiently small it becomes238

reasonable that the two earthquakes occur in regions with a similar network coverage239

such as Mc(ti, ~xj ,Hi) = Mc(ti, ~xi,Hi), i.e. incompleteness at the same time in the two240

positions ~xi and ~xj coincide. Furthermore, we must take into account that in the b-more-241

positive estimator, j is the first larger earthquake recorded after the earthquake i and242

there is no intermediate earthquake occurred in the time interval [ti, tj ] responsible for243

obscuration effects on the earthquake with magnitude mj > mi. According to STAI,244

Mc decreases over time and therefore, the completeness magnitude at the subsequent time245

tj > ti is smaller than Mc(ti, ~xi,Hi) and hypothesis i) is fulfilled. Accordingly, hypoth-246

esis i) can be imposed by setting dij < dR, where dR is a sufficient small distance and247

selecting mj as the first earthquake larger than mi present in the catalog and with a dis-248

tance dij smaller than dR.249

We would like to point out that the condition dij < dR was not taken into con-250

sideration by van der Elst (2021). However, it is important to emphasize that when fo-251

cusing on evaluating the b-value within a seismic sequence, the criteria chosen for select-252

ing aftershocks typically limit them to a smaller region surrounding the mainshock. Un-253

der these circumstances, the aftershocks are closely clustered, occurring in areas with very254

similar network coverage, and the condition dij < dR is inherently met.255

3.4.2 The validity of hypothesis ii)256

In the subsequent discussion, we assume that the condition dij < dR is imposed257

to satisfy hypothesis i). However, even in this scenario, the presence of σ 6= 0 in Eq.(2)258

can invalidate the condition (13). Specifically, when both mi and mj fall within the mag-259

nitude range (Mc−2σ,Mc), there exists a finite probability, despite mj > mi and hy-260
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pothesis i) being satisfied, that mi is recorded in the catalog while mj is not. Consequently,261

Φ (mj −Mc(tj , ~xj ,Hj)) < 1, rendering condition 13 invalid.262

To ensure the validity of condition (13) one potential strategy is to restrict the val-

ues of mj to be greater than mi+δMth, with δMth & 2σ. In this scenario, even when

mi ∈ (Mc − 2σ,Mc) has a finite likelihood of being detected, mj > Mc guarantees a

probability of 1 for detection, thereby preserving the validity of Eq.(13). For a finite δMth,

Eq.(9) must be adapted to yield:

b+(δMth) =
1

ln(10)

1

〈δm〉 − δMth
, (15)

This approach converges to the true b-value for δMth & 2σ. However, determining the263

value of σ from data is challenging. To identify the optimal δMth, one can seek the min-264

imum value where b+(δMth) no longer depends on δMth, a strategy proposed by van der265

Elst (2021).266

We can also extend Eq.(11) to account for a finite σ

b+l(δMth) =
1

ln(10)

1

〈δm〉l − δMth
, (16)

Here, 〈δm〉l denotes the average magnitude difference for δm = mi+l −mi, where l ≥267

1, and mk ≤ mi for k ∈ [i + 1, j) and mj ≥ mi + δMth. It’s important to note that268

requiring mk ≤ mi + δMth for k ∈ [i+ 1, i+ l− 1], as opposed to just mk ≤ mi, leads269

to an erroneous estimate of the b-value through Eq.(16).270

In the following we propose an alternative two-step strategy referred to as ”b-more-271

incomplete” estimator. The first step corresponds to filter the catalog by removing all272

earthquakes with magnitudes below a threshold MA. In particular we employ a filter-273

ing approach where earthquakes occurring within a temporal distance less than τ after274

a previous larger earthquake are removed from the catalog. This corresponds to a con-275

stant blind time τ = δt0 (Hainzl, 2016b, 2016a, 2021) and a threshold magnitude MA (ti, ~xi,Hi) =276

MT (ti, ~xi,Hi) as defined in Eq.(A3) with the functional form Eq.(A4) for Mt. In the sec-277

ond step the b-more-positive estimator is applied to the filtered catalog. The crucial fac-278

tor lies in our ability to fine-tune MA such that MA &Mc. When achieved, the filtered279

catalog will exhibit a detection function with σ = 0, and hypothesis ii) will be realized.280

We denote the b-value derived from Eq. (11) using the average value of 〈δm〉l after ap-281

plying the filter with a blind time τ to the catalog as bf+(τ). Since this filter results in282

a more incomplete catalog, we aptly refer to this estimator as the ”b-more-incomplete”283
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estimator. It’s important to note that this estimator yields an accurate estimate of the284

b-value only when we select an MA that closely aligns with Mc. Specifically, it’s essen-285

tial to configure the blind time τ such that τ & τexp, where τexp represents the blind286

time typically observed in instrumental catalogs. However, since τexp is challenging to287

determine from data, the optimal approach involves evaluating bf+(τ) for increasing val-288

ues of τ and stopping when it no longer depends on τ . We remark that the b-more-incomplete289

estimator can only reduce detection problems caused by STAI but it is not relevant to290

take into account SNDI.291

4 Comparison of the different strategies to estimate the b-value292

4.1 Pictorial description of the different methods293

In Fig.2 we illustrate the different methods by considering an example of a seismic294

sequence which follows a magnitude m = 6 mainshock. In the considered example 8295

m > 3 aftershocks have occurred during the first minute after the mainshock. In Fig.2a296

we consider the case of a complete data set where all the occurred earthquakes are re-297

ported in the catalog. Continuous black arrows are used to connect earthquake pairs which298

are included in the evaluation of the b-value in the b-positive method. The b-more-positive299

method includes in the evaluation also the pairs connected by magenta dot-dashed ar-300

rows. It is evident that the b-more-positive method uses more information from the same301

data set, providing a more efficient method for the b value evaluation. In Fig.2b we con-302

sider the case of an incomplete data set in the case σ = 0. In this example all the earth-303

quakes below Mc, represented by the dashed green line, are not reported in the catalog.304

The b-positive method considers only the magnitude difference between earthquakes 4305

and 7 (continuous black arrow), whereas the b-more-positive method also includes the306

magnitude difference between earthquakes 1 and 7 (magenta dot-dashed arrow). The com-307

parison betwenn panels (a) and (b) illustrates that the b-more-positive method includes308

in the evaluation the same earthquakes pairs for both a complete and an incomplete data309

set. The only difference is the number of considered pairs being much smaller for the in-310

complete catalog. In Fig.2c we finally consider the case of an incomplete data set with311

a finite σ value. In this case the dotted red line represents Mc−2σ and earthquakes oc-312

curred between the dashed green line and the dotted red line have a finite probability313

to be recorded. In the specific example, earthquakes 2 and 5 have been recorded whereas314

earthquake 3 and 6 are not reported in the catalog. In this example the b-positive method315

–14–



manuscript submitted to JGR Solid Earth

considers the magnitude difference between earthquakes 2 and 4 and between earthquakes316

5 and 7 (orange dot-dashed lines). It is evident that the two magnitude differences are317

larger than the one which one would have included in the complete data set (Fig.2a).318

This leads to a systematically smaller b value obtained from Eq.(9). In order to avoid319

this bias one can impose that the magnitude difference mi+1−mi should be larger than320

δMth. In the specific example setting δMth = 0.2 also in the complete data set (Fig.2a)321

the b-positive method would consider the magnitude difference between earthquakes 2322

and 4 and between earthquakes 5 and 7 (orange dot-dashed lines) which are exactly the323

same considered in Fig.2c. The bias in the estimate of the b value from Eq.(9) is then324

corrected by the presence of a finite δMth in the denominator of Eq.(15). As an alter-325

native strategy, in the b-more-incomplete method we remove from the catalog all the earth-326

quakes below the threshold MA, indicated as a blue dot-dot-dashed line in Fig.2b. In327

this example earthquakes 3 and 6 are removed from the filtered catalog and the b-more-328

positive method only includes the earthquake pairs considered in the case σ = 0 and329

which provides an exact estimate of the b-value.330

4.2 Numerical analysis331

In the previous section we have reported four strategies to evaluate the b-value. The332

traditional estimator is based on the measure of b(mth) from Eq.(6), the b-positive es-333

timator proposed by van der Elst (2021) based on the quantity b+(δMth) defined in Eq.(15),334

the b-more-positive estimator based on the quantity b+l(δMth) defined in Eq.(16) and335

finally the b-more-incomplete estimator based on the quantity bf+(τ). In the evaluation336

of the last two estimators we take the parameter l = 10. Indeed, the computation time337

for their evaluation grows proportionally to l, and therefore l = 10 represents a com-338

promise for a sufficient large value of Kl > 0.9 (Eq.(B11) while keeping a sufficiently339

short computational time. By keeping l fixed, all the estimators present one tuning pa-340

rameter, Mth, for the standard method, δMth for the b-positive and the b-more-positive341

estimators and τ , for the b-more-incomplete estimator. In all cases, for sufficiently large342

values of the tuning parameter each of the four methods will converge to the exact b-value.343

In the following sections we compare the four strategies via extended numerical sim-344

ulations.345
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Figure 2. An illustration of a seismic sequence following a magnitude 6 mainshock. Af-

tershocks are labeled based on their occurrence time following the mainshock. (Panel a) Con-

tinuous black arrows connect earthquake pairs considered in the b-positive estimator. The

b-more-positive estimator includes these pairs as well as those connected by dot-dashed ma-

genta arrows. Dotted orange arrows connect earthquake pairs with a magnitude difference

mj − mi > δMth = 0.2. (Panel b) The green dashed line represents the completeness level

Mc(tj , ~xj ,Hj). In this example, σ = 0, and all earthquakes with magnitudes smaller than Mc

are not included in the catalog. The black continuous arrow is retained to connect the sole earth-

quake pair considered in the b-positive estimator, whereas the magenta dot-dashed arrow links

another earthquake pair which is also taken into account in the b-more-positive estimator. The

blue dot-dot-dashed line represents MA, delineating that only earthquakes with m > MA are

encompassed within the b-more-incomplete estimator. (Panel c) The green dashed line still repre-

sents the completeness level Mc(tj , ~xj ,Hj), the red dashed line corresponds to Mc − 2σ. Dotted

orange arrows connect earthquake pairs used in the b-positive estimator.
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5 Numerical simulations346

We generate synthetic earthquake catalogs to simulate two distinct scenarios. In347

the first scenario, we simulate a single Omori sequence using the ETAS model (Ogata,348

1985, 1988b, 1988a, 1989) with a single Poisson event, which is the initial event in the349

sequence. We assume that this first event occurs at time t = 0 with epicentral coor-350

dinates (0, 0) and magnitude m1 = 8. We employ a standard algorithm to simulate the351

cascading process (de Arcangelis et al., 2016) with realistic parameters obtained through352

likelihood maximization in Southern California (Bottiglieri et al., 2011). We verify the353

robustness of the results across different parameter choices. In the second scenario, we354

generate a complementary catalog that exclusively contains background earthquakes. These355

earthquakes follow a Poisson distribution in time, while their spatial distribution con-356

forms to the background occurrence rate estimated by Petrillo and Lippiello (2020) for357

the Southern California region.358

In both catalogs, we assume that earthquakes obey the GR law with a theoreti-359

cal b-value of btrue = 1. It’s worth noting that equivalent results are obtained for other360

selections of btrue. Starting from an initially complete catalog up to the lower magni-361

tude threshold mL = 1, we systematically remove events from the catalogs based on362

the detection function Φ described in Sec.2. We then estimate various quantities from363

these incomplete catalogs, including b(Mth) (Eq.(6)), b+(δMth) (Eq.(15)), b+l(δMth) (Eq.(16)),364

and b+(τ) as defined in Sec.3.3. In both scenarios, we explore different levels of incom-365

pleteness, tuned by changing the value of σ in the detection function Φ(m−Mc) (Eq.(2).366

For each set of model parameters assigned, we consider nreal = 100 different synthetic367

catalogs, each obtained using a different seed in the random number generator imple-368

mented in the numerical code. Then, we estimate the mean value of the aforementioned369

quantities and their standard deviation by averaging over the different catalogs. As an370

example, when evaluating b(Mth), we consider the mean value 〈b(Mth)〉 = 1
nreal

∑nreal

n=1 bn(Mth)371

and the standard deviation δb(Mth) =
√

1
nreal

∑nreal

n=1 (bn(Mth)− 〈b(Mth))
2
, where bn(Mth)372

represents the value of b(Mth) estimated from Eq. (6) for the n-th synthetic catalog. For373

each value of Mth, we also evaluate the average value 〈N〉 = 1
nreal

∑nreal

n=1 Nn with Nn374

being the number of earthquakes with m > Mth in the n-th catalog. Equivalent defi-375

nitions are applied to evaluate the average values of b+(δMth), b+l(δMth), and b+(τ),376

along with their associated standard deviations. For the sake of clarity, Nn corresponds377

to the number of earthquake pairs in the n-th synthetic catalog, with mi+1 ≥ mi+δMth378
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Figure 3. (Color online) The number of earthquakes N(m) with magnitude in [m,m + 1) in

the numerical catalog with STAI implemented via the detection function Φ with two different

choices of Mt(t − ti,mi) (Eq.(A5)) with w = 1 and δ0 = 2 in panel (a) and Eq.(A4) in panel (b)

for δt0 = 120 sec and for different values of σ (see legend). The legend also reports the percent-

age of earthquakes removed from the original complete catalog. The magenta dashed line is the

theoretical GR law with btrue = 1.

or with mi+l ≥ mi+δMth, in the b-positive or b-more-positive estimator, respectively.379

For the b-more-incomplete estimator, Nn corresponds to the number of earthquake pairs380

with mi+l ≥ mi in the n-th synthetic filtered catalog.381

We assess the efficiency of the different estimators by plotting each average value382

as a function of the associated 〈N〉, recalling that the more efficient estimator is the one383

that, at a fixed 〈N〉, provides an estimate of the b-value closer to btrue.384
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Figure 4. (Color online) The quantities 〈b(Mth)〉 (black circles), 〈b+(δMth)〉 (red squares),

〈b+l(δMth)〉 (green diamonds), and 〈bf+(τ)〉 (blue triangles) are plotted as a function of the aver-

age number of earthquakes 〈N〉 used for their evaluation in the synthetic catalog where STAI is

implemented according to the detection magnitude Mt(t − ti,mi) defined in Eq.(A5) with w = 1

and δ0 = 2. Error bars representing the relative standard deviation are indicated for each quan-

tity. The solid indigo line represents the exact b-value btrue = 1. Different panels correspond to

different choices of σ: σ = 0 (a), σ = 5 (b), and σ = 0.5 (c). Note that panels (a) and (b) share

the same vertical axis scale, while panel (c) is limited to b-value estimates greater than 0.86.

5.1 Single Omori Sequence385

We consider the first 14 days of a seismic sequence triggered by a magnitude 8 main-386

shock. We assume that SNDI is not relevant, and incompleteness is solely caused by STAI.387

Specifically, we assume that STAI influence the detection function Φ(m−Mc), with Mc388

as defined in Eq.(A3). We implement two different choices for Mt(t − ti,mi): one us-389

ing Eq.(A4) with δt0 = 120 sec, and the other using Eq.(A5) with w = 1 and δ0 = 2.390
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Figure 5. (Color online) The same of Fig.4 for the synthetic catalog where STAI is imple-

mented according to the detection magnitude Mt(t − ti,mi) defined in Eq.(A4) with δt = 120

sec.
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For the two different choices of Mt(t−ti,mi), the effect of the detection function391

Φ on the magnitude distribution for various values of σ is depicted in Fig.3a and Fig.3b,392

respectively. Furthermore we plot 〈b(Mth)〉, 〈b+(δMth)〉, 〈b+l(δMth)〉, and 〈bf+(τ)〉 for393

different values of σ as functions of 〈N〉, in Fig.4 and Fig.5 for the two different choices394

of Mt(t−ti,mi), respectively. It’s important to note that 〈N〉 decreases with increas-395

ing values of Mth, δMth, and τ . The highest value of 〈N〉 for each curve corresponds to396

Mth = 0, δMth = 0, and τ = 0, respectively.397

In Fig.4a, we consider the case where σ = 0. This figure reveals that due to the398

significant incompleteness (with over 94% of earthquakes removed), the traditional method399

fails to provide an accurate estimate of the b-value. This is evident from 〈b(Mth)〉 con-400

sistently being smaller than btrue even for Mth > 3.8. In contrast,〈b+(δMth)〉 ' 〈b+l(δMth)〉 '401

btrue even for δMth = 0. However, it’s important to note that the largest number of402

earthquake pairs 〈N〉 used in the evaluation of 〈b+(δMth)〉, corresponding to Mth = 0,403

is only half of the average number of events in the synthetic catalog. On the other hand,404

the largest number of earthquake pairs 〈N〉 used in the evaluation of 〈b+l(δMth)〉, still405

corresponding to Mth = 0, represents more than 90% of the events in the synthetic cat-406

alog. Therefore, the b-more-positive estimator proves to be more efficient than the b-407

positive estimator due to its smaller uncertainty, δb+l. Results for 〈bf+(δτ)〉 closely re-408

semble those for 〈b+l(δMth)〉, indicating similar efficiency for both the b-more-positive409

and b-more-incomplete estimators.410

In Fig.4b, we explore the case where σ = 5, which is an unrealistic situation but411

helps investigate the role of σ in the b-value estimate. We observe that in this case, the412

traditional estimator provides a more accurate estimate of the b-value compared to the413

σ = 0 case (panel a). This improvement is attributed to the fact that increasing σ leads414

to a more complete catalog (Fig.1) even if significant deviations from the true b-value415

are still present also for large values of Mth. Concerning the b-positive estimator, the416

counter intuitive behavior is that even though the catalog for σ = 5 is more complete417

than the σ = 0 one, it provides a less accurate estimate of the b-value. A reasonable418

estimate is achieved only for δMth & 1.5, corresponding to 〈N〉 < 400. Similar con-419

siderations also apply to the b-more-positive estimator that, however, for each value of420

〈N〉, provides an estimate of the b-value that is consistently closer to btrue compared to421

the one provided by the b-positive estimator. Finally, Fig.4b shows that an even more422

efficient estimate of the b-value is achieved with the b-more-incomplete estimator, which423
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provides a value close to btrue already for 〈N〉 > 8000. In Fig.4c, we present the case424

for the more realistic situation where σ = 0.5. We emphasize that for this value of σ,425

even though the catalog remains significantly incomplete (with about 90% of earthquakes426

removed), the estimate of the b-value provided by the b-positive estimator differs from427

the true b-value, btrue, by less than 5%, even for δMth = 0. Accuracy improves with428

increasing δMth, with a highly accurate estimate obtained for 〈N〉 ' 4000, correspond-429

ing to δMth = 0.5. An even more accurate b-value estimate is achieved by the b-more-430

positive and b-more-incomplete estimators, which consistently provide estimates of the431

b-value that are closer to btrue for each 〈N〉 compared to the value provided by the b-432

positive estimator. The traditional estimator, on the other hand, consistently underes-433

timates the b-value for all 〈N〉 values.434

In Fig.5, we repeat the same analysis as in Fig.4 but consider a detection function435

that uses Mt provided by Eq.(A4) with δt0 = 120. Fig.5 confirms all the conclusions436

drawn from the analysis of Fig.4, indicating that the b-positive estimator is generally437

a very efficient strategy for measuring the b-value in the presence of STAI. Additionally,438

the b-more-positive and b-more-incomplete estimators are even more efficient procedures,439

particularly in scenarios with higher σ values.440

5.2 Background activity441

We generate a numerical catalog where earthquakes are Poisson-distributed in time,442

with the occurrence probability in the position (~x) given by the background rate in South-443

ern California obtained in Petrillo and Lippiello (2020). The catalog covers a period of444

20 years, and since, by construction, the catalog does not present aftershock sequences,445

only a few events will be removed due to STAI. The only source of incompleteness is there-446

fore represented by SNDI, which is implemented by assigning a completeness threshold447

MR that varies in different positions. More precisely, we divide the region into grids of448

size 0.2◦×0.2◦ and assign to each grid an incompleteness level MR, randomly extracted449

from the range [1 : 4]. A smoothing procedure is then applied over a smoothing dis-450

tance of 0.2◦. We then assume the detection function Φ(m−Mr(~x)) with Φ(x) defined451

in Eq.(2) and consider different values of σ. The number of removed earthquakes increases452

as σ decreases, as evident from the magnitude distribution (Fig. 6).453
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Figure 6. (Color online) The number of earthquakes N(m) with magnitude in [m,m + 1) in

the numerical catalog of background earthquakes presenting SNDI with different values of σ (see

legend). The legend reports the percentage of earthquakes removed from the original complete

catalog. The magenta dashed line is the theoretical GR law with btrue = 1.
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We remark that bf+(τ) is practically indistinguishable from b+l(δMth = 0) for rea-454

sonable values of τ < 1000 sec. Accordingly, the quantity bf+(τ) is not of interest in this455

situation and is not considered. We, therefore, focus on the comparison between the tra-456

ditional, the b-positive, and the b-more-positive estimators. For the latter estimator, we457

consider the effect of the constraint on the epicentral distance between the earthquakes458

i and j, dij < dR, exploring different values of dR.459

In Fig. 7, we consider the cases σ = 0 and σ = 1. We observe that for both val-460

ues of σ, the b-positive estimator provides a less accurate estimate of the b-value com-461

pared to the traditional estimator. This result shows that the b-positive estimator is not462

appropriate for managing SNDI if the further constraint dij < dR is not imposed. The463

b-more-positive estimator, conversely, even without imposing the spatial constraint, i.e.464

dR = ∞, is more efficient than the traditional estimator. This is due to the use of a465

large number of earthquake pairs, compared to the b-positive estimator, as discussed in466

Sec.3.2. Nevertheless, without a spatial constraint, the estimate of the b-value remains467

inaccurate, even for σ = 0. At the same time, Fig. 7 shows that, implementing a more468

stringent constraint, 〈b+l(δMth)〉 better approximates btrue as the value of dR decreases.469

In particular, when σR = 0, 〈b+(δMth)〉 with dR = 0.01◦ provides an accurate esti-470

mate of btrue even for δMth = 0.471

6 Experimental data472

In this section, we focus on the 2019 Ridgecrest Sequence, which has been exten-473

sively investigated by van der Elst (2021) using the b-positive method. Therefore, we474

can make a better comparison with existing results. We present results for the complete475

aftershock zone identified by van der Elst (2021), corresponding to a lat/lon box with476

corners [35.2,−118.2], [36.4,−117.0]. We restrict our study to the temporal window of477

10 days following the M6.4 foreshock (Fig. 8a), including all earthquakes with mi ≥ mL =478

0 present in the USGS Comprehensive Catalog. The short-term incompleteness of the479

data set is clearly visible in the temporal window of a few days following the M6.4 fore-480

shock and, even more clearly, after the M7.1 mainshock, when only a few small earth-481

quakes are reported in the catalog.482

We first consider the entire 10-day time window and plot b(Mth), b+(δMth), b+l(δMth),483

and bf+(τ) as a function of the number of earthquakes N used in their evaluation. Re-484
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Figure 7. (Color online) The quantities 〈b(Mth)〉 (black circles), 〈b+(δMth)〉 (red squares)

and 〈b+l(δMth)〉 are plotted versus the number of earthquakes 〈N〉 used for their evaluation. In

the case 〈b+l(δMth)〉 we use different colors and symbols to indicate different values of dR (see

legend). Error bars indicate the standard deviation associated to each quantity. The continuous

indigo line represents the exact b-value btrue. Different panels correspond to different choices of σ:

σ = 0 (a), σ = 1 (b).
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sults are plotted in Fig.9, where error bars indicate the standard error obtained via boot-485

strapping. For the considered data set, the constraint dij < dR on spatial distance does486

not produce any advantage since aftershocks, by selection, occur in a region with sim-487

ilar seismic network coverage, and also because incompleteness is mostly affected by STAI488

in the first part of the sequence.489

Results plotted in Fig.9 show that, as expected, b(Mth) strongly depends on N , i.e.,490

it strongly depends on Mth, and only for Mth ≥ 3.7 does it appear to converge to a rea-491

sonably stable value b ' 1. Nevertheless, for Mth ≥ 3.7, N < 250, and this implies492

that fluctuations in the estimate of b are of the order of 10%, which does not allow for493

an accurate estimate of the b-value. It is worth noticing that the condition N < 250494

is obtained by focusing on the whole time window of 10 days, and therefore, it is obvi-495

ous that the evaluation of b(Mth) on shorter time windows is even more dominated by496

fluctuations. This implies that the traditional estimator based on b(Mth) is not suitable497

for describing the temporal evolution of the b-value in the temporal window after large498

earthquakes. Since the mechanism responsible for the presence of the time-dependent499

completeness magnitude is expected to be quite universal (Sec.2), it is reasonable to as-500

sume that this consideration, obtained for the Ridgecrest sequence, generally applies to501

other sequences.502

At the same time, Fig. 9 shows that the dependence of b+(δMth) on N , or equiv-503

alently on δMth, is much smoother, with b+(δMth) ranging from the initial value b+(δMth) =504

0.88± 0.01 for δMth = 0 to a stable value b+(δMth) = 0.96± 0.02 for δMth & 0.5. In-505

terestingly, Fig. 9 confirms that the b-more-positive and the b-more-incomplete estima-506

tors are able to provide an accurate estimate of the b-value preserving a large value of507

N . Indeed, the b-more-positive estimator consistently provides a stable estimate of the508

b-value, remaining approximately constant at b+l(δMth) = 0.96 ± 0.01 even when us-509

ing a substantial dataset with N > 104. This allows us to consider sample sizes approx-510

imately twice as large as those required for the b-positive estimator and a remarkable511

30 times larger than what the traditional estimator can handle. Similarly, the b-more-512

incomplete estimator exhibits the same favorable characteristics, making it well-suited513

for tracking the temporal evolution of the b-value.514

Accordingly, we use results from Fig.9 to determine suitable values for δMth and515

τ to obtain a reliable estimate of b using either b+(δMth), b+l(δMth), or bf+(τ). Our re-516
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Figure 8. (Color online) (a) Magnitudes versus time for the Ridgecrest 2019 sequence. (b)

The quantities b(Mth = 3) (black circles), b+(δMth = 0.2) (red squares) and bf+(τ = 120) (blue

triangles) are plotted versus time for the Ridgecrest 2019 sequence. Error bars represent the

standard deviation for the latter two quantities, obtained through bootstrapping.
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sults indicate that δMth = 0.3 is appropriate for both the b-positive and the b-more-517

positive estimators, although we present very similar results obtained with δMth = 0.2518

to align with the choice made by van der Elst (2021) in his study. Additionally, we em-519

ploy τ = 120 seconds for bf+(τ). It’s worth noting that we find that our results are ro-520

bust and only minimally influenced by different choices of δMth and τ , as expected based521

on the weak dependence on N observed in Fig.9.522

To explore the temporal evolution of the b-value, we followed the method used by523

van der Elst (2021), dividing the 10-day interval into overlapping sub-intervals contain-524

ing 400 events each, and calculating b+(δMth = 0.2), b+l(δMth = 0.2), and bf+(τ =525

120) for each sub-interval. We found that b+(δMth = 0.2) and b+l(δMth = 0) are very526

similar and we therefore plot only b+(δMth = 0.2) together with bf+(τ = 120) in Fig.8b527

as a function of the final time of each sub-interval. Note that the effective number of earth-528

quakes N used in the evaluation of the three quantities in each sub-interval is always smaller529

than 400. In Fig.8b, for comparison, we also plotted the temporal evolution of b(Mth)530

with Mth = 3, chosen to reduce the effect of incompleteness while keeping a sufficient531

number N > 10 of earthquakes for its evaluation in each sub-interval. Data for b(Mth)532

are plotted without error-bars to preserve the clarity of the figure.533

The behavior of b+(δMth = 0.2) is consistent (Fig.8b) with the results obtained534

by van der Elst (2021). Specifically, we observe a small value of b+ after the M6.4 fore-535

shock, a recovery of the pre-foreshock value immediately before the M7.1 mainshock, and536

a value that remains high immediately after the mainshock before decaying to an asymp-537

totic value that fluctuates around b+ ' 1. This trend is also confirmed by bf+(τ = 120)538

(Fig. 8b), although it exhibits some differences with b+(δMth = 0.2). In general, these539

differences always remain within statistical uncertainty except for the temporal window540

located about 2 hours after the M7.1 mainshock, where bf+(τ = 120) presents an anoma-541

lous large value bf+(τ = 120) = 1.45 significantly larger than the value presented by542

b+(δMth = 0.2). The overall behavior of bf+(τ = 120) confirms the observation made543

by van der Elst (2021) of a reduction in the b-value between the foreshock and mainshock,544

compared to the previous temporal window and, in particular, compared to the tempo-545

ral window after the mainshock. This feature has been proposed by Gulia and Wiemer546

(2019); Gulia et al. (2020) as a precursory pattern for large earthquake forecasting. How-547

ever, in agreement with the b-positive estimate by van der Elst (2021), our results from548

b+l and bf+ show that this pattern is less pronounced compared to the one obtained from549
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Figure 9. (Color online) The quantities b(Mth) (black circles), b+(δMth) (red squares),

b+l(δMth) (green diamonds) and bf+(τ) (blue triangles) are plotted versus the number of earth-

quakes N used for their evaluation, for the whole period of 10 days during the Ridgecrest 2019

sequence. Error bars represent the standard deviation obtained through bootstrapping

b(Mth), making its identification more challenging. Similar conclusions can be drawn for550

other fore-mainshock sequences, including the 2016 Amatrice-Norcia, Italy, sequence, the551

2016 Kumamoto, Japan, sequence, and the 2011 Tohoku-oki, Japan, sequence, which have552

also been analyzed by van der Elst (2021). Similarly, in these additional sequences, the553

outcomes derived from the b-more-positive and b-more-incomplete estimators (not shown)554

align closely, within statistical uncertanty, with the results obtained using the b-positive555

estimator in van der Elst (2021).556

7 Discussions557

We have obtained an analytical expression for the probability distribution of the558

magnitude difference δm = mj − mi, where j = i + l, with l ≥ 1, and restricting559
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to positive δm, under the assumption that for all intermediate magnitudes mj < mi560

with j ∈ [i + 1, i + l − 1]. We have found that for a complete data set obeying the561

GR law with coefficient b, pl(δm) = Kl10−bδm. The coefficient, Kl, exhibits a depen-562

dence on l, taking on the value of K = 1/2 when l = 1, as in the b-positive estima-563

tor proposed by van der Elst (2021). This value of Kl = 1/2 reflects the average oc-564

currence where half of the earthquakes mi are succeeded by larger ones. We have demon-565

strated that as l increases Kl approaches 1, in the novel estimator defined as the b-more-566

positive. Consequently, an accurate measurement of the b-value can be derived from the567

probability distribution pl(δm), with the procedure growing in efficiency as l increases,568

allowing for the inclusion of a larger number of earthquakes in the measurement.569

The intriguing point is that even for incomplete datasets, the probability distribu-570

tion pl(δm) can exhibit the same exponential decay pattern, namely pl(δm) = K10−bδm,571

with incompleteness only affecting the constant K which remains smaller than Kl. This572

phenomenon occurs when the detection probability for observing the subsequent earth-573

quake mi+l, given that earthquake mi has been detected and reported in the catalog,574

approaches unity. Achieving this condition can be straightforward by taking advantage575

of the fact that the completeness magnitude decreases over time. Indeed, it can be achieved576

by simply imposing the constraint that mi+l > mi + δMth. Since values of δMc typi-577

cally on the order of 0.2 are usually sufficient, this strategy enables us to utilize a sig-578

nificant portion of the initial dataset in the measurement of the b-value. In contrast, in579

the traditional estimator, we were forced to exclude all earthquakes above a threshold580

Mth, which generally led to a substantial reduction in the dataset. In addition, we have581

introduced the b-more-incomplete estimator. This estimator is derived by assessing the582

distribution of magnitude differences within a catalog that has undergone pre-filtering583

to exclude earthquakes with a magnitude below a specified artificial detection thresh-584

old MA &Mc. It has been demonstrated that this estimator exhibits greater efficiency585

in the presence STAI. This enhanced performance can be attributed to the exclusion of586

all pairs with δm < δMth in the ’b-more-incomplete’ estimator, while the standard ’b-587

more-incomplete’ estimator employs a more targeted exclusion process.588

In general, we do not expect significant differences in the measurement of the b-589

value provided by the different estimators based on the distribution of positive magni-590

tude differences. The main difference lies in the reduction of statistical fluctuations, which591

are less pronounced in the b-more-positive and b-more-incomplete estimators. This re-592
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duction can be very important in detecting potential variations in the b-value during real-593

time earthquake sequences.594

We finally observed that the novel b estimators can also be useful in addressing spa-595

tial incompleteness, which is related to the spatial density of seismic stations, by impos-596

ing that two earthquakes mi+l and mi occur in regions with the same completeness mag-597

nitude.598

8 Conclusions599

The b-positive estimator, as proposed by van der Elst (2021), provides a measure600

of the b-value based solely on the positive differences between successive earthquake mag-601

nitudes. We have identified the mathematical motivation that makes this new estima-602

tor significantly more efficient than the traditional approach, which measures the b-value603

using a dataset that includes only earthquakes larger than a fixed threshold Mth. The604

key insight is that incompleteness only affects the magnitude difference distribution through605

the detection probability of observing a subsequent earthquake, conditioned on the prior606

earthquake being detected and reported in the catalog (see Eq.(13)). Since the complete-607

ness level generally decreases over time, the detection probability tends to approach one608

in most situations, and the magnitude difference distribution remains largely unaffected609

by incompleteness. We’ve clarified that to satisfy this condition, it’s necessary for both610

earthquakes to occur within regions with similar seismic coverage. Consequently, we’ve611

demonstrated that the b-positive estimator is effective only when the epicentral distance612

between earthquakes i and j is smaller than a reference threshold, denoted as dR.613

Furthermore, we’ve introduced a more efficient variant called the b-more-positive614

estimator. Unlike the b-positive estimator, which considers only positive magnitude dif-615

ferences between successive earthquakes and thus analyzes only half of the earthquakes616

in the catalog, the b-more-positive estimator evaluates the magnitude difference between617

mi and the subsequent earthquake, denoted as mi+l, under the condition that mi+l >618

mi and all intermediate earthquakes mj < mi with j ∈ [i+ 1, i+ l− 1]. The distribu-619

tion of mi+l−mi retains all the characteristics of the distribution mi+1−mi, allowing620

us to use the entire earthquake dataset, rendering the b-more-positive estimator more621

efficient.622
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We also emphasize a limitation of the b-positive estimator, stemming from the fact623

that if some earthquakes with mi < Mc are reported in the catalog, the detection prob-624

ability to observe a subsequent earthquake mj > mi is no longer equal to one. This leads625

to the counter intuitive behavior that the more earthquakes below Mc are reported in626

the catalog, i.e., the more complete the dataset, the less accurate the b-positive estima-627

tor becomes. This issue can be resolved, as proposed by van der Elst (2021), by impos-628

ing mj −mi > δMth to ensure that mj > Mc always holds, guaranteeing a detection629

probability of one. However, we demonstrate a more efficient approach by introducing630

an artificial, time-dependent magnitude threshold, denoted as MA, and filtering the cat-631

alog by removing all earthquakes with mi < MA. By appropriately tuning MA, this632

approach, referred to as the b-more-incomplete estimator, results in a detection prob-633

ability of one and provides a more efficient measurement of the b-value.634

This comprehensive framework is supported by extensive numerical simulations,635

which validate the analytical prediction that the b-positive method becomes more effi-636

cient as the dataset’s incompleteness increases.637

We also applied the new methodologies to real main-aftershock sequences. Specif-638

ically, we compared the b-value obtained from the b-positive estimator, as previously done639

by van der Elst (2021) during the 2019 Ridgecrest sequence, with the new measurements640

provided by the b-more-incomplete and b-more-positive estimators. Our findings revealed641

very similar results across these different measurement methods, with reduced statisti-642

cal fluctuations observed in the novel estimators due to their enhanced efficiency. This643

strengthened our ability to support the conclusions drawn by van der Elst (2021), par-644

ticularly regarding the significant decrease in the b-value after the M6.4 aftershock, in645

comparison to its prior value and the value following the M7.1 mainshock. We noted a646

similar consensus among the various estimators when assessing the b-value in the other647

three fore-main-aftershock sequences investigated by van der Elst (2021). In summary,648

the application of the novel b-value estimators to the instrumental catalog allowed us649

to mitigate statistical fluctuations. However, it did not introduce new insights beyond650

the conclusions previously presented by van der Elst (2021) concerning the feasibility of651

incorporating b-value variations into a real-time earthquake alarm system.652

Finally, we emphasize that measuring the b-value using the b-more-positive esti-653

mator can be particularly advantageous for short-term post-seismic forecasting. It can654
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be effectively combined with procedures based on the envelope of seismic waveforms (Lippiello655

et al., 2016; Lippiello, Cirillo, et al., 2019; Lippiello, Petrillo, Godano, et al., 2019), which656

facilitate the extraction of Omori-Utsu law parameters but do not provide access to the657

b-value.658

9 Open Research659

[Data] The seismic catalog for the Ridgecrest sequence is taken from the USGS Com-660

prehensive Catalog (https://earthquake.usgs.gov/earthquakes/search/). [Software] Nu-661

merical codes for the b-more-positive and b-more-incomplete methods are available at662

https://zenodo.org/badge/latestdoi/611337136 (2023).663

Appendix A SNDI and STAI664

The Seismic Network Density Incompleteness (SNDI) at a specific spatial position

~x is contingent upon the number of seismic stations surrounding that location. As an

illustration, in the context of Taiwan seismicity, Mignan et al. (2011) determined a com-

pleteness magnitude MR(~x) that exhibits a correlation with the distance d(~x) = |~x −

~xk| defined by the equation

MR(~x) = 4.81d(~x)0.09 − 4.36. (A1)

In this expression, ~xk represents the coordinates of the nearest seismic station to the earth-665

quake’s epicenter, with k signifying the minimum number of stations needed for earth-666

quake localization. Eq. (A1) applies when k = 3. A similar correlation between com-667

pleteness magnitude and the number of seismic stations has also been established by Schorlemmer668

and Woessner (2008), who employed network-specific attenuation relations and station669

information. The value of MR(~x) can vary over time due to factors such as day-night670

variations, seasonal changes, changes in duty personal, and so on. These variations can671

be accounted for by assuming that MR(~x) exhibits fluctuations on the order of σ, which672

will manifest in the detection function Φ(m−MR(~x)) (see Eq.(2)).673

Short-Term Aftershock Incompleteness (STAI) is a time-dependent property that

changes rapidly in the aftermath of a large earthquake. Empirical observations (Kagan,

2004; Helmstetter et al., 2006) indicate that STAI can be described in terms of a com-

pleteness magnitude depending on time t since the mainshock MC = MT (t) and ex-

hibiting a logarithmic dependence on the temporal distance from the mainshock. The
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equation below describes (Kagan, 2004; Helmstetter et al., 2006) MT (t), where mM is

the magnitude of the mainshock, and q ≈ 1 and ∆m ∈ [4, 4.5] (with time measured

in days) are two fitting parameters

MT (t) = mM − q log(t)−∆m, (A2)

at a temporal distance t > 0 after the mainshock. Eq.(A2) originates from the obscu-

ration of small aftershocks which are hindered by coda waves of previous larger ones. This

obscuration effect, responsible for STAI, can be incorporated (Lippiello, Petrillo, Godano,

et al., 2019) introducing, after each aftershock with magnitude mi occurring at time the

ti, a detection magnitude Mt(t−ti,mi) leading to a completeness magnitude at the time

t

MT (t|Hi) = max
ti<t

Mt(t− ti,mi) (A3)

where the maximum must be evaluated over all the earthquakes occurred up to time ti674

which are indicated in the compact notation Hi. Different functional forms have been675

proposed for Mt(t− ti,mi)676

Mt(t− ti,mi) =

 mi if t− ti < δt0

mL if t− ti ≥ δt0
(A4)

Mt(t− ti,mi) = mi − w log(t− ti)− δ0, (A5)

Mt(t− ti,mi) = ν0 + ν1 exp (−ν2 (3 + log(t− ti))ν3). (A6)

Here Eq.(A4) is inspired by the hypothesis of a constant blind time δt0 proposed677

by Hainzl (2016b, 2016a, 2021), according to which an earthquake hides all subsequent678

smaller ones if they occur at a temporal distance smaller than δt0. Eq.(A5) implements679

the functional form of MT (t) in Eq.(A2), whereas Eq.(A6) is the one proposed by Ogata680

and Katsura (2006). Eq.(A5) is also the one implemented by van der Elst (2021) in his681

study. In this manuscript, we consider the first two functional forms, which both repro-682

duce statistical features of aftershocks in instrumental catalogs, even if Eq.(A5) better683

captures magnitude correlations between subsequent aftershocks (de Arcangelis et al.,684

2018).685
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Appendix B Analytical calculation for the distribution of magnitude686

difference.687

B1 Probability distribution p(δM) in complete data sets688

The cumulative probability of observing a magnitude difference mj − mi > δm689

between two generic earthquakes recorded in a catalog can be expressed as:690

P (δm) =

∫ ∞
mL

dmi

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xj p (mj , tj , ~xj |Hj) p (mi, ti, ~xi|Hi) ,

(B1)

where Hi and Hi are used to represent the seismic history before the occurrence of the691

i-th and the j-th event, respectively. The integrals in space extend over the entire re-692

gion Ω covered by the catalog, and the integral in time for ti extends over the entire tem-693

poral period [0, T ] covered by the catalog, with the constraint tj > ti imposed for the694

integral in time for tj .695

In the subsequent analysis, we assume that magnitudes do not depend on occur-696

rence time and space and follow the GR law given by Eq.(1) for magnitudes mi ≥ mL.697

Correlations with previous seismicity are introduced through the detection issues dis-698

cussed in Sec.2, leading to Eq.(4) which used in Eq.(B1) leads to699

P (δm) = β2

∫ ∞
mL

dmi

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xj

e−β(mj+mi−2mL)Λ(tj , ~xj)Λ(ti, ~xi)Φ (mj −Mc (tj , ~xj ,Hj |mi))

Φ (mi −Mc (ti, ~xi,Hi)) (B2)

In the above equation we explicitly use the notation Φ (mj −Mc|mi) to specify that the700

detection functions must be evaluated in conditions such as the previous earthquake mi701

has been identified and reported in the catalog.702

In the ideal case where all earthquakes have been reported in the catalog, i.e., Φ(mi−

Mc) = 1 and Φ(mj −Mc|mi) = 1 for all earthquakes, the integrals in Eq. (B2) over

ti, tj , ~xi, ~xj , and mj can be easily performed, resulting in

P (δm) = βe−βδm
∫ ∞
mL

dmie
−2β(mi−mL) =

1

2
e−βδm. (B3)

The probability density p(δm) of having mj = mi+δm can be obtained by tak-703

ing the derivative of P (δm) with respect to δm and changing the sign, ultimately lead-704

ing to Eq.(8).705
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B2 Probability distribution p(δM) in incomplete data sets706

In the hypothesis that condition Eq.(13) holds, i.e. Φ(mj −Mc|mi) = 1, even if

Eq.(5) is not satisfied, i.e. Φ(mi −Mc) < 1 it is easy to show that Eq.(B2) gives

P (δm) = e−βδmK (B4)

with K a constant given by

K =

∫ ∞
mL

dmi

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xje
−2β(mi−mL)Λ(ti, ~xi)Φ (mi −Mc (ti, ~xi,Hi)) .

(B5)

After deriving Eq.(B5) we finally obtain Eq.(14).707

B3 Probability distribution pl(δM)708

We first consider the cumulative probability P ′n(δm) to observe a magnitude dif-709

ference mi+n+1−mi > δm, n ≥ 0, between an earthquakes i and a subsequent earth-710

quake j = i + n + 1, under the assumption that all intermediates earthquakes k ∈711

[i+ 1, i+ n] (tk ∈ (ti, tj)) presents a magnitude mk smaller than mi. We obtain712

P ′n(δm) =

n∏
k=0

∫ ∞
mL

dmi

∫ mi

mL

dmk

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ tj

ti

dtk

∫
Ω

d~xk

∫ T

ti+n

dtj

∫
Ω

d~xj

p (mj , tj , ~xj |Hj) p (mk, tk, ~xk|Hk) p (mi, ti, ~xi|Hi) , (B6)

where we still indicate with Hk all the seismic history occurred before the occurrence713

of the k-th event.714

In the case of a complete data set, we can utilize the factorization given in Eq. (4),

enabling us to carry out integration over space and time. Additionally, the integration

over mj and mk can be readily performed, ultimately leading to

P ′n(δm) = βe−βδm
∫ ∞
mL

dmie
−2β(mi−mL)

(
1− e−β(mi−mL)

)n
. (B7)

We now turn to consider the cumulative probability distribution Pl(δM) of the magni-

tude difference mi+l−mi between the magnitude of the i-th earthquake and the first

subsequent earthquake which presents a magnitude mi+l > mi. It’s important to note

the distinction between P ′n and Pl. In the evaluation of P ′n, we assumed that the first

subsequent earthquake with mj > mi has occurred at the exact catalog position j =

i+n+1. Conversely, in the evaluation of Pl, we must assume that the first subsequent

earthquake with mj > mi can occur at any catalog position j = i+n+1, with n tak-

ing all possible values in the range [0, l]. Accordingly, Pl can be obtained simply from
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P ′n, with Pl(δm) =
∑l
n=0 P

′
n(δm). Using the property of a geometric series with a com-

mon ratio of
(
1− e−β(mi−mL)

)
l∑

n=0

(
1− e−β(mi−mL)

)n
=

1−
(
1− e−β(mi−mL)

)l+1

e−β(mi−mL)
(B8)

we obtain

Pl(δm) = βe−βδm
∫ ∞
mL

dmie
−β(mi−mL)

(
1−

(
1− e−β(mi−mL)

)l+1
)
. (B9)

Next, by using the binomial expression, we obtain Pl(δm) = Kle
−βδm with

Kl = 1−
l+1∑
k=0

(−1)k
(
l + 1

k

)
1

k + 1
(B10)

which leads to

Kl =
l

l + 1
, (B11)

and after derivation to Eq.(10).715
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Abstract14

The b-value in earthquake magnitude-frequency distribution quantifies the relative15

frequency of large versus small earthquakes. Monitoring its evolution could provide fun-16

damental insights into temporal variations of stress on different fault patches. However,17

genuine b-value changes are often difficult to distinguish from artificial ones induced by18

temporal variations of the detection threshold. A highly innovative and effective solu-19

tion to this issue has recently been proposed by van der Elst (2021) by means of the b-20

positive estimator, which is based on analyzing only the positive differences in magni-21

tude between successive earthquakes.22

Here, we demonstrate the robustness of the estimator, which remains largely un-23

affected by detection issues due to the properties of conditional probability. We illustrate24

that this robustness can be further improved by considering positive differences in mag-25

nitude, not only between successive earthquakes but also between different pairs of earth-26

quakes. This generalized approach, defined as the ”b-more-positive estimator,” enhances27

efficiency by providing a precise estimate of the b-value while including a larger number28

of earthquakes from an incomplete catalog. However, our analysis reveals that the ac-29

curacy of the b estimators diminishes when earthquakes below the completeness thresh-30

old are included in the catalog. This leads to the paradoxical observation that greater31

efficiency is achieved when the catalog is more incomplete. To address this, we introduce32

the ”b-more-incomplete estimator”, where the b-more-positive estimator is applied only33

after artificially filtering the instrumental catalog to make it more incomplete. Our find-34

ings show the superior efficiency of the b-more-incomplete method.35

Plain Language Summary36

Earthquake magnitudes can vary widely, and the b-value is a common metric used37

to measure the frequency of earthquakes with large versus small magnitudes. In addi-38

tion, the b-value could serve as an indicator of the stress state of different fault patches,39

making it a valuable tool in earthquake research. However, since small earthquakes are40

often obscured by previous larger ones, determining whether changes in the b-value are41

genuine or simply caused by detection problems can be challenging. To address this is-42

sue, a new approach called the b-positive estimator has been recently developed. The43

method only considers positive changes in magnitude between successive earthquakes.44
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In this study, we confirm that the b-positive estimator is a powerful and effective tech-45

nique to estimate the b-value and is largely unaffected by issues related to detecting earth-46

quakes. We extend the method by considering positive differences in magnitude, encom-47

passing not only successive earthquakes but also different pairs of earthquakes. In par-48

ticular we show that because of the puzzling aspects of conditional probabilities, the b-49

positive estimator is more efficient when the catalog is more incomplete. This allows us50

to develop modifications to the b-positive method providing a more efficient tool to mon-51

itor the b-value in ongoing seismic sequences.52

1 Introduction53

The Gutenberg and Richter (GR) law (Gutenberg & Richter, 1944) provides a good

description of the probability p(m) of observing an earthquake of magnitude m, with p(m)

given by

p(m) = b ln(10)10−b(m−mL), (1)

where b is the scaling parameter and mL is a lower bound for the magnitude. The hy-54

pothesis that the b-value is correlated with the stress state (Scholz, 1968; Wyss, 1973;55

Amitrano, 2003; Gulia & Wiemer, 2010; Scholz, 2015) has spurred investigations into de-56

tecting spatio-temporal variations in b-value, which could serve as indicators of stress57

changes triggered by significant foreshocks and precursor patterns (Wiemer & Wyss, 1997,58

2002; Gulia & Wiemer, 2010; Nanjo et al., 2012; Tormann et al., 2014, 2015; Gulia &59

Wiemer, 2019; Gulia et al., 2020; Nanjo, 2020). The decrease of the b-value during fore-60

shock activity has been explained in terms of stress relaxation and accumulation in me-61

chanical models for the seismic fault (Lippiello, Petrillo, Landes, & Rosso, 2019; Petrillo62

et al., 2020). On the other hand, accurately differentiating between genuine and spuri-63

ous variations in instrumental catalogs, continues to pose a significant challenge (Marzocchi64

et al., 2019). This is because the detection threshold presents irregular behavior and small65

earthquakes can go unreported due to inadequate spatial coverage of the seismic network66

(Schorlemmer & Woessner, 2008; Mignan et al., 2011; Mignan & Woessner, 2012) or be-67

ing obscured by coda waves generated by previous larger earthquakes (Kagan, 2004; Helm-68

stetter et al., 2006; Peng et al., 2007; Lippiello et al., 2016; Hainzl, 2016a, 2016b; de Ar-69

cangelis et al., 2018; Petrillo et al., 2020; Hainzl, 2021). Failure to properly account for70

both mechanisms can lead to a significant underestimation of the b-value. To address71

the issue of incomplete reporting, a common approach is to limit the evaluation of the72
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b-value to magnitudes greater than a threshold Mth. This threshold is typically chosen73

to be larger than the completeness magnitude Mc, which is defined as the magnitude above74

which detection are not impacted by completeness issues. However, the constraint on mag-75

nitudes m > Mth can pose challenges for monitoring spatio-temporal variations in the76

b-value since it necessitates using a restricted number N of earthquakes within each space-77

time region. While the finite value of N can be accommodated to correct for systematic78

positive biases in the b-value (Godano et al., 2023), it also introduces statistical fluctu-79

ations (Shi & Bolt, 1982) that, for small data sets, can become significant and mask gen-80

uine b-value variations.81

A remarkably innovative solution to the problem has been recently proposed by van der82

Elst (2021). He introduced the ”b-positive” estimator, which obtains the b-value from83

the distribution of magnitude differences δm = mi+1 − mi between two consecutive84

earthquakes i and i+1 in the catalog. In particular, for a complete data set that obeys85

the GR law (Eq.1), it is easy to show that the distribution of δm, p(δm), is an exponen-86

tial function with exactly the same coefficient b+ = b. The striking result by van der87

Elst (2021), corroborated by extended numerical simulations, is that if one restricts to88

positive δm, p(δm) is much less affected by detection problems than p(m), and b+ '89

b also for incomplete catalogs.90

A simple explanation for the effectiveness of the b-positive estimator is that by re-91

stricting to positive values of δm, the method focuses on larger magnitude earthquakes92

that are less affected by detection thresholds or limitations. However, at first glance, this93

approach may not seem significantly different from imposing the condition m > Mth94

on p(m), and it does not reveal the unique advantages of the b-positive estimator.95

In our manuscript, we shed light on the deeper implications of constraining mi+1 >96

mi in the presence of detection issues. We demonstrate how the properties of conditional97

probabilities reveal the exceptional efficiency of the b-positive estimator. Indeed we will98

show that even for extremely incomplete catalogs, under specific conditions, the b-positive99

estimator provides an exact and precise measure of the b-value. This occurs also when100

its standard estimate via the GR law requires such a large value of Mth that it is dom-101

inated by statistical fluctuations.102

In particular, the relationship b+ = b holds exactly under the assumption that103

only events above the completeness level Mc are reported in the catalogs. However, in104
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instrumental catalogs, it is reasonable to assume that a fraction of earthquakes with mag-105

nitudes mi < Mc are identified. This introduces biases in the b-positive estimator. Nev-106

ertheless, such conditions occur infrequently, rendering b+ consistently a very good ap-107

proximation for the true b-value. After identifying the mechanisms responsible for the108

accuracy of the b-positive estimator, we also propose various generalizations to further109

improve the efficiency of b-value estimates through the analysis of the magnitude differ-110

ence distribution. Here, efficiency refers to the possibility of a precise estimation of the111

b-value, achieved by utilizing the largest subset N of earthquakes from the catalog. It’s112

important to note that as we increase N , the associated uncertainty δb in our b estimate113

decreases. Therefore, the most efficient estimator is the one that provides the correct b-114

value with the smallest uncertainty, i.e., utilizing the largest value of N .115

2 Magnitude incompleteness116

Incomplete earthquake catalogs result from two primary factors: seismic network117

density incompleteness (SNDI) and short-term aftershock incompleteness (STAI). SNDI118

occurs when earthquakes are challenging to detect due to a low signal-to-noise ratio. Sev-119

eral factors, including noise filtering capabilities and the distance between earthquake120

epicenters and the necessary seismic stations for locating an event, can contribute to SNDI121

(Mignan & Woessner, 2012). Conversely, STAI arises from detection issues in the after-122

math of large earthquakes, primarily caused by the masking effect of small aftershocks123

obscured by coda waves from previous larger ones (Lippiello, Petrillo, Godano, et al., 2019).124

A more detailed description of SNDI and STAI can be found in Appendix A.125

SNDI and STAI, combined, lead to a completeness magnitude Mc(ti, ~xi,Hi), which126

depends on the the occurrence time ti, epicenter coordinates ~xi, and the past seismic his-127

tory Hi, encompassing all prior earthquakes up to time ti. We assume that all earthquakes128

with a magnitude greater than Mc are reported in the catalog. Simultaneously, various129

factors such as diurnal and seasonal variations, changes in staffing, etc., can introduce130

fluctuations of approximately σ in the completeness level. Considering these fluctuations,131

the probability that an earthquake with magnitude m, occurring at time t and location132

~x, is reported in the catalog, is described by the detection function Φ(m−Mc), given133

by:134
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Φ(m−Mc) =


1 if m−Mc > 0

1 + Erf
(
m−Mc

σ

)
if m−Mc ≤ 0

(2)

Here, Erf(y) represents the error function. According to this definition, all earth-135

quakes with m > Mc are reported in the catalog, while only about 2% of earthquakes136

with m < Mc−2σ are included. The typical behavior of Φ(y) for different σ values is137

illustrated in Fig. (1).138

It’s important to note that the detection function Φ(y) (Eq. (2)) slightly differs from139

the one proposed in (Ogata & Katsura, 1993), which assumes Φ(m−Mc) = 1
2+ 1

2Erf
(
m−Mc

σ

)
,140

indicating that, on average, only 50% of earthquakes with m > Mc are reported in the141

catalog. Both definitions coincide in the limit case where σ → 0.142

3 Analytical results143

We denote by p(mi, ti, ~xi) the probability of observing an earthquake with mag-144

nitude mi at time ti and location ~xi. For a complete dataset, it is reasonable to assume145

that magnitudes follow the Gutenberg-Richter (GR) law given by Eq. (1), independently146

of the occurrence time and location. Under this assumption, p(mi, ti, ~xi) takes the form147

p(mi, ti, ~xi) = βe−β(mi−mL)Λ(ti, ~xi |Hi), (3)

where β = b log(10), and Λ(ti, ~xi |Hi) is the probability density of having an earthquake148

at time ti and location ~xi. We explicitly mention that Λ depends on the seismic history149

Hi up to time ti. By definition, the integral of Λ over the entire region and time win-150

dow is normalized to 1.151

Correlations with previous seismicity are caused (Lippiello et al., 2007, 2012) by

the detection problems discussed in the previous Sec.2. This implies that

p (mi, ti, ~xi) = βe−β(mi−mL)Λ (ti, ~xi|Hi) Φ (mi −Mc (ti, ~xi,Hi)) . (4)

3.1 Traditional estimator of the b-value152

The standard method for evaluating the b-value in the presence of incompleteness153

involves restricting the analysis to magnitudes greater than a threshold value Mth. This154
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Figure 1. (Color online) (a) The detection function Φ(m −Mc), with Mc = 2, for three values

of σ: 0.001, 0.5, and 1 (see legend). (b) The impact of the detection function Φ(m − Mc) on the

magnitude distribution within a simulated catalog comprising 1.3 × 106 earthquakes with m > 0,

following a GR distribution with b = 1. In the plots, blue triangles represent the magnitude dis-

tribution for the complete dataset, while different colors and symbols are used for the magnitude

distribution in the incomplete catalog for varying σ values (refer to the legend for details).
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threshold should be chosen sufficiently large to satisfy the condition Mth > Mc and there-155

fore156

Φ (Mth −Mc(ti, ~xi,Hi)) = 1. (5)

In this case, the probability of observing an earthquake with magnitude mi can be

obtained from Eq.(3) after integrating over space and time, and it is given by βe−β(mi−mth).

Through likelihood maximization, we ultimately determine the b-value (Aki, 1965):

b(Mth) =
1

ln(10)(〈m〉 −Mth)
, (6)

where 〈m〉 represents the average magnitude in the dataset containing N earthquakes157

with m > Mth.158

However, as explained in Sec. 2, Mc varies in both time and space. Therefore, Eq.159

(5) holds true only if Mth coincides with the maximum value of Mc within the consid-160

ered space-time region. Consequently, one is compelled to choose large values for Mth,161

but this poses a challenge. A too-large value of Mth results in a smaller number N of162

earthquakes used in the evaluation (Eq. (6)), leading to a larger uncertainty δb in the163

estimation of the b-value. This is why this strategy is inefficient, especially when deal-164

ing with the early stages of aftershock sequences, where Mc exhibits large values due to165

STAI.166

We further observe that Eq.(6) holds in the hypothesis that magnitudes are con-167

tinuous random variables. However, in earthquake catalogs, magnitudes are often reported168

only to one or two decimal places. In such cases, a correcting term needs to be added169

to the denominator of Eq.(6) to account for this discretization. Alternatively, as suggested170

by Godano et al. (2014), we can add a random noise term to the last digit of the reported171

magnitudes to make them continuous, and then apply Eq.(6). In the following analy-172

sis, we will adopt this strategy.173

3.2 Probability distribution p(δM) in complete data sets174

We consider the probability p(mj , tj , ~xj |mi, ti, ~xi) to observe an earthquakes mj

at time tj in the position ~xj conditioned to the occurrence of a previous earthquake with

magnitude mi occurred at the previous time ti < tj in the position ~xi. In the hypoth-

esis of a complete data set with occurrence probability given by Eq.(3), the occurrence
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of the magnitude mj is uncorrelated to what happens at previous times. In this case

p(mj , tj , ~xj |mi, ti, ~xi) = βe−β(mj−mL)Λ (tj , ~xj |Hj) , (7)

and it is easy to show (see Appendix B) that the probability density p(δm) to have mj =

mi + δm is given by

p(δm) =
1

2
βe−βδm, (8)

which is a well known result for the distribution of the difference of two independent ran-

dom variables with identical exponential distributions. Eq.(8) shows that, in the ideal

case, δm follows an exponential law equivalent to the GR law with exactly the same co-

efficient β. In the following, we define b+ as the b-value obtained from p(δm), restrict-

ing it to δm > 0. Through likelihood maximization, we obtain from Eq. (8):

b+ =
1

ln(10)

1

〈δm〉
, (9)

which gives b+ = b in a fully complete catalog.175

We observe the importance of the factor 1/2 in Eq.(8), indicating that the condi-176

tion δm > 0 is met, on average, by only half of the earthquakes in our dataset. Specif-177

ically, in the b-positive estimator, we set j = i+1, which means we’re considering only178

earthquakes that are followed by a larger one. These earthquakes make up approximately179

50% of the dataset. In the ideal case of a complete dataset, therefore, the estimate of180

the b-value from Eq.(9), defined “b-positive” estimator, is less efficient than the tradi-181

tional estimator from Eq.(6), as the latter uses the entire dataset.182

We can enhance the efficiency of the b-positive estimator by systematically explor-

ing, in increasing order, all possible j values within the range j ∈ [i + 1, i + l], where

l ≥ 1. We continue this exploration until we reach a value of j where mj ≥ mi. In

this case, the probability distribution for finding mj = mi+δm, with δm > 0, is given

by:

pl(δm) = Klβe
−βδm, δm > 0 (10)

with Kl = l
l+1 (Eq.B3). It’s clear that Kl approaches 1 for sufficiently large l, signi-

fying the inclusion of all earthquakes from the original dataset in the computation of the

b-value. From the maximization of likelihood, this procedure defined “b-more-positive”

estimator, ultimately leads to an estimate for the b-value:

b+l =
1

ln(10)

1

〈δm〉l
. (11)
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This differs from Eq. (9) due to the fact that 〈δm〉l in Eq. (11) represents the av-183

erage magnitude difference between δm = mj −mi, where j ∈ [i + 1, i + l] is the in-184

dex of the first earthquake recorded after i, with mj > mi. In other words, all earth-185

quakes with an index in the range [i+1, j−1] have a magnitude smaller than mi. Con-186

versely, in Eq. (9), 〈δm〉 is the average difference between mi+1 and mi and is only eval-187

uated in cases where mi+1 > mi.188

Therefore, in the b-positive estimator, only half of the dataset is used to evaluate189

b+, whereas in the b-more-positive estimator, for sufficiently large l, the evaluation of190

b+l includes a much higher percentage of the dataset, which significantly reduces the un-191

certainty δb. Obviously, the b-positive estimator is a special case of the b-more-positive192

estimator, specifically when l = 1. Consequently, in the subsequent discussion, we will193

focus on the b-more-positive estimator, while bearing in mind that the findings also ap-194

ply to the b-positive estimator under the condition l = 1.195

3.3 Probability distribution p(δM) in incomplete data sets196

In the case of an incomplete dataset, Eq. (7) must be replaced by:197

p(mj , tj , ~xj |mi, ti, ~xi) = βe−β(mj−mL)Λ(tj , ~xj)Φ (mj −Mc(tj , ~xj ,Hj |mi)) . (12)

Here, we explicitly use the notation Φ (mj −Mc|mi) to specify that the detection

function must be evaluated under the condition that the previous earthquake mi has been

identified and reported in the catalog. This information is crucial for the efficient eval-

uation of the b-value. It is easy to show (Appendix B) that when the condition

Φ (mj −Mc(tj , ~xj ,Hj |mi)) = 1 (13)

is satisfied in Eq. (12), we obtain

p(δm) = βe−βδmK, (14)

where K is a constant whose expression can be found in Appendix B. Eq. (14) shows198

that the dependence of p(δm) on δm is an exponential function with a coefficient β that199

is not affected by incompleteness and exactly coincides with b ln(10). Therefore, when200

condition Eq. (13) holds, Eq. (11) provides the exact b-value, even in the presence of in-201
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completeness. Detection problems only affect the value of K, which depends on Φ (mi −Mc(ti, ~xi,Hi))202

(Eq. (B5)).203

We want to emphasize that the information regarding the previous earthquake with204

magnitude mi has been recorded and reported in the catalog significantly simplifies the205

satisfaction of condition (13), as compared to condition (5) whose validity is necessary206

for the accuracy of the traditional estimator. More precisely, two hypotheses are suffi-207

cient to ensure the validity of condition (13):208

• Hypothesis i): Mc(tj , ~xj ,Hj) ≤Mc(ti, ~xi,Hi).209

• Hypothesis ii): σ → 0.210

Let us indeed assume that hypothesis ii) holds. In this case, the information that mi has211

been recorded and is present in the dataset automatically implies that mi > Mc(ti, ~xi,Hi).212

Accordingly, since mj > mi, the validity of hypothesis i) automatically implies mj >213

Mc(tj , ~xj ,Hj), and therefore the condition (13) is satisfied. Therefore, if the two hypothe-214

ses are satisfied, the condition mj > mi is sufficient to exclude the possibility of the215

existence of earthquakes larger than mi occurring in the time interval [ti, tj ] and not re-216

ported in the catalog. As a consequence, for each earthquake mi reported in the cata-217

log, the magnitude difference δm = mj − mi would be exactly the same as what we218

would have measured in a complete catalog, and b+l obtained from Eq. (11) coincide with219

the true b-value. The only difference with the distribution of the magnitude difference220

evaluated in the complete catalog (Eq.(10)) being in the constant K being smaller than221

Kl. In particular, when l � 1 and Kl → 1, the estimation of b through b+l employs222

the entirety of the earthquakes which have been recorded in the instrumental catalog.223

In contrast, the estimation achieved using b(Mth) only takes into account earthquakes224

with a magnitude exceeding Mth, which, especially for significantly large Mth values, can225

be a minute portion of Ncat. This essential distinction is what renders the b-more-positive226

estimator notably more efficient than the traditional estimator.227

It’s crucial to emphasize that this scenario holds valid solely when both hypothe-228

ses i) and ii) are satisfied. In the forthcoming section, we explore the prerequisites for229

their applicability in instrumental datasets.230
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3.4 Conditions for the validity of the two hypotheses231

The effectiveness of the b-positive method is proven when the two hypotheses i)232

and ii) hold. Here we discuss how to construct circumstances for their realization by tak-233

ing into account the two mechanisms SNDI and STAI responsible for incompleteness (Sec.234

2).235

3.4.1 The validity of hypothesis i)236

It is easy to create conditions such as hypothesis i) holds. Indeed, if we assume that237

the epicentral distance dij between the two earthquakes is sufficiently small it becomes238

reasonable that the two earthquakes occur in regions with a similar network coverage239

such as Mc(ti, ~xj ,Hi) = Mc(ti, ~xi,Hi), i.e. incompleteness at the same time in the two240

positions ~xi and ~xj coincide. Furthermore, we must take into account that in the b-more-241

positive estimator, j is the first larger earthquake recorded after the earthquake i and242

there is no intermediate earthquake occurred in the time interval [ti, tj ] responsible for243

obscuration effects on the earthquake with magnitude mj > mi. According to STAI,244

Mc decreases over time and therefore, the completeness magnitude at the subsequent time245

tj > ti is smaller than Mc(ti, ~xi,Hi) and hypothesis i) is fulfilled. Accordingly, hypoth-246

esis i) can be imposed by setting dij < dR, where dR is a sufficient small distance and247

selecting mj as the first earthquake larger than mi present in the catalog and with a dis-248

tance dij smaller than dR.249

We would like to point out that the condition dij < dR was not taken into con-250

sideration by van der Elst (2021). However, it is important to emphasize that when fo-251

cusing on evaluating the b-value within a seismic sequence, the criteria chosen for select-252

ing aftershocks typically limit them to a smaller region surrounding the mainshock. Un-253

der these circumstances, the aftershocks are closely clustered, occurring in areas with very254

similar network coverage, and the condition dij < dR is inherently met.255

3.4.2 The validity of hypothesis ii)256

In the subsequent discussion, we assume that the condition dij < dR is imposed257

to satisfy hypothesis i). However, even in this scenario, the presence of σ 6= 0 in Eq.(2)258

can invalidate the condition (13). Specifically, when both mi and mj fall within the mag-259

nitude range (Mc−2σ,Mc), there exists a finite probability, despite mj > mi and hy-260
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pothesis i) being satisfied, that mi is recorded in the catalog while mj is not. Consequently,261

Φ (mj −Mc(tj , ~xj ,Hj)) < 1, rendering condition 13 invalid.262

To ensure the validity of condition (13) one potential strategy is to restrict the val-

ues of mj to be greater than mi+δMth, with δMth & 2σ. In this scenario, even when

mi ∈ (Mc − 2σ,Mc) has a finite likelihood of being detected, mj > Mc guarantees a

probability of 1 for detection, thereby preserving the validity of Eq.(13). For a finite δMth,

Eq.(9) must be adapted to yield:

b+(δMth) =
1

ln(10)

1

〈δm〉 − δMth
, (15)

This approach converges to the true b-value for δMth & 2σ. However, determining the263

value of σ from data is challenging. To identify the optimal δMth, one can seek the min-264

imum value where b+(δMth) no longer depends on δMth, a strategy proposed by van der265

Elst (2021).266

We can also extend Eq.(11) to account for a finite σ

b+l(δMth) =
1

ln(10)

1

〈δm〉l − δMth
, (16)

Here, 〈δm〉l denotes the average magnitude difference for δm = mi+l −mi, where l ≥267

1, and mk ≤ mi for k ∈ [i + 1, j) and mj ≥ mi + δMth. It’s important to note that268

requiring mk ≤ mi + δMth for k ∈ [i+ 1, i+ l− 1], as opposed to just mk ≤ mi, leads269

to an erroneous estimate of the b-value through Eq.(16).270

In the following we propose an alternative two-step strategy referred to as ”b-more-271

incomplete” estimator. The first step corresponds to filter the catalog by removing all272

earthquakes with magnitudes below a threshold MA. In particular we employ a filter-273

ing approach where earthquakes occurring within a temporal distance less than τ after274

a previous larger earthquake are removed from the catalog. This corresponds to a con-275

stant blind time τ = δt0 (Hainzl, 2016b, 2016a, 2021) and a threshold magnitude MA (ti, ~xi,Hi) =276

MT (ti, ~xi,Hi) as defined in Eq.(A3) with the functional form Eq.(A4) for Mt. In the sec-277

ond step the b-more-positive estimator is applied to the filtered catalog. The crucial fac-278

tor lies in our ability to fine-tune MA such that MA &Mc. When achieved, the filtered279

catalog will exhibit a detection function with σ = 0, and hypothesis ii) will be realized.280

We denote the b-value derived from Eq. (11) using the average value of 〈δm〉l after ap-281

plying the filter with a blind time τ to the catalog as bf+(τ). Since this filter results in282

a more incomplete catalog, we aptly refer to this estimator as the ”b-more-incomplete”283
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estimator. It’s important to note that this estimator yields an accurate estimate of the284

b-value only when we select an MA that closely aligns with Mc. Specifically, it’s essen-285

tial to configure the blind time τ such that τ & τexp, where τexp represents the blind286

time typically observed in instrumental catalogs. However, since τexp is challenging to287

determine from data, the optimal approach involves evaluating bf+(τ) for increasing val-288

ues of τ and stopping when it no longer depends on τ . We remark that the b-more-incomplete289

estimator can only reduce detection problems caused by STAI but it is not relevant to290

take into account SNDI.291

4 Comparison of the different strategies to estimate the b-value292

4.1 Pictorial description of the different methods293

In Fig.2 we illustrate the different methods by considering an example of a seismic294

sequence which follows a magnitude m = 6 mainshock. In the considered example 8295

m > 3 aftershocks have occurred during the first minute after the mainshock. In Fig.2a296

we consider the case of a complete data set where all the occurred earthquakes are re-297

ported in the catalog. Continuous black arrows are used to connect earthquake pairs which298

are included in the evaluation of the b-value in the b-positive method. The b-more-positive299

method includes in the evaluation also the pairs connected by magenta dot-dashed ar-300

rows. It is evident that the b-more-positive method uses more information from the same301

data set, providing a more efficient method for the b value evaluation. In Fig.2b we con-302

sider the case of an incomplete data set in the case σ = 0. In this example all the earth-303

quakes below Mc, represented by the dashed green line, are not reported in the catalog.304

The b-positive method considers only the magnitude difference between earthquakes 4305

and 7 (continuous black arrow), whereas the b-more-positive method also includes the306

magnitude difference between earthquakes 1 and 7 (magenta dot-dashed arrow). The com-307

parison betwenn panels (a) and (b) illustrates that the b-more-positive method includes308

in the evaluation the same earthquakes pairs for both a complete and an incomplete data309

set. The only difference is the number of considered pairs being much smaller for the in-310

complete catalog. In Fig.2c we finally consider the case of an incomplete data set with311

a finite σ value. In this case the dotted red line represents Mc−2σ and earthquakes oc-312

curred between the dashed green line and the dotted red line have a finite probability313

to be recorded. In the specific example, earthquakes 2 and 5 have been recorded whereas314

earthquake 3 and 6 are not reported in the catalog. In this example the b-positive method315
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considers the magnitude difference between earthquakes 2 and 4 and between earthquakes316

5 and 7 (orange dot-dashed lines). It is evident that the two magnitude differences are317

larger than the one which one would have included in the complete data set (Fig.2a).318

This leads to a systematically smaller b value obtained from Eq.(9). In order to avoid319

this bias one can impose that the magnitude difference mi+1−mi should be larger than320

δMth. In the specific example setting δMth = 0.2 also in the complete data set (Fig.2a)321

the b-positive method would consider the magnitude difference between earthquakes 2322

and 4 and between earthquakes 5 and 7 (orange dot-dashed lines) which are exactly the323

same considered in Fig.2c. The bias in the estimate of the b value from Eq.(9) is then324

corrected by the presence of a finite δMth in the denominator of Eq.(15). As an alter-325

native strategy, in the b-more-incomplete method we remove from the catalog all the earth-326

quakes below the threshold MA, indicated as a blue dot-dot-dashed line in Fig.2b. In327

this example earthquakes 3 and 6 are removed from the filtered catalog and the b-more-328

positive method only includes the earthquake pairs considered in the case σ = 0 and329

which provides an exact estimate of the b-value.330

4.2 Numerical analysis331

In the previous section we have reported four strategies to evaluate the b-value. The332

traditional estimator is based on the measure of b(mth) from Eq.(6), the b-positive es-333

timator proposed by van der Elst (2021) based on the quantity b+(δMth) defined in Eq.(15),334

the b-more-positive estimator based on the quantity b+l(δMth) defined in Eq.(16) and335

finally the b-more-incomplete estimator based on the quantity bf+(τ). In the evaluation336

of the last two estimators we take the parameter l = 10. Indeed, the computation time337

for their evaluation grows proportionally to l, and therefore l = 10 represents a com-338

promise for a sufficient large value of Kl > 0.9 (Eq.(B11) while keeping a sufficiently339

short computational time. By keeping l fixed, all the estimators present one tuning pa-340

rameter, Mth, for the standard method, δMth for the b-positive and the b-more-positive341

estimators and τ , for the b-more-incomplete estimator. In all cases, for sufficiently large342

values of the tuning parameter each of the four methods will converge to the exact b-value.343

In the following sections we compare the four strategies via extended numerical sim-344

ulations.345
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Figure 2. An illustration of a seismic sequence following a magnitude 6 mainshock. Af-

tershocks are labeled based on their occurrence time following the mainshock. (Panel a) Con-

tinuous black arrows connect earthquake pairs considered in the b-positive estimator. The

b-more-positive estimator includes these pairs as well as those connected by dot-dashed ma-

genta arrows. Dotted orange arrows connect earthquake pairs with a magnitude difference

mj − mi > δMth = 0.2. (Panel b) The green dashed line represents the completeness level

Mc(tj , ~xj ,Hj). In this example, σ = 0, and all earthquakes with magnitudes smaller than Mc

are not included in the catalog. The black continuous arrow is retained to connect the sole earth-

quake pair considered in the b-positive estimator, whereas the magenta dot-dashed arrow links

another earthquake pair which is also taken into account in the b-more-positive estimator. The

blue dot-dot-dashed line represents MA, delineating that only earthquakes with m > MA are

encompassed within the b-more-incomplete estimator. (Panel c) The green dashed line still repre-

sents the completeness level Mc(tj , ~xj ,Hj), the red dashed line corresponds to Mc − 2σ. Dotted

orange arrows connect earthquake pairs used in the b-positive estimator.
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5 Numerical simulations346

We generate synthetic earthquake catalogs to simulate two distinct scenarios. In347

the first scenario, we simulate a single Omori sequence using the ETAS model (Ogata,348

1985, 1988b, 1988a, 1989) with a single Poisson event, which is the initial event in the349

sequence. We assume that this first event occurs at time t = 0 with epicentral coor-350

dinates (0, 0) and magnitude m1 = 8. We employ a standard algorithm to simulate the351

cascading process (de Arcangelis et al., 2016) with realistic parameters obtained through352

likelihood maximization in Southern California (Bottiglieri et al., 2011). We verify the353

robustness of the results across different parameter choices. In the second scenario, we354

generate a complementary catalog that exclusively contains background earthquakes. These355

earthquakes follow a Poisson distribution in time, while their spatial distribution con-356

forms to the background occurrence rate estimated by Petrillo and Lippiello (2020) for357

the Southern California region.358

In both catalogs, we assume that earthquakes obey the GR law with a theoreti-359

cal b-value of btrue = 1. It’s worth noting that equivalent results are obtained for other360

selections of btrue. Starting from an initially complete catalog up to the lower magni-361

tude threshold mL = 1, we systematically remove events from the catalogs based on362

the detection function Φ described in Sec.2. We then estimate various quantities from363

these incomplete catalogs, including b(Mth) (Eq.(6)), b+(δMth) (Eq.(15)), b+l(δMth) (Eq.(16)),364

and b+(τ) as defined in Sec.3.3. In both scenarios, we explore different levels of incom-365

pleteness, tuned by changing the value of σ in the detection function Φ(m−Mc) (Eq.(2).366

For each set of model parameters assigned, we consider nreal = 100 different synthetic367

catalogs, each obtained using a different seed in the random number generator imple-368

mented in the numerical code. Then, we estimate the mean value of the aforementioned369

quantities and their standard deviation by averaging over the different catalogs. As an370

example, when evaluating b(Mth), we consider the mean value 〈b(Mth)〉 = 1
nreal

∑nreal

n=1 bn(Mth)371

and the standard deviation δb(Mth) =
√

1
nreal

∑nreal

n=1 (bn(Mth)− 〈b(Mth))
2
, where bn(Mth)372

represents the value of b(Mth) estimated from Eq. (6) for the n-th synthetic catalog. For373

each value of Mth, we also evaluate the average value 〈N〉 = 1
nreal

∑nreal

n=1 Nn with Nn374

being the number of earthquakes with m > Mth in the n-th catalog. Equivalent defi-375

nitions are applied to evaluate the average values of b+(δMth), b+l(δMth), and b+(τ),376

along with their associated standard deviations. For the sake of clarity, Nn corresponds377

to the number of earthquake pairs in the n-th synthetic catalog, with mi+1 ≥ mi+δMth378
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Figure 3. (Color online) The number of earthquakes N(m) with magnitude in [m,m + 1) in

the numerical catalog with STAI implemented via the detection function Φ with two different

choices of Mt(t − ti,mi) (Eq.(A5)) with w = 1 and δ0 = 2 in panel (a) and Eq.(A4) in panel (b)

for δt0 = 120 sec and for different values of σ (see legend). The legend also reports the percent-

age of earthquakes removed from the original complete catalog. The magenta dashed line is the

theoretical GR law with btrue = 1.

or with mi+l ≥ mi+δMth, in the b-positive or b-more-positive estimator, respectively.379

For the b-more-incomplete estimator, Nn corresponds to the number of earthquake pairs380

with mi+l ≥ mi in the n-th synthetic filtered catalog.381

We assess the efficiency of the different estimators by plotting each average value382

as a function of the associated 〈N〉, recalling that the more efficient estimator is the one383

that, at a fixed 〈N〉, provides an estimate of the b-value closer to btrue.384
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Figure 4. (Color online) The quantities 〈b(Mth)〉 (black circles), 〈b+(δMth)〉 (red squares),

〈b+l(δMth)〉 (green diamonds), and 〈bf+(τ)〉 (blue triangles) are plotted as a function of the aver-

age number of earthquakes 〈N〉 used for their evaluation in the synthetic catalog where STAI is

implemented according to the detection magnitude Mt(t − ti,mi) defined in Eq.(A5) with w = 1

and δ0 = 2. Error bars representing the relative standard deviation are indicated for each quan-

tity. The solid indigo line represents the exact b-value btrue = 1. Different panels correspond to

different choices of σ: σ = 0 (a), σ = 5 (b), and σ = 0.5 (c). Note that panels (a) and (b) share

the same vertical axis scale, while panel (c) is limited to b-value estimates greater than 0.86.

5.1 Single Omori Sequence385

We consider the first 14 days of a seismic sequence triggered by a magnitude 8 main-386

shock. We assume that SNDI is not relevant, and incompleteness is solely caused by STAI.387

Specifically, we assume that STAI influence the detection function Φ(m−Mc), with Mc388

as defined in Eq.(A3). We implement two different choices for Mt(t − ti,mi): one us-389

ing Eq.(A4) with δt0 = 120 sec, and the other using Eq.(A5) with w = 1 and δ0 = 2.390
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Figure 5. (Color online) The same of Fig.4 for the synthetic catalog where STAI is imple-

mented according to the detection magnitude Mt(t − ti,mi) defined in Eq.(A4) with δt = 120

sec.
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For the two different choices of Mt(t−ti,mi), the effect of the detection function391

Φ on the magnitude distribution for various values of σ is depicted in Fig.3a and Fig.3b,392

respectively. Furthermore we plot 〈b(Mth)〉, 〈b+(δMth)〉, 〈b+l(δMth)〉, and 〈bf+(τ)〉 for393

different values of σ as functions of 〈N〉, in Fig.4 and Fig.5 for the two different choices394

of Mt(t−ti,mi), respectively. It’s important to note that 〈N〉 decreases with increas-395

ing values of Mth, δMth, and τ . The highest value of 〈N〉 for each curve corresponds to396

Mth = 0, δMth = 0, and τ = 0, respectively.397

In Fig.4a, we consider the case where σ = 0. This figure reveals that due to the398

significant incompleteness (with over 94% of earthquakes removed), the traditional method399

fails to provide an accurate estimate of the b-value. This is evident from 〈b(Mth)〉 con-400

sistently being smaller than btrue even for Mth > 3.8. In contrast,〈b+(δMth)〉 ' 〈b+l(δMth)〉 '401

btrue even for δMth = 0. However, it’s important to note that the largest number of402

earthquake pairs 〈N〉 used in the evaluation of 〈b+(δMth)〉, corresponding to Mth = 0,403

is only half of the average number of events in the synthetic catalog. On the other hand,404

the largest number of earthquake pairs 〈N〉 used in the evaluation of 〈b+l(δMth)〉, still405

corresponding to Mth = 0, represents more than 90% of the events in the synthetic cat-406

alog. Therefore, the b-more-positive estimator proves to be more efficient than the b-407

positive estimator due to its smaller uncertainty, δb+l. Results for 〈bf+(δτ)〉 closely re-408

semble those for 〈b+l(δMth)〉, indicating similar efficiency for both the b-more-positive409

and b-more-incomplete estimators.410

In Fig.4b, we explore the case where σ = 5, which is an unrealistic situation but411

helps investigate the role of σ in the b-value estimate. We observe that in this case, the412

traditional estimator provides a more accurate estimate of the b-value compared to the413

σ = 0 case (panel a). This improvement is attributed to the fact that increasing σ leads414

to a more complete catalog (Fig.1) even if significant deviations from the true b-value415

are still present also for large values of Mth. Concerning the b-positive estimator, the416

counter intuitive behavior is that even though the catalog for σ = 5 is more complete417

than the σ = 0 one, it provides a less accurate estimate of the b-value. A reasonable418

estimate is achieved only for δMth & 1.5, corresponding to 〈N〉 < 400. Similar con-419

siderations also apply to the b-more-positive estimator that, however, for each value of420

〈N〉, provides an estimate of the b-value that is consistently closer to btrue compared to421

the one provided by the b-positive estimator. Finally, Fig.4b shows that an even more422

efficient estimate of the b-value is achieved with the b-more-incomplete estimator, which423
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provides a value close to btrue already for 〈N〉 > 8000. In Fig.4c, we present the case424

for the more realistic situation where σ = 0.5. We emphasize that for this value of σ,425

even though the catalog remains significantly incomplete (with about 90% of earthquakes426

removed), the estimate of the b-value provided by the b-positive estimator differs from427

the true b-value, btrue, by less than 5%, even for δMth = 0. Accuracy improves with428

increasing δMth, with a highly accurate estimate obtained for 〈N〉 ' 4000, correspond-429

ing to δMth = 0.5. An even more accurate b-value estimate is achieved by the b-more-430

positive and b-more-incomplete estimators, which consistently provide estimates of the431

b-value that are closer to btrue for each 〈N〉 compared to the value provided by the b-432

positive estimator. The traditional estimator, on the other hand, consistently underes-433

timates the b-value for all 〈N〉 values.434

In Fig.5, we repeat the same analysis as in Fig.4 but consider a detection function435

that uses Mt provided by Eq.(A4) with δt0 = 120. Fig.5 confirms all the conclusions436

drawn from the analysis of Fig.4, indicating that the b-positive estimator is generally437

a very efficient strategy for measuring the b-value in the presence of STAI. Additionally,438

the b-more-positive and b-more-incomplete estimators are even more efficient procedures,439

particularly in scenarios with higher σ values.440

5.2 Background activity441

We generate a numerical catalog where earthquakes are Poisson-distributed in time,442

with the occurrence probability in the position (~x) given by the background rate in South-443

ern California obtained in Petrillo and Lippiello (2020). The catalog covers a period of444

20 years, and since, by construction, the catalog does not present aftershock sequences,445

only a few events will be removed due to STAI. The only source of incompleteness is there-446

fore represented by SNDI, which is implemented by assigning a completeness threshold447

MR that varies in different positions. More precisely, we divide the region into grids of448

size 0.2◦×0.2◦ and assign to each grid an incompleteness level MR, randomly extracted449

from the range [1 : 4]. A smoothing procedure is then applied over a smoothing dis-450

tance of 0.2◦. We then assume the detection function Φ(m−Mr(~x)) with Φ(x) defined451

in Eq.(2) and consider different values of σ. The number of removed earthquakes increases452

as σ decreases, as evident from the magnitude distribution (Fig. 6).453
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Figure 6. (Color online) The number of earthquakes N(m) with magnitude in [m,m + 1) in

the numerical catalog of background earthquakes presenting SNDI with different values of σ (see

legend). The legend reports the percentage of earthquakes removed from the original complete

catalog. The magenta dashed line is the theoretical GR law with btrue = 1.
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We remark that bf+(τ) is practically indistinguishable from b+l(δMth = 0) for rea-454

sonable values of τ < 1000 sec. Accordingly, the quantity bf+(τ) is not of interest in this455

situation and is not considered. We, therefore, focus on the comparison between the tra-456

ditional, the b-positive, and the b-more-positive estimators. For the latter estimator, we457

consider the effect of the constraint on the epicentral distance between the earthquakes458

i and j, dij < dR, exploring different values of dR.459

In Fig. 7, we consider the cases σ = 0 and σ = 1. We observe that for both val-460

ues of σ, the b-positive estimator provides a less accurate estimate of the b-value com-461

pared to the traditional estimator. This result shows that the b-positive estimator is not462

appropriate for managing SNDI if the further constraint dij < dR is not imposed. The463

b-more-positive estimator, conversely, even without imposing the spatial constraint, i.e.464

dR = ∞, is more efficient than the traditional estimator. This is due to the use of a465

large number of earthquake pairs, compared to the b-positive estimator, as discussed in466

Sec.3.2. Nevertheless, without a spatial constraint, the estimate of the b-value remains467

inaccurate, even for σ = 0. At the same time, Fig. 7 shows that, implementing a more468

stringent constraint, 〈b+l(δMth)〉 better approximates btrue as the value of dR decreases.469

In particular, when σR = 0, 〈b+(δMth)〉 with dR = 0.01◦ provides an accurate esti-470

mate of btrue even for δMth = 0.471

6 Experimental data472

In this section, we focus on the 2019 Ridgecrest Sequence, which has been exten-473

sively investigated by van der Elst (2021) using the b-positive method. Therefore, we474

can make a better comparison with existing results. We present results for the complete475

aftershock zone identified by van der Elst (2021), corresponding to a lat/lon box with476

corners [35.2,−118.2], [36.4,−117.0]. We restrict our study to the temporal window of477

10 days following the M6.4 foreshock (Fig. 8a), including all earthquakes with mi ≥ mL =478

0 present in the USGS Comprehensive Catalog. The short-term incompleteness of the479

data set is clearly visible in the temporal window of a few days following the M6.4 fore-480

shock and, even more clearly, after the M7.1 mainshock, when only a few small earth-481

quakes are reported in the catalog.482

We first consider the entire 10-day time window and plot b(Mth), b+(δMth), b+l(δMth),483

and bf+(τ) as a function of the number of earthquakes N used in their evaluation. Re-484
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Figure 7. (Color online) The quantities 〈b(Mth)〉 (black circles), 〈b+(δMth)〉 (red squares)

and 〈b+l(δMth)〉 are plotted versus the number of earthquakes 〈N〉 used for their evaluation. In

the case 〈b+l(δMth)〉 we use different colors and symbols to indicate different values of dR (see

legend). Error bars indicate the standard deviation associated to each quantity. The continuous

indigo line represents the exact b-value btrue. Different panels correspond to different choices of σ:

σ = 0 (a), σ = 1 (b).
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sults are plotted in Fig.9, where error bars indicate the standard error obtained via boot-485

strapping. For the considered data set, the constraint dij < dR on spatial distance does486

not produce any advantage since aftershocks, by selection, occur in a region with sim-487

ilar seismic network coverage, and also because incompleteness is mostly affected by STAI488

in the first part of the sequence.489

Results plotted in Fig.9 show that, as expected, b(Mth) strongly depends on N , i.e.,490

it strongly depends on Mth, and only for Mth ≥ 3.7 does it appear to converge to a rea-491

sonably stable value b ' 1. Nevertheless, for Mth ≥ 3.7, N < 250, and this implies492

that fluctuations in the estimate of b are of the order of 10%, which does not allow for493

an accurate estimate of the b-value. It is worth noticing that the condition N < 250494

is obtained by focusing on the whole time window of 10 days, and therefore, it is obvi-495

ous that the evaluation of b(Mth) on shorter time windows is even more dominated by496

fluctuations. This implies that the traditional estimator based on b(Mth) is not suitable497

for describing the temporal evolution of the b-value in the temporal window after large498

earthquakes. Since the mechanism responsible for the presence of the time-dependent499

completeness magnitude is expected to be quite universal (Sec.2), it is reasonable to as-500

sume that this consideration, obtained for the Ridgecrest sequence, generally applies to501

other sequences.502

At the same time, Fig. 9 shows that the dependence of b+(δMth) on N , or equiv-503

alently on δMth, is much smoother, with b+(δMth) ranging from the initial value b+(δMth) =504

0.88± 0.01 for δMth = 0 to a stable value b+(δMth) = 0.96± 0.02 for δMth & 0.5. In-505

terestingly, Fig. 9 confirms that the b-more-positive and the b-more-incomplete estima-506

tors are able to provide an accurate estimate of the b-value preserving a large value of507

N . Indeed, the b-more-positive estimator consistently provides a stable estimate of the508

b-value, remaining approximately constant at b+l(δMth) = 0.96 ± 0.01 even when us-509

ing a substantial dataset with N > 104. This allows us to consider sample sizes approx-510

imately twice as large as those required for the b-positive estimator and a remarkable511

30 times larger than what the traditional estimator can handle. Similarly, the b-more-512

incomplete estimator exhibits the same favorable characteristics, making it well-suited513

for tracking the temporal evolution of the b-value.514

Accordingly, we use results from Fig.9 to determine suitable values for δMth and515

τ to obtain a reliable estimate of b using either b+(δMth), b+l(δMth), or bf+(τ). Our re-516

–26–



manuscript submitted to JGR Solid Earth

Figure 8. (Color online) (a) Magnitudes versus time for the Ridgecrest 2019 sequence. (b)

The quantities b(Mth = 3) (black circles), b+(δMth = 0.2) (red squares) and bf+(τ = 120) (blue

triangles) are plotted versus time for the Ridgecrest 2019 sequence. Error bars represent the

standard deviation for the latter two quantities, obtained through bootstrapping.
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sults indicate that δMth = 0.3 is appropriate for both the b-positive and the b-more-517

positive estimators, although we present very similar results obtained with δMth = 0.2518

to align with the choice made by van der Elst (2021) in his study. Additionally, we em-519

ploy τ = 120 seconds for bf+(τ). It’s worth noting that we find that our results are ro-520

bust and only minimally influenced by different choices of δMth and τ , as expected based521

on the weak dependence on N observed in Fig.9.522

To explore the temporal evolution of the b-value, we followed the method used by523

van der Elst (2021), dividing the 10-day interval into overlapping sub-intervals contain-524

ing 400 events each, and calculating b+(δMth = 0.2), b+l(δMth = 0.2), and bf+(τ =525

120) for each sub-interval. We found that b+(δMth = 0.2) and b+l(δMth = 0) are very526

similar and we therefore plot only b+(δMth = 0.2) together with bf+(τ = 120) in Fig.8b527

as a function of the final time of each sub-interval. Note that the effective number of earth-528

quakes N used in the evaluation of the three quantities in each sub-interval is always smaller529

than 400. In Fig.8b, for comparison, we also plotted the temporal evolution of b(Mth)530

with Mth = 3, chosen to reduce the effect of incompleteness while keeping a sufficient531

number N > 10 of earthquakes for its evaluation in each sub-interval. Data for b(Mth)532

are plotted without error-bars to preserve the clarity of the figure.533

The behavior of b+(δMth = 0.2) is consistent (Fig.8b) with the results obtained534

by van der Elst (2021). Specifically, we observe a small value of b+ after the M6.4 fore-535

shock, a recovery of the pre-foreshock value immediately before the M7.1 mainshock, and536

a value that remains high immediately after the mainshock before decaying to an asymp-537

totic value that fluctuates around b+ ' 1. This trend is also confirmed by bf+(τ = 120)538

(Fig. 8b), although it exhibits some differences with b+(δMth = 0.2). In general, these539

differences always remain within statistical uncertainty except for the temporal window540

located about 2 hours after the M7.1 mainshock, where bf+(τ = 120) presents an anoma-541

lous large value bf+(τ = 120) = 1.45 significantly larger than the value presented by542

b+(δMth = 0.2). The overall behavior of bf+(τ = 120) confirms the observation made543

by van der Elst (2021) of a reduction in the b-value between the foreshock and mainshock,544

compared to the previous temporal window and, in particular, compared to the tempo-545

ral window after the mainshock. This feature has been proposed by Gulia and Wiemer546

(2019); Gulia et al. (2020) as a precursory pattern for large earthquake forecasting. How-547

ever, in agreement with the b-positive estimate by van der Elst (2021), our results from548

b+l and bf+ show that this pattern is less pronounced compared to the one obtained from549
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Figure 9. (Color online) The quantities b(Mth) (black circles), b+(δMth) (red squares),

b+l(δMth) (green diamonds) and bf+(τ) (blue triangles) are plotted versus the number of earth-

quakes N used for their evaluation, for the whole period of 10 days during the Ridgecrest 2019

sequence. Error bars represent the standard deviation obtained through bootstrapping

b(Mth), making its identification more challenging. Similar conclusions can be drawn for550

other fore-mainshock sequences, including the 2016 Amatrice-Norcia, Italy, sequence, the551

2016 Kumamoto, Japan, sequence, and the 2011 Tohoku-oki, Japan, sequence, which have552

also been analyzed by van der Elst (2021). Similarly, in these additional sequences, the553

outcomes derived from the b-more-positive and b-more-incomplete estimators (not shown)554

align closely, within statistical uncertanty, with the results obtained using the b-positive555

estimator in van der Elst (2021).556

7 Discussions557

We have obtained an analytical expression for the probability distribution of the558

magnitude difference δm = mj − mi, where j = i + l, with l ≥ 1, and restricting559
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to positive δm, under the assumption that for all intermediate magnitudes mj < mi560

with j ∈ [i + 1, i + l − 1]. We have found that for a complete data set obeying the561

GR law with coefficient b, pl(δm) = Kl10−bδm. The coefficient, Kl, exhibits a depen-562

dence on l, taking on the value of K = 1/2 when l = 1, as in the b-positive estima-563

tor proposed by van der Elst (2021). This value of Kl = 1/2 reflects the average oc-564

currence where half of the earthquakes mi are succeeded by larger ones. We have demon-565

strated that as l increases Kl approaches 1, in the novel estimator defined as the b-more-566

positive. Consequently, an accurate measurement of the b-value can be derived from the567

probability distribution pl(δm), with the procedure growing in efficiency as l increases,568

allowing for the inclusion of a larger number of earthquakes in the measurement.569

The intriguing point is that even for incomplete datasets, the probability distribu-570

tion pl(δm) can exhibit the same exponential decay pattern, namely pl(δm) = K10−bδm,571

with incompleteness only affecting the constant K which remains smaller than Kl. This572

phenomenon occurs when the detection probability for observing the subsequent earth-573

quake mi+l, given that earthquake mi has been detected and reported in the catalog,574

approaches unity. Achieving this condition can be straightforward by taking advantage575

of the fact that the completeness magnitude decreases over time. Indeed, it can be achieved576

by simply imposing the constraint that mi+l > mi + δMth. Since values of δMc typi-577

cally on the order of 0.2 are usually sufficient, this strategy enables us to utilize a sig-578

nificant portion of the initial dataset in the measurement of the b-value. In contrast, in579

the traditional estimator, we were forced to exclude all earthquakes above a threshold580

Mth, which generally led to a substantial reduction in the dataset. In addition, we have581

introduced the b-more-incomplete estimator. This estimator is derived by assessing the582

distribution of magnitude differences within a catalog that has undergone pre-filtering583

to exclude earthquakes with a magnitude below a specified artificial detection thresh-584

old MA &Mc. It has been demonstrated that this estimator exhibits greater efficiency585

in the presence STAI. This enhanced performance can be attributed to the exclusion of586

all pairs with δm < δMth in the ’b-more-incomplete’ estimator, while the standard ’b-587

more-incomplete’ estimator employs a more targeted exclusion process.588

In general, we do not expect significant differences in the measurement of the b-589

value provided by the different estimators based on the distribution of positive magni-590

tude differences. The main difference lies in the reduction of statistical fluctuations, which591

are less pronounced in the b-more-positive and b-more-incomplete estimators. This re-592
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duction can be very important in detecting potential variations in the b-value during real-593

time earthquake sequences.594

We finally observed that the novel b estimators can also be useful in addressing spa-595

tial incompleteness, which is related to the spatial density of seismic stations, by impos-596

ing that two earthquakes mi+l and mi occur in regions with the same completeness mag-597

nitude.598

8 Conclusions599

The b-positive estimator, as proposed by van der Elst (2021), provides a measure600

of the b-value based solely on the positive differences between successive earthquake mag-601

nitudes. We have identified the mathematical motivation that makes this new estima-602

tor significantly more efficient than the traditional approach, which measures the b-value603

using a dataset that includes only earthquakes larger than a fixed threshold Mth. The604

key insight is that incompleteness only affects the magnitude difference distribution through605

the detection probability of observing a subsequent earthquake, conditioned on the prior606

earthquake being detected and reported in the catalog (see Eq.(13)). Since the complete-607

ness level generally decreases over time, the detection probability tends to approach one608

in most situations, and the magnitude difference distribution remains largely unaffected609

by incompleteness. We’ve clarified that to satisfy this condition, it’s necessary for both610

earthquakes to occur within regions with similar seismic coverage. Consequently, we’ve611

demonstrated that the b-positive estimator is effective only when the epicentral distance612

between earthquakes i and j is smaller than a reference threshold, denoted as dR.613

Furthermore, we’ve introduced a more efficient variant called the b-more-positive614

estimator. Unlike the b-positive estimator, which considers only positive magnitude dif-615

ferences between successive earthquakes and thus analyzes only half of the earthquakes616

in the catalog, the b-more-positive estimator evaluates the magnitude difference between617

mi and the subsequent earthquake, denoted as mi+l, under the condition that mi+l >618

mi and all intermediate earthquakes mj < mi with j ∈ [i+ 1, i+ l− 1]. The distribu-619

tion of mi+l−mi retains all the characteristics of the distribution mi+1−mi, allowing620

us to use the entire earthquake dataset, rendering the b-more-positive estimator more621

efficient.622
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We also emphasize a limitation of the b-positive estimator, stemming from the fact623

that if some earthquakes with mi < Mc are reported in the catalog, the detection prob-624

ability to observe a subsequent earthquake mj > mi is no longer equal to one. This leads625

to the counter intuitive behavior that the more earthquakes below Mc are reported in626

the catalog, i.e., the more complete the dataset, the less accurate the b-positive estima-627

tor becomes. This issue can be resolved, as proposed by van der Elst (2021), by impos-628

ing mj −mi > δMth to ensure that mj > Mc always holds, guaranteeing a detection629

probability of one. However, we demonstrate a more efficient approach by introducing630

an artificial, time-dependent magnitude threshold, denoted as MA, and filtering the cat-631

alog by removing all earthquakes with mi < MA. By appropriately tuning MA, this632

approach, referred to as the b-more-incomplete estimator, results in a detection prob-633

ability of one and provides a more efficient measurement of the b-value.634

This comprehensive framework is supported by extensive numerical simulations,635

which validate the analytical prediction that the b-positive method becomes more effi-636

cient as the dataset’s incompleteness increases.637

We also applied the new methodologies to real main-aftershock sequences. Specif-638

ically, we compared the b-value obtained from the b-positive estimator, as previously done639

by van der Elst (2021) during the 2019 Ridgecrest sequence, with the new measurements640

provided by the b-more-incomplete and b-more-positive estimators. Our findings revealed641

very similar results across these different measurement methods, with reduced statisti-642

cal fluctuations observed in the novel estimators due to their enhanced efficiency. This643

strengthened our ability to support the conclusions drawn by van der Elst (2021), par-644

ticularly regarding the significant decrease in the b-value after the M6.4 aftershock, in645

comparison to its prior value and the value following the M7.1 mainshock. We noted a646

similar consensus among the various estimators when assessing the b-value in the other647

three fore-main-aftershock sequences investigated by van der Elst (2021). In summary,648

the application of the novel b-value estimators to the instrumental catalog allowed us649

to mitigate statistical fluctuations. However, it did not introduce new insights beyond650

the conclusions previously presented by van der Elst (2021) concerning the feasibility of651

incorporating b-value variations into a real-time earthquake alarm system.652

Finally, we emphasize that measuring the b-value using the b-more-positive esti-653

mator can be particularly advantageous for short-term post-seismic forecasting. It can654
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be effectively combined with procedures based on the envelope of seismic waveforms (Lippiello655

et al., 2016; Lippiello, Cirillo, et al., 2019; Lippiello, Petrillo, Godano, et al., 2019), which656

facilitate the extraction of Omori-Utsu law parameters but do not provide access to the657

b-value.658

9 Open Research659

[Data] The seismic catalog for the Ridgecrest sequence is taken from the USGS Com-660

prehensive Catalog (https://earthquake.usgs.gov/earthquakes/search/). [Software] Nu-661

merical codes for the b-more-positive and b-more-incomplete methods are available at662

https://zenodo.org/badge/latestdoi/611337136 (2023).663

Appendix A SNDI and STAI664

The Seismic Network Density Incompleteness (SNDI) at a specific spatial position

~x is contingent upon the number of seismic stations surrounding that location. As an

illustration, in the context of Taiwan seismicity, Mignan et al. (2011) determined a com-

pleteness magnitude MR(~x) that exhibits a correlation with the distance d(~x) = |~x −

~xk| defined by the equation

MR(~x) = 4.81d(~x)0.09 − 4.36. (A1)

In this expression, ~xk represents the coordinates of the nearest seismic station to the earth-665

quake’s epicenter, with k signifying the minimum number of stations needed for earth-666

quake localization. Eq. (A1) applies when k = 3. A similar correlation between com-667

pleteness magnitude and the number of seismic stations has also been established by Schorlemmer668

and Woessner (2008), who employed network-specific attenuation relations and station669

information. The value of MR(~x) can vary over time due to factors such as day-night670

variations, seasonal changes, changes in duty personal, and so on. These variations can671

be accounted for by assuming that MR(~x) exhibits fluctuations on the order of σ, which672

will manifest in the detection function Φ(m−MR(~x)) (see Eq.(2)).673

Short-Term Aftershock Incompleteness (STAI) is a time-dependent property that

changes rapidly in the aftermath of a large earthquake. Empirical observations (Kagan,

2004; Helmstetter et al., 2006) indicate that STAI can be described in terms of a com-

pleteness magnitude depending on time t since the mainshock MC = MT (t) and ex-

hibiting a logarithmic dependence on the temporal distance from the mainshock. The
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equation below describes (Kagan, 2004; Helmstetter et al., 2006) MT (t), where mM is

the magnitude of the mainshock, and q ≈ 1 and ∆m ∈ [4, 4.5] (with time measured

in days) are two fitting parameters

MT (t) = mM − q log(t)−∆m, (A2)

at a temporal distance t > 0 after the mainshock. Eq.(A2) originates from the obscu-

ration of small aftershocks which are hindered by coda waves of previous larger ones. This

obscuration effect, responsible for STAI, can be incorporated (Lippiello, Petrillo, Godano,

et al., 2019) introducing, after each aftershock with magnitude mi occurring at time the

ti, a detection magnitude Mt(t−ti,mi) leading to a completeness magnitude at the time

t

MT (t|Hi) = max
ti<t

Mt(t− ti,mi) (A3)

where the maximum must be evaluated over all the earthquakes occurred up to time ti674

which are indicated in the compact notation Hi. Different functional forms have been675

proposed for Mt(t− ti,mi)676

Mt(t− ti,mi) =

 mi if t− ti < δt0

mL if t− ti ≥ δt0
(A4)

Mt(t− ti,mi) = mi − w log(t− ti)− δ0, (A5)

Mt(t− ti,mi) = ν0 + ν1 exp (−ν2 (3 + log(t− ti))ν3). (A6)

Here Eq.(A4) is inspired by the hypothesis of a constant blind time δt0 proposed677

by Hainzl (2016b, 2016a, 2021), according to which an earthquake hides all subsequent678

smaller ones if they occur at a temporal distance smaller than δt0. Eq.(A5) implements679

the functional form of MT (t) in Eq.(A2), whereas Eq.(A6) is the one proposed by Ogata680

and Katsura (2006). Eq.(A5) is also the one implemented by van der Elst (2021) in his681

study. In this manuscript, we consider the first two functional forms, which both repro-682

duce statistical features of aftershocks in instrumental catalogs, even if Eq.(A5) better683

captures magnitude correlations between subsequent aftershocks (de Arcangelis et al.,684

2018).685
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Appendix B Analytical calculation for the distribution of magnitude686

difference.687

B1 Probability distribution p(δM) in complete data sets688

The cumulative probability of observing a magnitude difference mj − mi > δm689

between two generic earthquakes recorded in a catalog can be expressed as:690

P (δm) =

∫ ∞
mL

dmi

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xj p (mj , tj , ~xj |Hj) p (mi, ti, ~xi|Hi) ,

(B1)

where Hi and Hi are used to represent the seismic history before the occurrence of the691

i-th and the j-th event, respectively. The integrals in space extend over the entire re-692

gion Ω covered by the catalog, and the integral in time for ti extends over the entire tem-693

poral period [0, T ] covered by the catalog, with the constraint tj > ti imposed for the694

integral in time for tj .695

In the subsequent analysis, we assume that magnitudes do not depend on occur-696

rence time and space and follow the GR law given by Eq.(1) for magnitudes mi ≥ mL.697

Correlations with previous seismicity are introduced through the detection issues dis-698

cussed in Sec.2, leading to Eq.(4) which used in Eq.(B1) leads to699

P (δm) = β2

∫ ∞
mL

dmi

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xj

e−β(mj+mi−2mL)Λ(tj , ~xj)Λ(ti, ~xi)Φ (mj −Mc (tj , ~xj ,Hj |mi))

Φ (mi −Mc (ti, ~xi,Hi)) (B2)

In the above equation we explicitly use the notation Φ (mj −Mc|mi) to specify that the700

detection functions must be evaluated in conditions such as the previous earthquake mi701

has been identified and reported in the catalog.702

In the ideal case where all earthquakes have been reported in the catalog, i.e., Φ(mi−

Mc) = 1 and Φ(mj −Mc|mi) = 1 for all earthquakes, the integrals in Eq. (B2) over

ti, tj , ~xi, ~xj , and mj can be easily performed, resulting in

P (δm) = βe−βδm
∫ ∞
mL

dmie
−2β(mi−mL) =

1

2
e−βδm. (B3)

The probability density p(δm) of having mj = mi+δm can be obtained by tak-703

ing the derivative of P (δm) with respect to δm and changing the sign, ultimately lead-704

ing to Eq.(8).705
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B2 Probability distribution p(δM) in incomplete data sets706

In the hypothesis that condition Eq.(13) holds, i.e. Φ(mj −Mc|mi) = 1, even if

Eq.(5) is not satisfied, i.e. Φ(mi −Mc) < 1 it is easy to show that Eq.(B2) gives

P (δm) = e−βδmK (B4)

with K a constant given by

K =

∫ ∞
mL

dmi

∫ T

0

dti

∫
Ω

d~xi

∫ T

ti

dtj

∫
Ω

d~xje
−2β(mi−mL)Λ(ti, ~xi)Φ (mi −Mc (ti, ~xi,Hi)) .

(B5)

After deriving Eq.(B5) we finally obtain Eq.(14).707

B3 Probability distribution pl(δM)708

We first consider the cumulative probability P ′n(δm) to observe a magnitude dif-709

ference mi+n+1−mi > δm, n ≥ 0, between an earthquakes i and a subsequent earth-710

quake j = i + n + 1, under the assumption that all intermediates earthquakes k ∈711

[i+ 1, i+ n] (tk ∈ (ti, tj)) presents a magnitude mk smaller than mi. We obtain712

P ′n(δm) =

n∏
k=0

∫ ∞
mL

dmi

∫ mi

mL

dmk

∫ ∞
mi+δm

dmj

∫ T

0

dti

∫
Ω

d~xi

∫ tj

ti

dtk

∫
Ω

d~xk

∫ T

ti+n

dtj

∫
Ω

d~xj

p (mj , tj , ~xj |Hj) p (mk, tk, ~xk|Hk) p (mi, ti, ~xi|Hi) , (B6)

where we still indicate with Hk all the seismic history occurred before the occurrence713

of the k-th event.714

In the case of a complete data set, we can utilize the factorization given in Eq. (4),

enabling us to carry out integration over space and time. Additionally, the integration

over mj and mk can be readily performed, ultimately leading to

P ′n(δm) = βe−βδm
∫ ∞
mL

dmie
−2β(mi−mL)

(
1− e−β(mi−mL)

)n
. (B7)

We now turn to consider the cumulative probability distribution Pl(δM) of the magni-

tude difference mi+l−mi between the magnitude of the i-th earthquake and the first

subsequent earthquake which presents a magnitude mi+l > mi. It’s important to note

the distinction between P ′n and Pl. In the evaluation of P ′n, we assumed that the first

subsequent earthquake with mj > mi has occurred at the exact catalog position j =

i+n+1. Conversely, in the evaluation of Pl, we must assume that the first subsequent

earthquake with mj > mi can occur at any catalog position j = i+n+1, with n tak-

ing all possible values in the range [0, l]. Accordingly, Pl can be obtained simply from

–36–
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P ′n, with Pl(δm) =
∑l
n=0 P

′
n(δm). Using the property of a geometric series with a com-

mon ratio of
(
1− e−β(mi−mL)

)
l∑

n=0

(
1− e−β(mi−mL)

)n
=

1−
(
1− e−β(mi−mL)

)l+1

e−β(mi−mL)
(B8)

we obtain

Pl(δm) = βe−βδm
∫ ∞
mL

dmie
−β(mi−mL)

(
1−

(
1− e−β(mi−mL)

)l+1
)
. (B9)

Next, by using the binomial expression, we obtain Pl(δm) = Kle
−βδm with

Kl = 1−
l+1∑
k=0

(−1)k
(
l + 1

k

)
1

k + 1
(B10)

which leads to

Kl =
l

l + 1
, (B11)

and after derivation to Eq.(10).715
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