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Abstract

Planetary boundary layer (PBL) modeling is a primary contributor to uncertainties in a numerical weather prediction model

due to difficulties in modeling the turbulent transport of surface fluxes. The Weather Research and Forecasting model (WRF)

has included many PBL schemes which may feature a non-local transport component driven by super-grid eddies or a one-and-

half order turbulence closure model. In the present study, a turbulent kinetic energy (TKE)-based turbulence closure model

is integrated into the non-local Asymmetric Convective Model version 2 (ACM2) PBL scheme and implemented in WRF.

Non-local transport is modeled the same as ACM2 using the transilient matrix method. The new TKE-ACM2 PBL scheme is

evaluated by comparing it with high spatiotemporal Doppler LiDAR observations in Hong Kong over 30 days each for summer

and winter seasons to examine its capability in predicting the vertical structures of winds. Scatter plots of measured versus

simulated instantaneous wind speeds show that TKE-ACM2 is able to reduce the root mean square error and mean bias and

improve the index of agreement, especially at the urban observational site. The diurnal evolution of monthly averaged wind

profiles suggests TKE-ACM2 can better match both the magnitudes and vertical gradients, revealing its superiority compared

to ACM2 at stable atmospheric conditions. Other meteorological parameters including the potential temperature profiles, PBL

heights, and surface wind speeds have also been investigated with references to various sources of observations.
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Key Points:9

• The 1.5-order turbulence closure model has been incorporated in the ACM2 plan-10

etary boundary layer scheme in WRF11
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metrics at the King’s Park LiDAR site15
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Abstract16

Planetary boundary layer (PBL) modeling is a primary contributor to uncertainties in17

a numerical weather prediction model due to difficulties in modeling the turbulent trans-18

port of surface fluxes. The Weather Research and Forecasting model (WRF) has included19

many PBL schemes which may feature a non-local transport component driven by super-20

grid eddies or a one-and-half order turbulence closure model. In the present study, a tur-21

bulent kinetic energy (TKE)-based turbulence closure model is integrated into the non-22

local Asymmetric Convective Model version 2 (ACM2) PBL scheme and implemented23

in WRF. Non-local transport is modeled the same as ACM2 using the transilient ma-24

trix method. The new TKE-ACM2 PBL scheme is evaluated by comparing it with high25

spatiotemporal Doppler LiDAR observations in Hong Kong over 30 days each for sum-26

mer and winter seasons to examine its capability in predicting the vertical structures of27

winds. Scatter plots of measured versus simulated instantaneous wind speeds show that28

TKE-ACM2 is able to reduce the root mean square error and mean bias and improve29

the index of agreement, especially at the urban observational site. The diurnal evolu-30

tion of monthly averaged wind profiles suggests TKE-ACM2 can better match both the31

magnitudes and vertical gradients, revealing its superiority compared to ACM2 at sta-32

ble atmospheric conditions. Other meteorological parameters including the potential tem-33

perature profiles, PBL heights, and surface wind speeds have also been investigated with34

references to various sources of observations.35

Plain Language Summary36

Large uncertainties in a numerical weather prediction (NWP) model arise from dif-37

ficulties in accurately modeling the planetary boundary layer (PBL) because of the chaotic38

turbulent motions of air. An adequate PBL parameterization scheme usually requires39

the consideration of turbulent transport due to large-scale buoyant plumes and a real-40

istic while efficient turbulence closure model. The widely used NWP model, Weather Re-41

search and Forecasting (WRF) model, offers several PBL schemes, but few of them pos-42

sess the aforementioned features simultaneously. Furthermore, little investigation has been43

done to examine the simulated vertical structures of wind speeds mainly constrained by44

the lack of high spatiotemporal resolution Doppler wind LiDAR data. In this research,45

we derived a new non-local PBL scheme that is based on the turbulent kinetic energy46

(TKE) turbulence closure model. Inter-scheme comparison as well as comparison against47

high spatiotemporal resolution observations have been carried out to examine the reli-48

ability of the new PBL scheme. It has been found that the new scheme outperforms oth-49

ers in reproducing the vertical profiles of wind speeds and PBL heights.50

1 Introduction51

Planetary boundary layer (PBL) is the lowest layer of the atmosphere in which the52

momentum and scalars are mixed more intensively than the free atmosphere driven by53

buoyancy effects and wind shear. The turbulent motions in the PBL are often subgrid-54

scale in a numerical weather prediction model (Shin & Hong, 2011), and their param-55

eterizations are of paramount importance to correctly model a realistic atmospheric state56

(Holtslag & Steeneveld, 2009).57

The Weather Research and Forecast model (WRF) (Skamarock et al., 2019) is one58

of the widely used mesoscale models to study regional weather patterns and offers sev-59

eral PBL schemes for users. The PBL schemes in WRF may feature a non-local trans-60

port component of surface fluxes, depending on whether the fluxes are allowed to be trans-61

ported to non-adjacent cells. Development and evaluations of local closure schemes can62

be partially found in Bougeault and Lacarrere (1989); Janjić (1990, 1994); Sukoriansky63

et al. (2005); Bretherton and Park (2009), while those of non-local closure schemes can64

be referred to in Hong and Pan (1996); Pleim (2007a, 2007b); Hong et al. (2006). Al-65

–2–
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though the local closure schemes may model the transport of momentum and scalars rel-66

atively well under stable atmospheric conditions, their performance is barely satisfac-67

tory when strongly buoyant plumes arise when considerable positive surface heat fluxes68

are present (Holtslag & Boville, 1993). This can be attributed to the fact that uprising69

plumes whose size is comparable to the PBL depth can carry momentum and scalars at70

surface level up to about the top of PBL. To address the enhanced mixing by thermals,71

non-local closure schemes have introduced additional terms to model the upward trans-72

port due to buoyant plumes.73

The Asymmetrical Convective Model version 2 (ACM2) (Pleim, 2007a, 2007b) is74

one of the non-local schemes that has utilized a transilient matrix to model the contri-75

bution of super-grid size eddies to turbulent transport. For a column of air, the turbu-76

lent transport at each model level is contributed to by local upward transport, non-local77

upward transport due to convectively buoyant plumes, and downward transport to com-78

pensate for subsidence. Under convective conditions, the transport of momentum and79

scalars will be enhanced at any cell above the first model layer but below the top of the80

PBL due to super-grid size eddies. Pleim (2007b) has shown that this non-local scheme81

can simulate vertical mixing reasonably well in mesoscale meteorological models and air82

quality models without sacrificing much efficiency using the sparse transilient matrix method.83

Xie et al. (2012, 2013) and Xie and Fung (2014) have also revealed that ACM2 outper-84

forms many other schemes in terms of surface-level meteorological parameters such as85

wind speed at 10-m height (U10) and temperature at 2-m height (T2). However, ACM286

parameterizes the turbulence using a first-order closure model from Holtslag and Boville87

(1993) which prescribes the profiles of eddy viscosity, Km, and eddy diffusivity, Kh, (here-88

inafter both referred to as K) simply as a function of cubic height, neglecting the indi-89

vidual contributions of shear, buoyancy, and turbulent kinetic energy dissipation but in-90

stead consider their overall effects in a bulk way. The K profile has profound effects on91

all simulated meteorological quantities, and a more realistic representation of K, par-92

ticularly one using a higher-order turbulence closure model, can greatly improve the three-93

dimensional meteorological field (e.g. X. Chen et al. (2022); Zonato et al. (2022)). Ad-94

ditionally, the first-order closure model of turbulence is unable to forecast the position95

and intensity of turbulence, leading to a poorly represented turbulent structure (Musson-96

Genon, 1995; Cuxart et al., 2006; Svensson & Holtslag, 2006).97

This study focuses on improving the parameterization of K in ACM2 by replac-98

ing the bulk parameterization of turbulence with a higher-order, turbulent kinetic en-99

ergy (TKE)-based model. In this work, the turbulence closure model derived from Bougeault100

and Lacarrere (1989) (hereinafter Boulac) is integrated into the original ACM2, which101

utilizes a prognostic equation to predict the spatiotemporal evolution of TKE. This ap-102

proach reduces the extent of empiricism in calculating K and allows the turbulence in-103

tensity to be appreciated. To examine the performance of the proposed TKE-incorporated104

PBL scheme (TKE-ACM2), the instantaneous wind speeds and the diurnal evolution of105

monthly averaged wind profiles have been investigated and compared with observations106

for a 30-day simulation in summer and winter. The potential temperature profiles, PBL107

heights, and U10 are also evaluated using the sounding and surface observations.108

2 Materials and Methods109

2.1 Model formulation110

The formulae presented in this section highlight the essence of the present PBL scheme111

(TKE-ACM2). A separate subroutine is prepared to package the TKE-ACM2 scheme112

in the simulation tool.113

For a column of air to be mixed vertically, the governing prognostic equation for114

any Reynolds averaged prognostic meteorological variable ζ reads,115
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∂ζ

∂t
= − ∂

∂z
(ζ ′w′) = − ∂

∂z
(−K

∂ζ

∂z
) (1)116

where ζ can be zonal (u) or meridional (v) wind speed, potential temperature (θ), and117

water vapor mixing ratio (q); t, z and w′ represent time, height, and fluctuating verti-118

cal wind speed, respectively; the overbar represents the temporally averaged quantities119

(omitted for the prognostic quantity).120

The representation of the non-local transport due to super-grid size eddies in the121

present work remains unchanged compared to the original ACM2. The detailed math-122

ematical and physical formulation of ACM2 can be referred to in Pleim (2007b) and in123

its former version (Pleim & Chang, 1992). The discretized form of Equation 1 for i-th124

model layer (i > 1) after adding the non-local transport terms reads,125

∂ζi
∂t

=fconvMuζ1 − fconvMdiζi + fconvMdi+1ζi+1
∆zi+1

∆zi

+ (1− fconv)
1

∆zi

[
Ki+1/2 (ζi+1 − ζi)

∆zi+1/2
−

Ki−1/2 (ζi − ζi−1)

∆zi−1/2

] (2)126

where subscript ±1/2 denotes variables at the model face while integer subscript rep-127

resents variables located at the center of the model layer, ∆z is the vertical resolution,128

Mu represents the upward mixing rate [s−1], Mdi is the downward mixing rate from level129

i to its underlying layer [s−1], fconv is a weighting factor that splits the total transport130

to local and non-local transport. According to Pleim (2007b), the mixing rates and weight-131

ing factor can be defined as132

Mdi = Mu
(
h− zi−1/2

)
/∆zi (3)133

Mu =
Kh

(
z1+1/2

)
∆z1+1/2

(
h− z1+1/2

) (4)134

fconv =
Khγh

Khγh −Kh
∂θ
∂z

(5)135

The correction term for θ gradient, γh, is given by Holtslag and Boville (1993) and136

will be later used in the prognostic TKE equation. One should note this gradient ad-137

justment term only applies in the convective PBL (CBL).138

Note that the discretized governing equation of this work is identical to ACM2 (Pleim,139

2007b), however, the key parameter, K which can be turbulent diffusivity or turbulent140

viscosity is computed by a one-and-half (1.5) order closure model. The PBL height (PBLH)141

is computed in the same way as in ACM2 which states the diagnostic PBLH (h) in sta-142

ble conditions can be expressed as:143

h = Ricrit
θvU(h)2

g [θv(h)− θv (z1)]
(6)

where θv is the virtual potential temperature, θv is the average virtual potential tem-144

perature between the first layer and the layer at which PBL caps, g the gravitational ac-145

celeration, z1 the height of the lowest model level, and Ricrit = 0.25 the critical Richard-146

son number.147

For unstable conditions, the PBLH in the new model stills follows the definition148

in Pleim (2007b) by finding the level at which the bulk Richardson number Ribulk first149
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exceeds Ricrit. Ribulk is a dimensionless number that describes the dominance of aver-150

aged buoyancy over wind shear which is calculated using the wind speed difference at151

two layers corresponding to the layer at which the top of PBL is located and the unsta-152

ble layer (zmix). Ribulk can be defined as follows as per Pleim (2007b):153

Ribulk =
g [θ(h)− θs] (h− zmix)

θv [U(h)− U (zmix)]
2 (7)

where θs is the gradient-adjusted virtual potential temperature by accounting for the non-154

local transport done by turbulent eddies of which size is comparable to PBLH (Holtslag155

et al., 1990).156

The one-and-half order closure model is applied to compute K by retaining an ex-157

tra prognostic equation for the second-order moment, TKE (e). The basis for TKE prog-158

nostic equation is the energy cascade theory which describes that the chaotic motion of159

fluid particles results in the transfer of energy from larger to smaller scales (Richardson160

& Lynch, 2007). In the present work, the TKE prognostic equation follows that in Bougeault161

and Lacarrere (1989) which is a succeeding work of Therry and Lacarrère (1983):162

∂e

∂t
= −1

ρ

∂

∂z
ρw′e− u′w′ ∂u

∂z
− v′w′ ∂u

∂z
+ βw′θ′ − ϵ (8)163

where the prime symbol in the superscript represents the fluctuating components, ρ is164

the density [kg/m3], ϵ [m2/s3] is the dissipation rate of TKE and is proportional to e3/2,165

β the buoyancy coefficient [m/s2/K]. One should note that for the turbulent transport166

of heat, the gradient adjustment term shall be applied in accordance with that in Equa-167

tion 5 as follows:168

w′θ′ =


−Kh(

∂θ

∂z
− γh) , in the CBL

−Kh
∂θ

∂z
, above the CBL

(9)169

Because an extra third-order moment (turbulent vertical transport of TKE) is in-170

troduced in Equation 8, additional parameterizations must be provided to close the equa-171

tion. Similar to parameterizations of the second-order moments, the third-order moment172

can be related to an energy transfer coefficient (Ke) and the vertical gradient of TKE:173

w′e = −Ke
∂e

∂z
(10)174

Eddy viscosity is related to TKE by empirical constants,175

Km = CK lke
1/2 (11)176

where Ck is the numerical coefficient (=0.4 in Bougeault and Lacarrere (1989)), how-177

ever, this proportionality constant may be varied to linearly scale Km with e, e.g., Ck =178

0.55 in X. Chen et al. (2022). Likewise, a value of 0.6 is used in the present study after179

performing several sensitivity tests. lk is the characteristic length of eddies. Detailed de-180

terminations of empirical constants can be found in Bougeault and Lacarrere (1989). Eddy181

diffusivity and energy coefficient are subsequently related to eddy viscosity using the tur-182

bulent Prandtl numbers (Pr). It should be noted that Km, Kh, and Ke are of the same183

magnitudes in both the present study and Bougeault and Lacarrere (1989) using Pr =184

1 whereas ACM2 uses Pr = 0.8.185
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The non-linear Equation 8 and Equation 10 are numerically solved by linearizing186

terms containing e and giving initial values of K and e. Subsequently, the explicit K can187

reduce the governing equation to a linear system of Aζ = b using the Crank-Nicolson188

scheme, where the square matrix A is a bordered band diagonal matrix, ζ a column vec-189

tor representing ζ at all discretized levels, and b the column vector containing explicit190

components. If we denote the element at i-th row and j-th column of A as ai,j , then the191

non-zero element of A can be expressed as:192

ai,i = 1 + Cfconv Mdi∆t+ C(1− fconv )
∆t

∆zi
(Ki+1/2

1

∆zi+1/2
+Ki−1/2

1

∆zi−1/2
) (12)193

ai,i+1 = −Cfconv Mdi
∆zi+1

∆zi
∆t− C

1

∆zi
Ki+1/2

∆t

∆zi+1/2
(13)194

ai−1,i = −C
1

∆zi
Ki−1/2

∆t

∆zi−1/2
(14)195

ai,1 =

 −CfconvMu∆t

0 , above the CBL
(15)196

The element at i-th row of column vector b is factorized to as,197

bi = ζni + (1− C)fconv Muζn1 ∆t− (1− C)fconv ζni ∆t+ (1− C)fconv Mdi+1ζ
n
i+1

∆zi+1

∆zi
∆t198

+
1− C

∆zi
fconv (Ki+1/2

ζni+1 − ζni
∆zi+1/2

−Ki−1/2

ζni − ζni−1

∆zi−1/2
)∆t , in the CBL (16)199

200

or,201

bi = ζni +
1− C

∆zi
fconv(Ki+1/2

ζni+1 − ζni
∆zi+1/2

−Ki−1/2

ζni − ζni−1

∆zi−1/2
)∆t , above the CBL (17)202

where ∆t is the discretized time step, C is the Crank-Nicolson number (=0.5).203

The turbulent surface fluxes are parameterized explicitly using the Monin-Obukhov204

similarity theory, which only acts on the first model layer in the absence of an urban model.205

Therefore, the explicitly parameterized surface fluxes will contribute to Equation 16 when206

i = 1. Consequently, the linear system Aζ = b is solved by lower-upper factorization207

with the back and forward substitution algorithm for any prognostic variable ζ = {u, v, θ, q}.208

2.2 Model Configurations209

WRF version 4.3 is used to simulate the atmospheric conditions for four nested do-210

mains (Figure 1a), with reference latitude and longitude of 28.5◦N and 114◦E, respec-211

tively, for the center of the largest Domain 1 (D1). D1 covers the whole of China includ-212

ing some other (parts of) East Asian countries. D2 includes southern and south-eastern213

China while D3 covers Guandong province of China and several nearby provinces. D4214

is the domain of interest that has the finest grid resolution and is characterized by highly215

urbanized and densely populated areas (Figure 1b). The locations of all sources of ob-216

servations to evaluate the performance of the present study are highlighted in Figure 1b.217

The grid resolution ratio of each domain is 1:3 to its parent domain with a horizontal218
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setting.jpg

Figure 1. Domain configurations. (a) illustrates the four nested domains with a close-up

of the finest domain in the right-bottom corner, and (b) shows urban cells in light blue, urban

surface stations in red dots, non-urban surface stations in blue dots, the surface synoptic station

for mixing heights observations in orange, and the three LiDAR units in purple within the finest

domain (D4). Sounding measurements are carried out at the location adjacent to the KP LiDAR

site.

resolution of D1 27 km, D2 9km, D3 3km, and D3 1km. The number of grid points (East-219

West × North-South) are 283 × 184, 223 × 163, 172 × 130, and 214 × 163 for D1 to220

D4.221

39 eta levels are configured vertically up to 50-hPa pressure level corresponding to222

approximately 20km above ground level (AGL) to prevent numerical instability in the223

vertical direction, in particular, dense grids are created near the surface where the di-224

vergence of horizontal winds is large. The default 30-seconds 21-category Moderate Res-225

olution Imaging Spectroradiometer (MODIS) land-use data is used to provide the land-226

cover classification for all domains. The National Centers for Environmental Prediction227

(NCEP) operational Global Forecast System (GFS) analysis data that is based on a 0.25228

by 0.25-degree grid is used to provide the initial and boundary conditions for the sim-229

ulated domains at a time interval of 6 hours.230

The new TKE-ACM2 scheme is compared with two readily available PBL schemes231

in WRF: ACM2 and Boulac, since the new scheme shares common features and formu-232

lation with them. The aforementioned settings along with other key configurations are233

summarized in Table 1 which are the same when simulating using the three schemes. The234

simulation periods cover 30 days in the summer season from 15-Jun. (12 Universal Time235

Coordinated (UTC)). to 15 Jul. (12 UTC), and 30 days in the winter season from 30-236

Nov. (12 UTC) to 30-Dec. (12 UTC) in the year 2021. For each four-day simulation, the237

first day is used as a spin-up and is discarded in the analysis of results. The previous four-238

day segment will overlap one day with the later one. The simulated periods are chosen239

to be as little cloudy as possible to minimize bias caused by the microphysics scheme.240

The summer season in Hong Kong is characterized by the hottest period reaching ∼30◦C,241

and the winter season stays as low as ∼20◦C (Yan et al., 2021).242

3 Results243

3.1 Instantaneous Wind Speed Profiles244

There are many ways to analyze the simulated four-dimensional wind fields (three-245

dimensional in space and one-dimensional in time). We first present a comparison of in-246
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Table 1. Configurations of WRF version 4.3 settings for simulations using TKE-ACM2,

ACM2, and Boulac PBL schemes

WRF version 4.3 Options Settings

Meteorological data for boundary and
initial conditions

NCEP GFS 0.25◦ by 0.25◦ latitudinal
and longitudinal resolution with 6-hour
interval

Grid resolutions 27km for D1 with 1:3 parent domain grid
ratio for nested domains

Time steps 90s for D1 with 1:3 parent time step ratio
for nested domains

Number of grid points (East-West ×
North-South)

D1 283 × 184, D2 223 × 163, D3 172 ×
130, and D4 214 × 163

Number of vertical eta levels 39

Pressure at top model level 50hPa corresponding to approximately
20km AGL

Number of vertical levels in WRF Prepro-
cessing System (WPS) output

34

Number of soil levels in WPS output 4

Microphysics scheme WSM 3-class simple ice scheme (Hong et
al., 2004)

Longwave radiation scheme RRTMG scheme (Iacono et al., 2008)

Shortwave radiation scheme RRTMG scheme (Iacono et al., 2008)

Surface layer scheme Revised MM5 Monin-Obukhov scheme
(Jiménez et al., 2012)

Land-surface scheme Unified Noah land-surface model (F. Chen
& Dudhia, 2001)

Cumulus scheme Grell-Freitas ensemble scheme (Gall et al.,
2013)

Urban model Off for all domains; bulk surface flux pa-
rameterizations of which input is provided
by the Noah land-surface model

Land-use data 21-class MODIS data

Grid nudging 6-hour interval grid analysis nudging only
for D1

Observational nudging Off for all domains

stantaneous wind speeds at multiple heights between the new TKE-AMC2 scheme and247

observations in Figure 2 for summer and in Figure 3 for winter. The observations are248

retrieved from the Doppler LiDAR units in Hong Kong averaged at 1-hr intervals and249

25-m vertical increments. WRF simulation results are interpolated to the time steps and250

grids of observations. Note that in Figure 2 and Figure 3 which are scatterplots of all251

available measurements at several locations, we eliminate the dimensions of time and space,252

enabling the massive results over 30 days to be viewed as whole rather than presenting253

separate frames of instantaneous profiles. Thus, we are able to justify the pointwise agree-254

ment between observed and simulated instantaneous wind speeds along an air column255

over 30 days.256
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The Doppler LiDAR observational data measured at the Hong Kong University of257

Science and Technology Supersite (USTSS), Hok Tsui (HT), and King’s Park (KP) are258

used to evaluate the performance of TKE-ACM2 (present study), ACM2, and Boulac259

PBL schemes. The tuning and setup of LiDAR units can be found in He et al. (2021).260

Each LiDAR is able to provide the zonal and meridional wind speed observations aver-261

aged at one hour up to ∼3000m. The locations and corresponding land-use types of three262

LiDAR units can be found in Figure 1. USTSS is situated on the eastern shore of Clear263

Water Bay Peninsula of Hong Kong, facing Port Shelter and Sai Kung with few residen-264

tial and commercial establishments in its surrounding land environment. The adjacent265

geography of USTSS also contains a bay area with few obstacles from sparse islands. HT266

is a rural area located in the southeast part of Hong Kong Island with even fewer ob-267

stacles in its surroundings. As opposed to the former two observational sites which are268

both rural areas, KP is characterized by much resistance of airflow due to lots of high269

and medium-rise buildings in its proximity. The land-use type at KP is much less per-270

meable, leading to a totally different hydraulic property. The observational measurements271

made at the three sites have a relatively good representativity of Hong Kong (D4) me-272

teorology considering they are able to represent the dominant land-use types. Data count273

for LiDAR observations at multiple heights at 25-m vertical increments and 1-hr inter-274

vals over 30 days at USTSS, HT, and KP are approximately 38,000, 35,000, and 35,000,275

respectively.276

Several metrics are used to quantify the agreement between simulated results and277

observations at 1-hr intervals. Pearson’s correlation coefficient (Corr.) measures the ra-278

tio of the covariance of observed and simulated wind speeds. Root mean square error (279

RMSE = 1/N
√∑N

i=1 (Pi −Oi)
2
) demonstrates the square root of the second sample280

moment of the differences between predicted values and observed values, mean bias (MB =281

1/N
∑N

i=1 (Pi −Oi)) measures the intrinsic differences, and index of agreement (IOA =282

1−
∑N

i=1 |Pi −Oi|∑N
i=1 (|Pi − ⟨Oi⟩|+ |Oi − ⟨Oi⟩|)

) indicates the overall agreement, where Pi and Oi283

are the predicted and observed values at i-th level over the simulation period, N the num-284

ber of measurements at a certain time step, ⟨. . .⟩ is the vertical ensemble average oper-285

ator.286

In the summer simulation case, it is found that TKE-ACM2 matches better with287

observations compared to the other two schemes, particularly the MB is reduced. The288

local scheme Boulac consistently yields underestimated wind speeds by up to 1m/s (at289

USTSS and HT) while the first-order scheme ACM2 generally overpredicts by up to 1.6m/s290

(at KP). As a comparison, MB of TKE-ACM2 is capped by positive 0.47m/s (at KP).291

Also, TKE-ACM2 has the least RMSE (∼ 2.2m/s) at all sites compared to ACM2 hav-292

ing an RMSE up to 3.0m/s and Boulac reaching more than 2.4m/s, with the greatest293

advantages at KP. Thus, improved IOAs in TKE-ACM2 are consistently observed, ex-294

hibiting its strengthened abilities to reproduce more realistic wind speeds. The best align-295

ment of TKE-ACM2 with observations is found for wind speeds near 4 and 8m/s (the296

area where dashed lines intersect the darkest regions in scatter plots).297

In winter simulations, TKE-ACM2’s performance is still robust, shown by the im-298

proved metrics. The general trend of all schemes’ is to produce a positive bias in wind299

speeds in winter, with TKE-ACM2 and Boulac having a lower one compared to ACM2.300

Besides TKE-ACM2 producing smaller MB than ACM2, TKE-ACM2 also generates smaller301

RMSE compared to ACM2 and Boulac. Similar to the summer case, the greatest im-302

provement of TKE-ACM2 is witnessed at KP which is located in a highly urbanized area.303

It is found that at this location, TKE-ACM2 has much better correlated wind speeds304

and the least biased wind magnitudes. Taking ACM2 as the base case, TKE-ACM2 im-305

proves Corr. and RMSE by 13.8% and 29.1%, reduces MB by 65.0%, and elevates IOA306

by 22.7% at KP. A possible explanation for TKE-ACM2 consistently yielding improved307

abilities in the urban area is that TKE-ACM2 relates both local and non-local transport308
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ALL_sites_scatterplot.jpg

Figure 2. Instantaneous wind speeds at multiple heights comparison between simulations

and observations in the summer season, with the third column results simulated using the new

TKE-ACM2 scheme. Each sub-figure is labeled by the LiDAR site name followed by the scheme

at the top left. The dashed line represents a slope of 1 between simulations and observations.

Corr., RMSE, MB, and IOA are displayed at the bottom right of each sub-figure.

to TKE which is further corrected by superimposing the counter-gradient term on the309

buoyancy production/ loss term in the TKE prognostic equation. In contrast, ACM2 com-310

putes K using the local Richardson number which excludes the contribution of super-311

grid eddies in the potential temperature gradient term, potentially leading to an inac-312

curately reflected turbulence intensity. While Boulac ignores the large-scale gradients313

of momentum and instead computes turbulent fluxes completely locally, its adequacy is314

doubtful during convective conditions when turbulent eddy length scales surpass the ver-315

tical grid increments (Pleim & Chang, 1992).316
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ALL_sites_scatterplotwinter.jpg

Figure 3. Same to Figure 2 but in the winter season.

3.2 Diurnal Evolution of Monthly Averaged Wind Profiles317

Another angle to investigate the performance of TKE-ACM2 is to look at the di-318

urnal evolution of monthly averaged wind profiles. Because many empirical parameters319

in a mesoscale numerical weather forecasting model are tuned based on averaged obser-320

vational data over a certain timescale rather than attempting to fit instantaneous and321

scattered observed data points, a rational way to comprehend the performance of TKE-322

ACM is to analyze simulated results averaged for the whole month and for different hours.323

Figures 4, 5, and 6 plot the diurnal evolution of monthly averaged wind speeds where324

the upper half represents results in summer and the lower four sub-figures depict the re-325

sults in winter, with error bars representing ±1 standard deviation of monthly averaged326

measurements at i-th level. Note that the WRF simulated wind speeds have non-uniform327

vertical grids so they are linearly interpolated to the same grids of LiDAR measurements328

which start from 50m AGL and have an increment of 25m. Also, when LiDAR measure-329

ments encounter missing data at particular times and heights, the corresponding sim-330

ulated wind speeds will be not taken into account for averaging.331
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Figure 4 suggests that at USTSS, TKE-ACM2 shows improved alignments during332

summer by having reduced MB and greater IOA compared to ACM2 and Boulac. In gen-333

eral, ACM2 consistently overpredicts the wind speeds while Boulac yields underestimated334

results. A closer inspection shows that on average ACM2 overpredicts the wind speeds335

by 0.70m/s, Boulac underestimates by 1.14m/s, and TKE-ACM2 has the least MB with336

-0.04m/s. RMSE indicates that TKE-ACM2 spreads the least against observations (RMSE=0.76m/s)337

compared to ACM2 (1.34m/s) and Boulac (1.46m/s) during summer. TKE-ACM2 has338

an average IOA of 0.87 while the other two stay below 0.80. Additionally, TKE-ACM2339

consistently shows the highest correlation coefficients. In the winter simulations, TKE-340

ACM2 virtually collapses to Boulac with only slight differences from 300m to 800m where341

TKE-ACM2 is marginally closer to observations, and the two schemes show greater agree-342

ments with observations with both average IOAs reaching 0.88 compared to ACM2 which343

has an average IOA of 0.71. Also, the RMSE and MB produced by TKE-ACM2 and Boulac344

are more satisfactory during winter, especially at nighttime. The reason for the first-order345

scheme ACM2 to deviate the most during nighttime can largely be attributed to the in-346

ability to model the turbulence mixing under stable conditions due to the absence of con-347

vective plumes. During the daytime, ACM2 can have a closer match possibly caused by348

the compensation of non-local transport.349

Vertical structures at another rural LiDAR site HT reveal that during summer TKE-350

ACM2 exhibits best agreements during the daytime, while the local scheme Boulac is351

found to better align with observations from 18LT to 23LT. Similar to the trends found352

at USTSS, ACM2 consistently overestimates wind speeds at most heights at HT (MB=0.80m/s),353

with Boulac often underestimating by -1.01m/s and TKE-ACM2 having the least bias354

(0.26m/s) during summer. IOAs for the summer case show that TKE-ACM2 on aver-355

age scores a value of 0.77, which outperforms ACM2 of 0.65 and Boulac of 0.69. It is found356

that three schemes will collapse to a similar profile from 13LT to 20LT in winter at this357

rural LiDAR station, which is also observed at USTSS. It implies that during gently to358

moderately convective conditions, the contributions of large-scale eddies to turbulent mix-359

ing have minimum impacts on the vertical wind profiles. While transiting to nighttime360

stable conditions, the first-order model ACM2 deviates more than the TKE-based mod-361

els by having a large positive bias from the surface height to ∼ 800m. A conclusion drawn362

from the winter simulations at HT is that Boulac and TKE-ACM2 predict almost the363

same profiles across a diurnal cycle, with the first-order ACM2 scheme likely yielding pos-364

itive bias during stable conditions. This finding shows consistency for both USTSS and365

HT rural sites.366

Results in summer at the urban LiDAR site KP show different patterns compared367

to those at USTSS and HT. From 08LT to 17LT, TKE-ACM2 generally predicts the wind368

speeds with the least bias and matches the best, especially for altitudes from ∼300 to369

800m. At the same time, its performance for heights below 300m shows slight overpre-370

dictions. However, it should be noted that the urban model is not incorporated in this371

study so the urban morphology is completely missing. Since the KP LiDAR site and its372

proximity is surrounded by many buildings whose heights are mostly above 100m, the373

interpretations of wind speeds near the surface should be paid with extra attention. From374

17LT to 24LT, Boulac outperforms TKE-ACM2, while ACM2 has a positive bias of up375

to 4.0m/s at ∼375m. From 02LT to 07LT, TKE-ACM2 reproduces wind profiles of min-376

imum bias at each level. Statistically, in the summer simulations, TKE-ACM2 and Boulac377

have average IOAs of 0.85, but TKE-ACM2 has slightly lower RMSE and MB. In gen-378

eral, ACM2’s performance is the least satisfactory with an average IOA of 0.52, RMSE379

of 1.94m/s, and MB of 1.46m/s in summer. When the heat forcing is reduced in win-380

ter at KP, TKE-ACM2 has consistent superiorities compared to ACM2 and Boulac. Large381

inter-scheme differences are found below ∼800m where ACM2 deviates the most by yield-382

ing a large positive bias and Boulac overpredicts by up to 3.0m/s. Above a certain height383

of about 800m, three schemes collapse to a similar profile. The statistics have revealed384

that at KP in winter, TKE-ACM2 greatly elevates IOA from 0.45 (ACM2) and 0.68 (Boulac)385
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to 0.86. Besides, TKE-ACM2 has the smallest RMSE of 1.06m/s and MB of 0.81m/s,386

which account for 60.1% improvements in RMSE and 59.5% in MB compared to ACM2.387

Lastly, TKE-ACM2 can better match the wind shears, reflected by the greatest Pear-388

son’s correlation coefficient of 0.93.389

Conclusively, the monthly averaged wind profiles suggest that TKE-ACM2 and Boulac390

show consistent advantages at rural sites at nighttime compared to the first-order ACM2391

scheme, with Boulac showing even better performance from 18LT to 23LT at rural sites392

in summer. However at convective hours during summer, TKE-ACM2 can better match393

observations at rural sites. Three schemes may reproduce very similar wind profiles in394

winter, but ACM2 is positively biased for heights below ∼800m. At the urban LiDAR395

site, TKE-ACM2 exhibits good alignments with observations, especially in winter where396

the other two schemes display positive bias. The aforementioned discoveries imply that397

the non-local transport components in TKE-ACM2 are particularly beneficial compared398

to Boulac at convective hours when surface heat flux is significant. Also, the introduc-399

tion of a TKE-based K is superior to ACM2 under stable atmospheric conditions.400

Box plots of metrics for the diurnal evolution of averaged wind profiles which cor-401

respond to each sub-plot in Figures 4, 5, and 6 are drawn in Figure 7. Each sub-figure402

in Figure 7 shows the distribution of the metrics where Figure7a indicates summer and403

Figure7b is for winter, accounting for {RMSE,MB,ME,NME, IOA,Corr.}.404

Acombined_box.jpg

Figure 7. Distribution of metrics of vertical wind speed profiles averaged at 24 hours in (a)

summer and (b) winter. White dots indicate the mean values.

Figure 7 indicates that in most cases TKE-ACM2 has the lowest mean RMSE, MB,405

ME, and NME. Significant improvements in IOA are observed at USTSS and HT in sum-406

mer and at KP in winter. In general, TKE-ACM2 and Boulac have the best correlated407

wind profiles.408
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3.3 Vertical Potential Temperature Profiles Averaged at 08 and 20 Lo-409

cal Time410

This section presents the simulated and observed potential temperature profiles to411

partially examine the performance of schemes in passive scalar transport. The upper-412

air measurements of temperature are taken by the Automatic Upper-air Sounding Sys-413

tem at King’s Park meteorological station which is very close to where KP LiDAR is de-414

ployed. The measured temperature at certain pressure levels from sounding instruments415

deployed at KP is converted to potential temperature (Equation 18) and plotted against416

WRF simulations in Figure 8 for summer (upper panel) and winter cases (lower panel),417

respectively. Due to the constraint that sounding balloons equipped with radiosondes418

are launched only at certain synoptic hours, we are only able to present the comparison419

of potential temperature profiles at 08 LT and 20 LT.420

θ = T (
P0

P
)R/cp (18)

where T is the measured temperature; P0 the reference pressure; P the corresponding421

pressure at which T is measured; R = 287J/K/kg and cp = 1004J/K/kg.422

ptwinter.jpg

Figure 8. Potential temperature profile averaged at 08 LT and 20 LT at KP sounding station.

The upper panel demonstrates the comparison in the summer season while the lower panel indi-

cates the winter season. Shared regions and horizontal bars depict the variabilities for 30 days.

–17–



manuscript submitted to JGR: Atmospheres

All schemes are able to reproduce a similar pattern of averaged potential temper-423

ature profiles, particularly in winter where the magnitudes differ by little. During sum-424

mer, all schemes tend to yield a cold bias by up to -1.25 ◦C (Boulac at 975 hPa at 08LT).425

The new TKE-ACM2 scheme seems to produce potential temperatures of which mag-426

nitudes situate between those generated by Boulac and ACM2. The differences between427

ACM2 and TKE-ACM2 are mainly attributable to the turbulence closure models and428

the eddy Prandtl numbers (Pr). It is shown that Pr is negatively correlated to temper-429

ature during the daytime (C. Zhang et al., 2022) so it may explain an enlarged cold bias430

in TKE-ACM2 where a larger Pr = 1 is used compared to that Pr = 0.8 in ACM2.431

Despite the parameterization schemes can reproduce potential temperature profiles of432

similar patterns, the vertical spatial resolution and time resolution of observations are433

insufficient to examine detailed vertical transport of passive scalar. Also, considering the434

drifting of rising balloons, the measured temperature may only have good indications435

at lower levels. Thus, it is recommended to obtain high-quality vertical structures of the436

passive scalar prior to studying passive scalar transport, such as the dispersion model-437

ing of air pollutants.438

3.4 Planetary Boundary Layer Heights439

Surface synoptic observations of mixing heights at a 3-hr interval during daytime440

at 22.32◦N, 114.17◦E (marked as the orange square in Figure 1b) are used to validate441

the planetary boundary layer heights (PBLH) calculated from the new TKE-ACM2 scheme.442

The averaged values of mixing heights/ PBLH for each simulation period are plotted in443

Figure 9.444

Acombined_pbl.jpg

Figure 9. Averaged mixing heights/ PBLH during daytime. Shaded regions and vertical lines

depict the variabilities of PBLH/ mixing heights.

During the summer season, TKE-ACM2 reports the lowest peak PBLH reaching445

∼1000m at 14LT, which is the closest to observed mixing heights (987m). At 11LT and446

17LT when the solar radiation is less intensive, TKE-ACM2 also simulates the shortest447

while the most accurate PBLH among all schemes. ACM2 and Boulac tend to yield a448

PBLH that is consistently higher than observed mixing heights, with ACM2 generating449

a greater positive bias PBLH from 10LT to 17LT. In the winter season, all schemes col-450

lapse into a similar PBLH that is on average ∼150m shorter than that in summer and451

none of them deviates significantly from observations.452

It should be reminded that the PBLH is calculated in an identical way in ACM2453

and TKE-ACM2 by finding the layer of which Ri first exceeds the critical value of Ricrit =454

0.25, while Boulac prescribes the height at which TKE reduces to a critical value to be455

the top of PBL. The differences between ACM2 and TKE-ACM2 may be mainly driven456
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by the differences in wind profiles since Figure 8 indicates that the potential tempera-457

ture does not differ much in either season.458

3.5 Surface Wind Speeds Over 33 Stations459

Apart from the vertical profiles of wind speeds, another remaining question is to460

what extent the surface wind speeds simulated by TKE-ACM2 match observations. We461

plotted the time series of U10 at 33 stations in D4 consisting of 17 urban stations and462

16 non-urban stations (marked as red and black in Figure 1) in Figure 10 for summer463

and in Figure 11 for winter, with rainy days excluded. Table 2 summarizes the perfor-464

mance of TKE-ACM2 compared to ACM2 and Boulac.465

Table 2. Summary of metrics for U10 at urban and non-urban surface stations. Numbers in

bold represent the best ones out of the three schemes.

Urban Non-urban

ACM2 Boulac TKE-ACM2 ACM2 Boulac TKE-ACM2
Summer

RMSE 2.39 0.99 1.47 1.29 0.94 1.59
MB 1.99 -0.14 0.97 1.15 0.52 1.41
IOA 0.43 0.56 0.53 0.74 0.79 0.71

Winter
RMSE 1.80 1.47 1.26 1.88 1.60 1.53
MB 1.76 1.19 1.18 1.60 1.00 1.20
IOA 0.44 0.42 0.49 0.63 0.65 0.70

It is found that TKE-ACM2 does not produce U10 as accurately as Boulac in ei-466

ther urban or non-urban areas during summer, although it produces a positive MB of467

almost halved that of ACM2 in urban areas. In winter, TKE-ACM2 performs slightly468

better than ACM2 and Boulac albeit the positive bias still persists. Nonetheless, U10 only469

represents the flow property at a single height (10m) which can be sensitive to the model470

setup, such as the surface layer scheme ((Srinivas et al., 2016)). Thus, we plan to inves-471

tigate the optimal combinations of different parameterizations with the new TKE-ACM2472

PBL scheme that could better reproduce U10. In this study, the main focus lies on the473

vertical structures of wind speeds which are validated using LiDAR observations below474

1500m. It should be also noted that the urban model is not used in this study due to475

the incompatibility of ACM2 with the urban model (Dy et al., 2019; Bhautmage et al.,476

2022). Thus, the overestimations in U10 by ACM2 and TKE-ACM2 can be explained by477

the lack of additional momentum drag caused by the densely built environment in our478

domain 4. Motivated by these concerns, we propose to incorporate the multi-layer ur-479

ban model in WRF, Building Effect Parameterization (BEP,(Martilli et al., 2002)), into480

the new TKE-ACM2 scheme in future work. To accomplish that, we aim to superim-481

pose the implicit components from BEP on the square matrix A and the explicit com-482

ponents on the column vector b to represent the multi-layer urban effects on the prog-483

nostic variables ζ and e.484

–19–



manuscript submitted to JGR: Atmospheres

u10_urban_nonUrbanACM2_Boulac_TKE-ACM2.jpg

Figure 10. Averaged U10 time series in summer. The top panel indicates the averaged U10 for

17 urban sites and the bottom panel indicates the 16 non-urban stations. Shaded regions in grey

color indicate the variabilities of measured U10 across stations. Rainy days are excluded.

u10_urban_nonUrbanACM2_winterBoulac_winterTKE-ACM2.jpg

Figure 11. Same to Figure 10 but in winter.
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4 Conclusions485

A new planetary boundary layer scheme using the same non-local transport frame-486

work in ACM2 but a different sub-grid turbulence model is developed and implemented487

in WRF. The new TKE-ACM2 scheme has utilized a similar TKE-based turbulence clo-488

sure model in Boulac and has been tested for two 30-day simulations in summer and win-489

ter in the Hong Kong region. The 1-hr interval with 25-m increment Doppler LiDAR ob-490

servations deployed in USTSS, HT, and KP in Hong Kong are used as the ground truth491

to evaluate the performance of TKE-ACM2. Also, the sounding data measuring the po-492

tential temperature at KP at 08 and 20 local times is used to examine the ability of TKE-493

ACM2 in passive scalar transport. Mixing heights measured at the 3-hr frequency dur-494

ing the daytime are utilized to verify the reliability of the planetary boundary layer heights495

generated by TKE-ACM2. Lastly, the 10-m wind observations have implied that poten-496

tial improvements can be carried out in TKE-ACM2 by accounting for the necessary mo-497

mentum drag in urban areas.498

Scatterplots of instantaneous wind speeds for more than a total of 118,000 mea-499

surement points in each season at three locations suggest that TKE-ACM2 has success-500

fully reduced RMSE and MB and improved IOA compared to the other two schemes in501

WRF, ACM2, and Boulac. The enhanced capability in predicting instantaneous wind502

speeds is consistent for simulations in two seasons. In particular, the most notable im-503

provements are observed at KP which is characterized by a highly urbanized area, with504

improvements of 29.1% in RMSE, 65.0% in MB, and 22.7% in IOA compared to ACM2505

in winter.506

The comparison of the diurnal evolution of monthly averaged wind profiles indi-507

cates that TKE-ACM2 in general aligns best among selected schemes. The six chosen508

metrics show consistent improvements by TKE-ACM2 in both summer and winter sim-509

ulations. It can be concluded that TKE-ACM2 outperforms Boulac during convective510

hours while significant advantages are found at stable atmospheric conditions compared511

to ACM2 at rural LiDAR sites. This has shown the necessity of including the non-local512

transport by large-scale eddies at convective hours and the superiority of the TKE-based513

turbulence closure methods which are simultaneously integrated in TKE-ACM2. TKE-514

ACM2 reproduces the most accurate results at the urban LiDAR site, particularly dur-515

ing winter where the mean IOA is elevated from 0.45 (ACM2) and 0.68 (Boulac) to 0.86.516

Mixing heights observations indicate that TKE-ACM2 predicts the shortest while517

the most reliable PBLH during the daytime in summer, with ACM2 and Boulac consis-518

tently generating positive bias by up to 150m at 14LT. The PBLH simulated by the three519

schemes exhibit great similarities and show good agreement during winter.520

U10 time series have revealed that TKE-ACM2 may predict overestimated results521

during summer, despite it has shown improvements compared to ACM2. During win-522

ter, TKE-ACM2 produces satisfactory results but still with positive bias persisting. It523

implies that TKE-ACM2 may further be improved by coupling with the urban model,524

BEP, in WRF to account for the additional momentum drag at near-surface levels caused525

by the highly built environment in the selected domain. It is anticipated that U10 can526

be lowered in urban areas by introducing the multi-layer urban model.527

5 Open Research528

The WRF model version 4.3 can be downloaded from https://www.mmm.ucar.edu/529

[Software]. The initial and boundary conditions for the WRF model can be obtained through530

NCEP via https://rda.ucar.edu/datasets/ [Dataset]. Doppler LiDAR observations, sound-531

ing data, and surface station observations can be obtained from https://envf.ust.hk/dataview/mm plot/current/532

upon request to the corresponding author [Dataset]. The WRF model that contains TKE-533

ACM2 used in this study can be found in W. Zhang et al. (2023) [Software].534
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