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Abstract

Accurate seasonal precipitation forecasts, especially for extreme events, are crucial to preventing meteorological hazards and

its potential impacts on national development, social stability, and security. However, the intensity of summer precipitation is

often significantly underestimated in many current dynamical models. This study uses a deep learning method called Cycle-

Consistent Generative Adversarial Networks (CycleGAN) to enhance the seasonal forecast skill of the Nanjing University of

Information Science & Technology Climate Forecast System (NUIST-CFS1.0) in predicting June-July-August precipitation in

southeastern China. The results suggest that the CycleGAN-based model significantly improves the accuracy in predicting

the spatial-temporal distribution of summer precipitation than traditional quantile mapping (QM) method. Due to the use

of unpaired day-to-day correction models, we can pay more attention to the frequency, intensity, and duration of extreme

precipitation events in the climate dynamical model forecast. This study expands the potential applications of deep learning

models to improving seasonal precipitation forecasts.
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Key Points: 8 

• We use a CycleGAN-based deep learning model to correct NUIST-CFS1.0 climate 9 
model's forecasts of summer precipitation in southeastern China.  10 

• The bias-corrected results of the CycleGAN model show a big reduction in the forecast 11 
error compared to traditional quantile mapping (QM).  12 

• The CycleGAN model significantly enhances forecast accuracy for extreme precipitation 13 
events, including frequency, intensity, and duration.  14 
  15 
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Abstract  16 

Accurate seasonal precipitation forecasts, especially for extreme events, are crucial to preventing 17 

meteorological hazards and its potential impacts on national development, social stability, and 18 

security. However, the intensity of summer precipitation is often significantly underestimated in 19 

many current dynamical models. This study uses a deep learning method called Cycle-Consistent 20 

Generative Adversarial Networks (CycleGAN) to enhance the seasonal forecast skill of the 21 

Nanjing University of Information Science & Technology Climate Forecast System 22 

(NUIST-CFS1.0) in predicting June-July-August precipitation in southeastern China. The results 23 

suggest that the CycleGAN-based model significantly improves the accuracy in predicting the 24 

spatial-temporal distribution of summer precipitation than traditional quantile mapping (QM) 25 

method. Due to the use of unpaired day-to-day correction models, we can pay more attention to the 26 

frequency, intensity, and duration of extreme precipitation events in the climate dynamical model 27 

forecast. This study expands the potential applications of deep learning models to improving 28 

seasonal precipitation forecasts.  29 

 30 

Plain Language Summary  31 

Despite significant efforts made in recent decades to enhance the seasonal precipitation forecast 32 

skills, accurately predicting summer precipitation over southeastern China and even in East Asia 33 

remains a great challenge. Currently, the statistical methods can be used as a cost-effective and 34 

efficient way to improve forecast accuracy by correcting model biases. In this study, we utilized a 35 

deep learning approach called CycleGAN to improve the seasonal prediction of the 36 

NUIST-CFS1.0 dynamical model system, specifically targeting summer precipitation over 37 

southeastern China. Of particular importance, the CycleGAN model can effectively improve the 38 

dynamical model's performances in predicting extreme precipitation events.  39 

 40 

1 Introduction  41 

Southeastern China, located in the East Asian monsoon region, experiences complex and diverse 42 

climate due to unique topography and land-sea distribution (Wang & Lin, 2002; Wu et al., 2003; 43 

Ding & Chan, 2005; Huang et al., 2007; Allan & Soden, 2008; Zhang & Zhou, 2015). The 44 

frequency of extreme weather events in the region has increased due to global warming (Allan & 45 
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Soden, 2008; Zhao, 2020). Typically, an extreme flooding event occurred during the 46 

June-July-August (JJA) of 2020 in the middle and lower reaches of the Yangtze River, resulting in 47 

significant human casualties and economic losses (Zhou et al., 2021; CMA, 2020). Therefore, 48 

accurate seasonal precipitation predictions are crucial for effective disaster prevention and 49 

mitigation. Currently, operational seasonal precipitation forecasts heavily rely on the performance 50 

of dynamical climate models. But the prediction skill of current-generation climate models for 51 

China and even East Asia is poor and requires much improvement to better meet societal 52 

requirements (Wang et al., 2009; Liu et al., 2015; Wang et al., 2015; Ding et al., 2020).  53 

 54 

To improve the seasonal prediction skills of dynamical climate models, previous studies have 55 

explored methods such as quality control of observational data, ensemble techniques with 56 

perturbed initial conditions, and data assimilation to reduce the impact of initial state uncertainty 57 

(Gelaro et al., 2017; Zuo et al., 2017; Hersbach et al., 2020). In addition, improving the model's 58 

physical parameterization schemes and increasing its spatial resolution can also improve model 59 

predictions (Saha et al., 2010; 2014; Hersbach et al., 2020). However, implementing these 60 

methods requires the establishment of numerous observation sites, substantial data storage, 61 

computational resources, the development of new sub-grid process parameterization schemes or 62 

data processing algorithms, and so on (Rasp et al., 2018; Hersbach et al., 2020; François et al., 63 

2021). To reduce computation resource demands, previous studies have proposed the cheap 64 

post-processing method (Klein et al., 1959; Glahn & Lowry, 1972). Using statistical methods to 65 

map model output with observation can significantly reduce model biases and improve prediction 66 

skills.  67 

 68 

Most of the model post-processing approaches primarily rely on statistical methods, which include 69 

empirical orthogonal function (EOF) (Danforth et al., 2007; Feudale et al., 2011), singular value 70 

decomposition (SVD) (Ward et al., 1997; Hanssen-Bauer et al., 2005), and quantile mapping 71 

(QM) (Ines & Hansen, 2006; Themeßl et al., 2012). Among them, QM can improve the mean and 72 

variance of the cumulative distribution function (CDF). It is simple to understand and implement 73 

without complex processes, such as matrix decomposition and parameter setting (Ines & Hansen, 74 

2006; Déqué 2007). However, its limitations include assumptions' stability (Ines & Hansen, 2006; 75 



manuscript submitted to Geophysical Research Letters 

 

Teutschbein & Seibert, 2012), disregarding spatial correlation of precipitation (Thrasher et al., 76 

2012), and neglecting physical mechanisms of precipitation (Déqué 2007; Teutschbein & Seibert, 77 

2012). With the rapidly development of data science, the machine learning methods are widely 78 

used for bias-correction of dynamical models such as Random Forest (RF) (Li et al., 2019; Zarei et 79 

al., 2021), LightGBM (Zhong et al., 2021), Wavelet (Xu et al., 2019), and Support Vector 80 

Machines (SVM) (Pour et al., 2018). These methods often employ single-point or exponential 81 

corrections, which limits them to fully exploit spatial relationships. In contrast, deep learning 82 

methods can address it by identifying both temporal and spatial characteristics of the data. 83 

Previous studies have demonstrated that deep learning methods have strong potential for 84 

bias-correction tasks (Kim et al., 2021; Pan et al. 2019, Bretherton et al., 2022; Hess & Boers, 85 

2022; Ling et al., 2022; François et al., 2021; Pan et al., 2021; Hess et al., 2022). In particular, the 86 

generative models can generate results that align better with the target distribution, capture local 87 

element characteristics, and thus offer greater potential for bias-correction in the model 88 

post-processing (Pan et al., 2021; Ling et al., 2022).  89 

 90 

This study explored the goodness or potential of Cycle-Consistent Generative Adversarial 91 

Networks (CycleGAN) for correcting the dynamical model’s bias in summer precipitation forecast 92 

produced by the NUIST-CFS1.0 real-time climate forecast system. It compares the results with the 93 

QM bias-correction method. Section 2 introduces the data, CycleGAN correcting method, and 94 

evaluation metrics. Section 3 analyzes the bias-correction results of CycleGAN. Section 4 presents 95 

a summary and discussion.  96 

 97 

2 Data and Methods 98 

2.1 Precipitation Data  99 

Table S1 provides the details of the data and preprocessing. The precipitation (mm/day) prediction 100 

data to be corrected is produced by the NUIST-CFS1.0, which is a real-time dynamical climate 101 

model forecast system updated monthly. It is built based on the SINTEX-F ocean-atmosphere 102 

coupled global model that was originally developed at the Japan Agency for Marine-Earth Science 103 

and Technology (JAMSTEC) and consists of 9-member ensemble forecasts ranging from 1 to 24 104 
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months (Luo et al., 2005a, 2005b, 2008; He et al. 2020). While the NUIST-CFS1.0 exhibits high 105 

skill in predicting climate anomalies at low latitudes, it significantly underestimates summer 106 

precipitation in East Asia, especially southeastern China (Luo et al., 2005a; Ying et al., 2022). We 107 

particularly focused on the forecasts initiated from 1st March for the summer months of JJA (i.e., 108 

lead time of 4-6 months). This start month is critical for China Meteorological Administration 109 

(CMA) to issue operational outlook for the summer precipitation in China. The precipitation data 110 

is obtained on daily temporal resolution and T106 (Gaussian grid) spatial resolution of 1.1º × 1.1º. 111 

The precipitation ground truth data is obtained from the European Centre for Medium-Range 112 

Weather Forecasts (ECMWF) Reanalysis v5 (ERA5) with a spatial resolution of 0.25º × 0.25º and 113 

processed into daily mean. Both the model forecasts and ERA5 precipitation data were adjusted to 114 

a common spatial resolution of 1º × 1º using bilinear interpolation with Climate Data Operator 115 

(CDO). The selected time period for the both datasets is JJA of 1982-2020 with the spatial domain 116 

of 72°E-135°E, 20°N-51°N.  117 

 118 

2.2 CycleGAN Model and QM Method 119 

Although dynamical seasonal forecast models can output daily or even six-hourly values, the daily 120 

conditions tend to be much random and hard to be predicted at lead times beyond weeks or even 121 

days. Therefore, the daily data produced by the seasonal prediction system cannot be paired with 122 

the daily observed data, and hence it is impossible to train the deep learning model with a 123 

supervised learning way to correct the model’s daily outputs. To overcome it, we adopted the 124 

CycleGAN method to expand the training samples with daily data.  125 

 126 

The CycleGAN, a variant of the original GAN (Goodfellow et al., 2014), is an unpaired model 127 

originally used for style migration and well-suited for addressing bias-correction in dynamical 128 

model’s post-processing. The primary objective is to transform the input X from the climate 129 

model’s output distribution to a distribution like the ERA5 observation domain Y, which is utilized 130 

for correcting climate prediction. CycleGAN incorporates "cycle-consistency loss", to ensure that 131 

data transformed to another domain can be accurately restored to the original domain. In addition, 132 

"identity loss" is employed to regulate the generator and prevent excessive migration. The main 133 

framework of the CycleGAN model, based on Zhu et al. (2017), is illustrated in Figure S1.  134 
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 135 

Note that the CycleGAN model may not be sensitive to small precipitation due to the wide range of 136 

magnitudes in the data. The logarithmic processing was applied to improve the model's ability to 137 

learn from small precipitation samples. Besides, the maximum-minimum normalization was used 138 

to transform the data to the [-1, 1] range, ensuring a more stable training process. To obtain 139 

prediction results for an extended period, a cross-validation approach was implemented (Table 140 

S1). By implementing five CycleGAN models, the results from each cross-validation period were 141 

seamlessly integrated to derive the bias-corrected precipitation forecasts with nine members 142 

spanning the years of 1991 to 2020. 143 

 144 

The QM method is a probability distribution-based approach that corrects biases by matching the 145 

CDF between model output and observed data. Its advantages include capturing distribution 146 

characteristics well (Ines & Hansen, 2006; Déqué 2007; Themeßl et al., 2012; Cannon et al., 2015) 147 

and handling precipitation extremes (Themeßl et al., 2012; Cannon et al., 2015). Due to its 148 

simplicity and ease of operation, it is more effective than other traditional methods like EOF and 149 

can handle extreme events well, hence the QM method (Déqué, 2007) is selected as a baseline for 150 

skill comparison with the CycleGAN.  151 

 152 

2.3 Evaluation Metrics 153 

In this study, we selected several metrics to evaluate the bias-correcting ability of the CycleGAN 154 

and QM models (see Table 1). They consist of four basic descriptiveness metrics for 155 

"concentration, dispersion, skewness, and spike" level analysis, which are calculated using 156 

Formula 1-4 in Table 1. Skewness is a statistical measure that assesses the asymmetry of a data 157 

distribution, reflecting the departure from symmetry on both sides of the mean. Kurtosis quantifies 158 

the sharpness of a data distribution, characterizing the concentration of data around the mean and 159 

the thickness of the tails. We also adopted Root Mean Square Error (RMSE), Correlation 160 

Coefficient (CC), CDF, and three quantiles for the JJA precipitation prediction skill assessment. In 161 

addition, three indices were selected for assessing the prediction of extreme precipitation events, 162 

including 95th percentile and seasonal maximum daily precipitation as well as accumulated 163 
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amount of daily precipitation exceeding 20 mm/day. We focused on the southeastern China 164 

(Figure S2), which represents the principal zone of summer precipitation distribution, 165 

characterized by a north-south shift of the primary rainband in response to the seasonal migration 166 

of the East Asian monsoon. The intensity of precipitation there exhibits a significant variability in 167 

correlation with the strengthening and weakening of the monsoon. The strong precipitation 168 

variations lead to large prediction errors in many climate forecast systems (Huang et al., 2007; 169 

Sperber et al., 2013; Liu et al., 2015; Wang et al., 2015; Ding et al., 2020).  170 

 171 

3 Results 172 

3.1 Assessment of the Climatological Descriptiveness Indices 173 

Climatological mean and standard deviation are widely used metrics for evaluating climate 174 

prediction performance. Figure 1a-1h and Figure S3a-S3f demonstrate the mean and variability of 175 

JJA precipitation in the southeastern China predicted by NUIST-CFS1.0 differ significantly from 176 

ERA5 during 1991-2020 and their maximum centers are not reproduced. Both the CycleGAN and 177 

QM methods successfully correct the bias in general. Notably, the RMSEPs of the CycleGAN 178 

reach approximately a half of those achieved by the QM-correction, with the strong variability 179 

over many regions of the southeastern China being better reproduced. In addition, as depicted in 180 

Figure 1i-1p and Figure S3g-S3l, the CycleGAN method demonstrates a reduction in the 181 

pronounced positive skewness bias in the NUIST-CFS1.0 precipitation prediction over the 182 

northern part of the southeastern China, reaching to a level closer to that of ERA5 than the QM 183 

correction does. Similarly, the CycleGAN also exhibits improvements in the kurtosis values for 184 

the precipitation prediction in both northern and southeastern parts of the southeastern China, 185 

displaying larger improvements and smaller RMSEP values than QM.  186 

 187 

3.2 Distribution of Temporal Variations  188 

Similar to many other dynamical climate prediction systems, the NUIST-CFS1.0 forecasts 189 

initiated from 1st March also displayed large RMSEs in predicting JJA precipitation in the 190 

southeastern China (Figure 2c). In addition, the pronounced northward migration of the rainband 191 

from ~23ºN to ~33ºN during early June to early July is not reproduced (Figure 2g). After the 192 
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post-process correcting, both the CycleGAN and QM effectively reduce the RMSEs of the 193 

NUIST-CFS1.0 forecasts over a large area, particularly in the southern part of southeastern China 194 

(Figure 2a-2b). And the CycleGAN outperforms QM with smaller mean value of RMSEs. Both 195 

corrections also improve the forecast of the northward migration of the rainband, although the 196 

intensity is still underestimated (Figure 2e-2f). Again, the CycleGAN exhibits a superior ability 197 

compared to QM with smaller RMSEPs overall. We also assessed the latitudinal distribution of the 198 

JJA mean precipitation along 99°E-128°E (Figure S4). The NUIST-CFS1.0 displays large errors 199 

across all the latitudes within 20°N-40°N with an averaged error of 1.93 (mm/day). The 200 

CycleGAN reduces the error down to 0.23 (mm/day) and produces a realistic distribution that is 201 

closer to that of ERA5 compared to the QM. 202 

 203 

To further compare the skill in predicting the spatial-temporal distribution of precipitation, the 204 

kernel density function and CDF were analyzed (Figure 3). The former estimates the density of 205 

scatter points in different regions, allowing for a comparison of the Probability Density Function 206 

distributions between different datasets. The red shading of the filled area indicates a higher kernel 207 

density and a more concentrated distribution of JJA precipitation over the southeastern China 208 

(Figure 3a-3c). The results suggest that both the CycleGAN and QM corrections help reduce the 209 

biases in the original NUIST-CFS1.0 predictions. However, the CycleGAN exhibits better 210 

learning capabilities in capturing the disparities of the spatial-temporal distribution between the 211 

predicted and ERA5 precipitation, in comparison to QM. Consequently, the distribution of the 212 

predicted precipitation is better constrained, resulting in a smaller RMSE and a higher CC. 213 

 214 

In addition, we also assessed the prediction of three precipitation quantiles (i.e., 33%, 66%, and 215 

99%) based on the daily data during 1991-2020 (Figure S5-S6). Both the CycleGAN model and 216 

the QM method exhibit improvements over the original NUIST-CFS1.0 predictions in the 217 

southeastern China. Again, the CycleGAN is superior to the QM and achieves smaller RMSEP s 218 

for forecasts of the three categories. Notably, the correction by the CycleGAN displays much more 219 

improvement for predicting the 99% quantile. This suggests that the CycleGAN can successfully 220 

capture the distribution of extreme precipitation events.  221 

 222 
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3.3 Extreme Precipitation 223 

A coarse-resolution climate model often has great difficulty in reproducing extreme precipitation 224 

events (IPCC, 2013; PaiMazumder, 2014; Bador et al., 2020), and thus requiring an effective 225 

postprocessing approach to reduce the bias. We assessed the performance of the CycleGAN and 226 

QM methods in correcting the predictions of the selected three indices related to extreme 227 

precipitation events (recall Table 1). The three indices are commonly used for assessing the 228 

intensity of extreme precipitation on each grid (Singh et al., 2013; Gupta et al., 2020; Luu et al., 229 

2022). As expected, the original NUIST-CFS1.0 predictions with a spatial resolution of about 230 

100km severely underestimates the extreme precipitation events especially in the Yangtze River 231 

basin and the southern part along the coast (see right column in Figure 4 and Figure S7). The 232 

RMSEs in predicting the spatial distribution of the three indices reach 11.33, 21.21, and 177.32 233 

mm/day, respectively. The QM method can improve the models' bias but still with strong 234 

underestimation over the large part of the southeastern region (middle column in Figure 4 and 235 

Figure S7). The results show that the CycleGAN bias-correction method can realistically 236 

reproduce the intensive precipitation in the Yangtze River basin and the southern part along the 237 

coast, with spatial RMSEs of the three indices being largely reduced to 3.51, 10.21, and 50.09 238 

mm/day, respectively (left column in Figure 4 and Figure S7). In addition, we also examined the 239 

performance in predicting the frequency of extreme events with daily precipitation exceeding 95th 240 

percentile. The results indicate a great challenge over many areas in the southeastern China (Figure 241 

S8). Nevertheless, the CycleGAN bias-correction increases the prediction skill over large parts of 242 

the southern and western regions (Figure S8d). In contrast, the improvement using the QM is 243 

negligible (Figure S8e). The above results clearly suggest that the CycleGAN outperforms QM 244 

and can help minimize the RMSEs in predicting the extreme precipitation. 245 

 246 

4 Summary and Discussions 247 

In this study, we used the CycleGAN deep learning algorithm to perform bias-correction based on 248 

the NUIST-CFS 1.0 JJA precipitation predictions. We compared its performance with the 249 

traditional statistical QM (i.e., a baseline). While the QM can help reduce the biases, our results 250 

illustrate that the CycleGAN model is superior to the QM in improving the predictions of 251 

climatology, seasonal northward migration of the rainband, interannual variability, skewness and 252 
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kurtosis of JJA mean precipitation in southeastern China, with the spatial RMSEs being further 253 

reduced by approximately 50% compared to the QM. Furthermore, the CycleGAN deep learning 254 

exhibits significant improvements in predicting daily extreme precipitation events, implying 255 

substantial potential for societal applications and disaster prevention.  256 

 257 

CycleGAN is categorized as an unpaired domain adaptation model, utilizing daily precipitation 258 

data for training. It enables the deep learning model to grasp the differences between the 259 

high-dimensional distributions of daily NUIST-CFS 1.0 and ERA5 data through training both 260 

generator and discriminator components. The generator's role involves producing new data 261 

samples that mirror the pattern, while the discriminator discerns and identifies fresh data closely 262 

resembling the ERA5 distribution. Daily precipitation data offers some advantages. Firstly, it 263 

enhances the pool of available data samples for model training, thereby contributing to the 264 

stability and robustness of deep learning model training. In addition, the inclusion of daily 265 

precipitation data helps capture the traits of extreme events. Particularly valuable for forecasting 266 

extreme precipitation, which is a great challenge using current coarse-resolution dynamical 267 

model forecasts. In short summary, by harnessing CycleGAN and daily precipitation data, the 268 

model not only elevates overall forecast performance but also refines the prediction of daily 269 

extreme events. These improvements are vital for increasing socio-economic values of the 270 

seasonal forecasts.  271 

 272 

It is worth noting that, although the two correction methods help reduce the errors in predicting the 273 

seasonal precipitation, improving the phase prediction of precipitation anomaly relative to the 274 

climatology appears to be rather difficult (Figure S9). The results show that the QM does not 275 

improve the ACC skill. While the CycleGAN significantly improves the skill in the southern and 276 

northwestern parts of the southeastern China, it degrades the skill in other areas, leading to a 277 

negligible increase of the spatially averaged ACC skill (Figure S9a and S9c). Similarly, the skill 278 

improvements in predicting the spatial pattern of the precipitation anomalies during 1991-2020 279 

over the southeastern China are also negligible despite that the improvements in some years can be 280 

significant (Figure S9d). Further efforts are warranted to improve the dynamical understanding 281 

and deep learning bias-correction methods.  282 
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 283 

In our training, we initially set the learning rate of 2e-4, and we conducted a total of 600 training 284 

epochs. It was gradually reduced starting from 200 epochs. Training GAN models involves a 285 

dynamical process and reaching an optimal balance is key to obtaining best results. In theory, 286 

longer training and more epochs increase the chance of finding this balance. However, 287 

determining the model's best state is challenging. Currently, we used a qualitative assessment 288 

based on the generated outcomes and analysis of the loss function trend to decide when to stop the 289 

training. While insightful, this method can be intricate and resource intensive.  290 

 291 

In future studies, creating a more efficient automatic stop-training method is essential. It would 292 

move away from the fixed number of training rounds and simplify the model's training process. By 293 

including dynamical criteria that assess the model's performance and convergence rate, this 294 

stop-training method give us a clearer idea of when the optimal training state is reached. It enhance 295 

the model's performance, reducing the need for manual adjustments during training. In addition, 296 

we will try to improve the deep-learning model's accuracy in two ways. Firstly, incorporate 297 

multi-level atmosphere circulation conditions that are responsible for precipitation into the 298 

training data. Climate models, known for their ability to predict large-scale circulation patterns, 299 

can help the deep-learning model better capture the physical processes. This refinement can 300 

fine-tune the precipitation predictions. Secondly, adjust the model's loss function by introducing a 301 

regularization term in order to enforce physical constraints. This strengthens the deep-learning 302 

model's adherence to physical principles during the generative adversarial training. Typically, we 303 

will achieve this by pre-training the deep-learning model to grasp the relationship between 304 

atmosphere circulation and precipitation.  305 
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 482 

Figure 1. The spatial distribution of (a-d) climatological mean, (e-h) standard deviation, (i-l) 483 

skewness, and (m-p) kurtosis of JJA precipitation from 1991 to 2020. Each row corresponds to a 484 

different statistical metric, and a color bar at the rightest end represents the range of each metric. 485 

Each column represents a different data source: (a, e, i, m) ERA5, (b, f, j, n) the CycleGAN 486 

corrected predictions, (c, g, k, o) the QM corrected predictions, and (d, h, l, p) the original 487 

NUIST-CFS1.0 predictions. The RMSEP (RMSE of spatial patterns) in the upper right corner of 488 

each panel indicates the error of the spatial distribution relative to ERA5 observation for each 489 

metric.  490 
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 492 

Figure 2. (a-c) The spatial distribution of RMSE (mm/day) of the three types of forecasts relative 493 

to ERA5 JJA mean precipitation during 1991-2020. The value in the upper right corner of each 494 

panel denotes the spatially averaged RMSE. (d-g) The latitudinal-migration of climatological 495 

mean precipitation of 1991-2020 averaged along 99°E-128°E based on the results of the ERA5, 496 

CycleGAN correction, QM correction and NUIST-CFS1.0 predictions. The value in the upper 497 

right corner of each panel indicates the error of the spatial patterns relative to ERA5 observation.  498 

  499 
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 500 

Figure 3. (a-c) Scattered kernel density maps between the CycleGAN-corrected, QM-corrected, 501 

original NUIST-CFS1.0 predictions and ERA5 data. The results are calculated based on all 502 

spatial-temporal points of JJA mean precipitation from 1991 to 2020. RMSE and CC values are 503 

also given in the upper right corner. The filled areas indicate the concentration of the scattered 504 

points. (d-e) The CDF curves of the JJA mean precipitation during 1991-2020 based on ERA5 data 505 

and individual member and 9-member ensemble mean predictions of the CycleGAN, QM, and 506 

NUIST-CFS1.0. 507 
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 509 

Figure 4. The spatial distributions of (a-d) P95wet, (e-h) climatological mean Rx1day, and (i-l) 510 

climatological mean CP20mm based on JJA daily precipitation during 1991-2020. Each row 511 

corresponds to a different statistical metric, and a color bar at the rightest end represents the range 512 

of each metric (units: mm/day). Each column represents a different data source: (a, e, i) ERA5, (b, 513 

f, j) the Cycle GAN corrected predictions, (c, g, k) the QM corrected predictions, and (d, h, l) the 514 

original NUIST-CFS1.0 predictions. The RMSEP in the upper right corner of each panel indicates 515 

the error of the spatial patterns relative to ERA5 observation for each metric.  516 
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Scope Statistics Calculation 

Climatological 
descriptiveness 

Climatological mean (𝜇) 𝔼௫~௉ሺ௫ሻሺ𝑥ሻ (1)

Standard deviation (𝜎) ට𝔼௫~௉ሺ௫ሻሺ𝑥 − 𝜇ሻଶ (2)

Skewness 𝔼௫~௉ሺ௫ሻ ቀ𝑥 − 𝜇𝜎 ቁଷ (3)

Kurtosis 𝔼௫~௉ሺ௫ሻ ቀ𝑥 − 𝜇𝜎 ቁସ (4)

Distribution 

Root Mean Square Error 
(RMSE) ඩ1𝑛෍ሺ𝑦పෝ − 𝑦௜ሻଶ௡

௜ୀଵ  (5)

Correlation Coefficient 
(CC) 

𝑟௫௬ = ∑ ሺ𝑥௜ − 𝑥̅ሻሺ𝑦௜ − 𝑦തሻ௡௜ୀଵඥ∑ ሺ𝑥௜ − 𝑥̅ሻଶ ∑ ሺ𝑦௜ − 𝑦തሻଶ௡௜ୀଵ௡௜ୀଵ  (6)

CDF No fixed formula 𝑄33%, 66%, 99% 33%, 66%, 99% Quantile 

Extreme events 

P95wet 95th percentile of daily precipitation, only wet (>= 1 
mm/day) days are considered 

Rx1day Seasonal maximum 1-day precipitation (mm/day) 

CP20mm Seasonal cumulative precipitation of strong events (>= 
20 mm/day) 

 518 
Table 1. The evaluation metrics related to "Climatological descriptiveness", "Distribution", and 519 

"Extreme events".  520 
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