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Abstract

This study presents a data-driven approach to quantify uncertainties in the quantities of interest (QoIs), i.e., electron density,

plasma drifts, and neutral winds, in the ionosphere-thermosphere (IT) system due to varying solar wind parameters (drivers)

during quiet conditions (Kp$<$4) and fixed solar radiation and lower atmospheric conditions representative of March 16th, 2013.

Ensemble simulations of the coupled Whole Atmosphere Model with Ionosphere Plasmasphere Electrodynamics (WAM-IPE)

driven by synthetic solar wind drivers generated through a multi-channel variational autoencoder (MCVAE) model are obtained.

The means and variances of the QoIs, as well as the sensitivities of the QoIs with respect to the drivers, are estimated by applying

the polynomial chaos expansion (PCE) technique. Our results highlight unique features of the IT system’s uncertainty: 1) the

uncertainty of the IT system is larger during nighttime; 2) the spatial distributions of the uncertainty for electron density and

zonal drift at fixed local times present 4 peaks in the evening sector which is associated with the low density regions of longitude

structure of electron density; 3) the uncertainty of the equatorial electron density is highly correlated with the uncertainty of

the zonal drift, especially in the evening sector, while it is weakly correlated with the vertical drift. A variance-based global

sensitivity analysis is further conducted. Results suggest that the IMF Bz plays a dominant role in the uncertainty of the

electron density when IMF Bz is 0 or southward, while the solar wind speed plays a dominant role when IMF Bz is northward.
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Abstract16

This study presents a data-driven approach to quantify uncertainties in the quan-17

tities of interest (QoIs), i.e., electron density, plasma drifts, and neutral winds, in18

the ionosphere-thermosphere (IT) system due to varying solar wind parameters19

(drivers) during quiet conditions (Kp<4) and fixed solar radiation and lower at-20

mospheric conditions representative of March 16th, 2013. Ensemble simulations21

of the coupled Whole Atmosphere Model with Ionosphere Plasmasphere Electro-22

dynamics (WAM-IPE) driven by synthetic solar wind drivers generated through a23

multi-channel variational autoencoder (MCVAE) model are obtained. The means24

and variances of the QoIs, as well as the sensitivities of the QoIs with respect to25

the drivers, are estimated by applying the polynomial chaos expansion (PCE) tech-26

nique. Our results highlight unique features of the IT system’s uncertainty: 1) the27

uncertainty of the IT system is larger during nighttime; 2) the spatial distributions28

of the uncertainty for electron density and zonal drift at fixed local times present29

4 peaks in the evening sector which is associated with the low density regions of30

longitude structure of electron density; 3) the uncertainty of the equatorial electron31

density is highly correlated with the uncertainty of the zonal drift, especially in the32

evening sector, while it is weakly correlated with the vertical drift; 4) the universal33

time evolution of meridional neutral wind uncertainty shows propagation signa-34

tures from high to low latitudes while the local time evolution shows shifting from35

west to east in longitude direction. A variance-based global sensitivity analysis is36

further conducted. Results suggest that the IMF Bz plays a dominant role in the37

uncertainty of the electron density when IMF Bz is 0 or southward, while the solar38

wind speed plays a dominant role when IMF Bz is northward. A further discussion39

shows that the uncertainty of the IT system is determined by the magnitudes and40

universal time variations of solar wind drivers. Its temporal and spatial distribution41

can be modulated by the average state of the IT system, which is determined by42

the solar flux and low atmospheric conditions. This study also implies that solar43

wind variability during the geomagnetic quiet period may not be capable of creating44

conditions favorable for the day-to-day variability of postsunset equatorial spread F45

(ESF) occurrence.46

Plain Language Summary47

The ionosphere-thermosphere (IT) is affected by several different drivers, in-48

cluding solar irradiance, geomagnetic activity, and tides and waves from the lower49

atmosphere. These drivers can interact with each other through multiple electrody-50

namics processes and lead to day-to-day variability in the IT system. Quantifying51

the variability of the IT system due to these different external drivers and their rel-52

ative importance is key to making a probabilistic prediction of the IT condition. We53

present a novel machine learning-based technique (variational autoencoder) to repre-54

sent the uncertainty in the solar wind parameters and a polynomial chaos expansion55

(PCE)-based technique to do uncertainty propagation and sensitivity analysis. Our56

results show that the solar wind drivers mainly lead to larger uncertainty in the57

low-latitude and equatorial IT at nighttime. The spatial distribution of the uncer-58

tainties in the IT system indicates modification by the background state of the IT59

system. The sensitivity analysis shows the dominant role of IMF Bz polarity in the60

uncertainty of the IT system.61

1 Introduction62

During the past decade, much attention has been paid to the short-term and63

day-to-day variability of the ionosphere-thermosphere (IT) state parameters (i.e.,64

electron density, plasma drifts) resulting from the interactions of multiple factors65
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such as solar radiation, solar wind, tides, gravity waves, etc. (i.e., Hysell et al., 2022;66

Oberheide, 2022; Liu, 2020). The goal of this paper is to quantify the uncertainty67

of the IT state caused by varying solar wind drivers, specifically the interplanetary68

magnetic field (IMF) Bz component, solar wind density, and solar wind speed, using69

the coupled Whole Atmosphere Model and Ionosphere Plasmasphere Electrodynam-70

ics model (WAM-IPE). The temporal and spatial distribution of the uncertainties71

of electron density, plasma drifts, and neutral winds is investigated in detail. The72

global sensitivity of these parameters with respect to the input uncertainty is also73

analyzed. A novel contribution of our work is the construction of the VAE-based74

data-driven uncertainty representation of IMF Bz, solar wind density, and solar wind75

speed. The benefit of this study is twofold. First, the sensitivity analysis will help76

identify key contribution parameters that contribute the most to the uncertainty of77

the IT system and reduce the dimensions of input parameters. Second, this study78

leads to an understanding of the impacts of solar wind on the IT system, which in79

turn enables investigation of the IT conditions that favor or inhibit the generation of80

equatorial and low-latitude ionospheric plasma bubbles (EPBs) or equatorial spread81

F (ESF), which occur frequently and exhibit strong day-to-day variability (Hysell et82

al., 2022) especially during the postsunset hours.83

The sources of the day-to-day variability of the IT system mainly come from84

the varying solar radiation, geomagnetic activity, and meteorological forces. These85

resources have different impacts on the IT system at different locations and local86

times. Previous studies (Fang et al., 2018; Sugiyono et al., 2020) show that geomag-87

netic activity is the main contributor to the NmF2 variability and TEC variability88

globally, and the contributions from solar radiation, solar wind, and meteorologi-89

cal force at low latitudes are distinct from those at mid- and high-latitude regions.90

The day-to-day variability of maximum electron density (Nmax) represented by91

its standard deviation shows the smallest contribution from solar irradiance and92

equal contributions by the geomagnetic activity and meteorological forces from be-93

low (Sugiyono et al., 2020). Sugiyono et al. (2020) also shows a different variability94

across the E- and F -regions.95

Previous studies have shown pronounced day-to-day variability of plasma96

drifts, electron density, neutral winds, and Rayleigh-Taylor instability growth rates97

in the equatorial F region due to tidal forcing from the lower atmosphere (mete-98

orological forcing), solar radiation, solar wind, and geomagnetic storms (Wang et99

al., 2021). In previous observational studies (B. G. Fejer et al., 2005; B. Fejer &100

Scherliess, 2001), authors have usually used Kp = 3 or 4 as a threshold to divide the101

data set into quiet and active groups and attribute the characteristics of quiettime102

day-to-day variability of PRE or ESF to the tidal forcing propagating from the lower103

atmosphere. However, during this relatively quiet condition, the solar wind impacts104

may still exist and, therefore, need to be quantified. While it is difficult to specify105

the uncertainties from all these sources in one study, we will specifically investigate106

the impact of the uncertainty of solar wind on the IT system during quiet to moder-107

ately disturbed conditions (the maximum Kp during the current and previous days108

is smaller than 4). This study quantifies the degree to which relatively quiet solar109

wind conditions can impact the equatorial and low-latitude IT system.110

The solar wind parameters directly interact with the high-latitude IT system111

and have an impact on the low-latitude and equatorial ionosphere mainly through112

large-scale traveling ionospheric disturbance (LSTID) induced by Joule heating,113

prompt penetration electric field (PPEF), and disturbance dynamo electric field114

(DDEF) (i.e., Bagiya et al., 2011, and references therein). These mechanisms have115

different local time and longitudinal dependencies (Huang et al., 2010; Pavlov et al.,116

2008; Pavlov & Pavlova, 2007), and which one will dominate the variation of the117

equatorial ionosphere is still an open question (B. G. Fejer, 2011).118
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Figure 1. Diagram for the whole workflow of this study. On the left, it shows the procedure

to apply MCVAE to generate new solar wind drivers. On the right, it shows the key elements for

UQ analysis by using the WAM-IPE simulations and PCE.

Uncertainty quantification (UQ) is an emerging field that aims to compute119

the amount of uncertainty associated with particular quantities of interest (QoIs)120

in a physical system. One technique widely used in UQ is to approximate the QoI121

in a series of orthogonal polynomials known as polynomial chaos expansion (PCE)122

(Ghanem & Spanos, 2002; Xiu, 2010; Doostan & Owhadi, 2011) and estimate the123

QoI low-order statistics or the sensitivity of QoI to the input through the expansion124

coefficients (Crestaux et al., 2009). PCE has been applied in a recent space weather125

study by Jivani et al. (2023) to identify the important model parameters that affect126

the solar wind prediction with the Alfven Wave Solar atmosphere Model (AWSoM).127

The remainder of this paper is organized as follows: In Section 2, we will in-128

troduce the WAM-IPE model, the selection of QoIs and uncertain input parameters,129

the PCE-based UQ and sensitivity analysis method, and the numerical experiments130

we conduct. In Section 3, the results from simulations with WAM-IPE focus on the131

temporal and spatial variation of the uncertainties of QoI, and the sensitivity analy-132

sis results regarding the uncertain input parameters are presented. We demonstrate133

that even during quiet conditions, the solar wind parameters can vary within a rel-134

atively large range and affect the equatorial and low-latitude IT system. In Section135

4, we will discuss the implications of the temporal and spatial distribution of the136

uncertainties in the IT system and the sensitivity analysis results. The main findings137

and conclusion are included in Section 5.138

2 Models and methods139

Figure 1 shows the diagram of the whole workflow in this study. We will quan-140

tify the uncertainty of WAM-IPE outputs (electron density Ne, plasma flow Vi, and141

neutral wind Un) corresponding to the varying solar wind drivers (interplanetary142

magnetic field Bz, solar wind speed, and solar wind density). UQ and sensitivity143

analyses of these QoIs using a data-driven PCE method are conducted. Instead144

of using historical solar wind measurements as drivers, we will train and generate145

random samples via a multi-channel variational auto-encoder (MCVAE), which cap-146

tures the statistical features from historical measurements of multiple solar wind147

parameters simultaneously through the encoder and generates synthetic realizations148

compatible with the data through the decoder.149
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2.1 WAM-IPE and QoIs150

WAM-IPE is a physics-based model developed by researchers at the Uni-151

versity of Colorado Boulder and the National Oceanic and Atmospheric Adminis-152

tration Space Weather Prediction Center (NOAA SWPC) to provide operational153

Ionosphere-Thermosphere-Mesosphere (ITM) forecasts. The current version of WAM154

was built on the Global Spectral Model (GSM) of the NOAA Global Forecasting155

System (GFS) weather model (GSM/WAM for short). The current spatial resolution156

is T62 (roughly 1.8°× 1.8° in latitude-longitude) with 150 vertical levels spanning157

from sea level through the upper thermosphere to a pressure level of 3x10−7 Pa (be-158

tween 400 and 600 km height, depending on solar activity). The IPE part uses a159

minimum of 13,600 flux tubes, with 170 in latitude and 80 in longitude directions,160

resulting in a longitudinal resolution of 4.5°. The number of flux tubes is adjustable,161

and a non-uniform grid is possible.162

The current version of WAM-IPE includes physical and chemical processes163

relevant to the upper atmosphere (Akmaev et al., 2008), as well as electrodynamic164

and plasma processes simulated by the IPE component (Maruyama et al., 2016;165

Sun et al., 2015). IPE is a time-dependent, 3-D model of the global ionosphere and166

plasmasphere in magnetic flux tube coordinates. Within a given IPE flux tube, the167

solver based on the Field Line Interhemispheric Plasma (FLIP) model (Richards,168

Fennelly, & Torr, 1994) simulates the plasma density, composition, and temperature.169

An electrodynamics solver (Richmond, 1992) calculates the electric field and feeds170

it back to the plasma transport algorithm. The high-latitude potential is specified171

by the Weimer empirical model (Weimer, 2005), and the model uses an arithmetic172

mean of the daily F10.7 proxy and the 81-day average of the F10.7 proxy to feed a173

combination of the EUVAC/HEUVAC solar irradiance models (Richards, Torr, et174

al., 1994).175

WAM fields, including winds, temperature, and molecular and atomic atmo-176

spheric composition, are fed into IPE to enable the plasma to respond to changes177

driven by the neutral atmosphere. The coupling is based on time-dependent 3D re-178

gridding carried out by the Earth System Modeling Framework (ESMF). The model179

ingests solar wind and geomagnetic inputs, provided both by direct observation and180

by the Space Weather Forecast Office (SWFO) forecast. The WAM-IPE Forecast181

System (WFS) that runs in operation at SWPC currently provides two-day fore-182

cast products utilizing the forecast solar wind and geomagnetic indices provided by183

SWFO at SWPC.184

In this study, we drive WAM-IPE with the MCVAE-generated solar wind data185

and define QoIs as the ionospheric electron density, plasma drift, and neutral wind186

to evaluate their uncertainties.187

2.2 Drivers and their data-driven uncertainty representation188

To create the solar wind drivers using MCVAE, 5-minute time resolution so-189

lar wind measurements during 1981–2021 were obtained from NASA OMNIWeb190

(https://omniweb.gsfc.nasa.gov/). The parameters, including solar wind proton191

density, speed, and IMF Bz, that are used to drive WAM-IPE are selected. We only192

use the solar wind data under geomagnetic quiet conditions, which are defined by193

the days when the maximum Kp is smaller than 4 on the current day and the pre-194

vious day. Otherwise, this day is defined as a disturbed period. This criterion is195

used because the geomagnetic storm effects may last for 1-2 days (Scherliess & Fejer,196

1997).197

As each solar wind parameter has 288 values per day, it can lead to significant198

complexity for the UQ procedure. Thus, it is important to first reduce the dimen-199
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sions of these parameters. It is also critical to model the joint probability density200

function of the data from their historical measurements in order to generate new201

samples from the joint density for our UQ and sensitivity analysis. In the present202

study, the VAE technique, an approach that meets these two requirements, was cho-203

sen. In particular, we use the multi-channel version of VAE (MCVAE) (Antelmi et204

al., 2019) as it allows us to preserve the statistical dependence among the drivers.205

For simplicity, the encoder of a three-layer neural network in one channel VAE206

will map the solar wind measurements to the latent variables z ∈ R
d, and the de-207

coder consisting of another 3-layer neural network will reconstruct the measurements208

from the latent space. The latent variables z are formed by the linear transforma-209

tion of a standard Gaussian vector ξ via learnable mean µ and standard deviation σ210

vectors,211

z = µ+ σ ⊙ ξ, ξ ∼ N (0, I), (1)

where ⊙ denotes entry-wise product and I is the identity matrix of size d. The goal212

of the VAE training is to obtain the best reconstruction of the data while ensur-213

ing N (µ,σ) distribution on z. The setup of MCVAE is adjusted from that used in214

Antelmi et al. (2019) and more details can be found in the paper.215

After training and testing the MCVAE model, we find that a latent space of216

size 30 leads to the smallest validation error in the MCVAE training. As such, the217

Gaussian random vector ξ in (1) describing the uncertainty in the drivers (via the218

decoder) is of dimension d = 30 and is used to generate 500 synthetic solar wind219

realizations. As we shall explain in Section 2.3, ξ plays a key role in the construction220

of our uncertainty propagation scheme. Figure 2 shows the 500 samples (gray lines)221

of IMF Bz, solar wind density, and solar wind speed used to drive WAM-IPE. The222

corresponding means and standard deviations are shown in red curves and blue error223

bars, respectively. The majority of the IMF Bz samples vary between -10 and 10224

nT with a mean of around 0, and the average shows slight universal time variation.225

Likewise, the majority of the solar wind density samples vary below 10 m−3, with a226

mean of around 5 m−3. The majority of the solar wind speed samples vary between227

300 and 450 km/s, with a mean of around 380 km/s. These values correspond to228

typical geomagnetic quiet conditions.229

2.3 UQ and Sensitivity Analysis via PCE230

2.3.1 Non-intrusive polynomial chaos expansion231

PCE provides a framework to approximate the solution of a stochastic sys-232

tem by projecting it onto a basis of orthonormal polynomials of random inputs. We233

summarize the key aspects of PCE below and refer the interested reader to Ghanem234

and Spanos (2002), Xiu (2010), and Doostan and Owhadi (2011) for more detailed235

exposition. A finite variance QoI u (i.e., plasma density) as a function of uncertain236

input parameters ξ ∈ R
d with dimension d can be expanded as237

u(ξ) =
∑

i∈I

αiψi(ξ), (2)

where αi are the expansion coefficients and ψi(ξ) are the multivariate polynomials238

orthonormal with respect to the probability density function of ξ. The polynomi-239

als ψi(ξ) are tensor products of univariate polynomials in each input variable, i.e.,240

ψi(ξ) :=
∏d

k=1 ψik(ξk), where i ∈ I = {(i1, . . . , id) : ik ∈ N ∪ {0}} is a vector of241

indices, and ψik(ξk) is the orthogonal polynomial of degree ik in the k-th variable.242

The choice of ψik(ξk) depends on the distribution of ξk and follows the so-called243

Askey scheme (Xiu & Karniadakis, 2003). In the present study, the input drivers244

are described by the non-linear transformation of the VAE’s latent variables z ∈ R
d

245

(with d = 30) via the decoder, as discussed in Section 2.2. The variables z are in246

–6–
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Figure 2. (gray lines) Variations of the 500 samples of IMF Bz (top), solar wind density

(middle), and solar wind speed (bottom) to drive WAM-IPE and the corresponding mean (red)

and one standard deviation range (blue).

turn linear transformations of the standard Gaussian variables ξ in (1). Therefore,247

the random variables ξk, k = 1, . . . , 30, in constructing the 30-dimensional PCE248

are independent, standard Gaussian variables, and the basis functions ψik(ξk) are of249

Hermite type.250

In practice, the expansion in (2) shall be truncated for computational pur-251

poses. Considering all d-dimensional Hermite polynomials of total degree not exceed-252

ing p, u(ξ) can be approximated by253

u(ξ) ≈
∑

i∈Ip

αiψi(ξ), (3)

where Ip = {i ∈ I : i1+ · · ·+ id ≤ p}. In this case the size of Ip, hence the number of254

terms in (3), is given by P = (p+ d)!/(p!d!). For the interest of notation, and up to a255

–7–
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choice of arrangement, (3) can be rewritten as256

u(ξ) ≈
P∑

i=1

αiψi(ξ). (4)

The main task in PCE is to find the coefficients αi for which several ap-257

proaches are available; see, e.g., (Ghanem & Spanos, 2002; Xiu, 2010; Doostan &258

Owhadi, 2011; Hampton & Doostan, 2015). In the present study, we employ the259

compressive sampling approach via ℓ1-minimization (Doostan & Owhadi, 2011;260

Hampton & Doostan, 2015), which requires a set of corresponding samples of in-261

puts ξ and the solution of interest u(ξ), denoted by {(ξ(i), u(ξ(i)))}Ni=1, obtained via262

Monte Carlo sampling, for instance. Evaluating (4) at these samples leads to the263

linear system264

Ψα ≈ u, (5)

where α = (α1, . . . , αP ) is the unknown coefficient vector, u = (u(ξ(1)), . . . , u(ξ(N)))265

contains the samples of the quantity of interest at each time or location, and266

Ψ(i, j) := ψj(ξ
(i)), for i = 1, . . . , N and j = 1, . . . , P , is the so-called measurement267

matrix. To solve the system of equations (5) for α we utilize the SPGL1 solver (van268

den Berg & Friedlander, 2009) via the MATLAB implementation in van den Berg269

and Friedlander (2019). Following Doostan and Owhadi (2011) and Hampton and270

Doostan (2015), an accurate solution to (5) requires a number of solution realiza-271

tions N that linearly depends on the number of the dominant coefficients, possibly272

much smaller than P .273

The accuracy of the PCE model (4) depends on the choice of p, N , and the274

smoothness of u(ξ) with respect to ξ. Assuming higher order derivatives of u(ξ)275

with respect to ξ are bounded and large enough samples of u(ξ) are available, in-276

creasing p results in more accurate PCE approximations of u(ξ). However, in prac-277

tice, a certain number of samples N can be afforded, in which case increasing p278

may lead to overfitting. To avoid this and to set a suitable tolerance on ‖Ψα − u‖2279

needed by SPGL1, we utilize the cross validation algorithm used by Doostan and280

Owhadi (2011),and Peng et al. (2014) with 75% of the samples of u as a training set281

and 25% as a validation set. To find the best order of the PCE, we test p = 1, 2, 3282

and find that p = 2 leads to a smaller validation error. As described in more detail283

in Section 2.4, N = 500 samples of electron density, plasma drifts, and neutral winds284

are used to generate the PCEs of this study.285

Once computed, the expansion coefficients α can be used to estimate the286

statistics of u, construct a surrogate model that maps ξ to u(ξ), or perform sensitiv-287

ity analysis, as discussed in the following section. For example, we obtain the mean288

and variance of u, respectively, by E[u] ≈ α1 and V[u] ≈ ∑P

i=2 α
2
i .289

2.3.2 Sensitivity analysis290

To identify the drivers ξk that contribute the most to the variability of the291

IT system, we adopt a variance-based global sensitivity analysis method to decom-292

pose the QoI variance into parts corresponding to each input variable as well as293

their combinations. The Sobol’ index (Sobol’, 2003) is a widely used variance-base294

method that can be easily obtained through the PCE expansion coefficients. Based295

on the PCE results, the expressions for the first-order and total effect Sobol’ indices296

based on PCE (Sudret, 2008) are, respectively, given by297

Sk =

∑
i∈Ip,k

α2
i

V[u]
, (6)

–8–



manuscript submitted to JGR: Space Physics

where Ip,k = {i ∈ Ip : ik > 0, ij 6=k = 0}, and298

ST
k =

∑
i∈JT

k
α2
i

V[u]
, (7)

where IT
p,k = {i ∈ Ip : ik > 0}. Recall that V[u] is the total variance of the QoI and299

obtained as described in Section 2.3.1. The first order Sobol’ index quantifies the300

expected reduction in the variance of the QoI when we fix the input ξk to its mean,301

and the total effect index describes the contributions from the PCE terms involv-302

ing ξk in which ξk appears either individually or in combination with other inputs.303

Larger Sobol’ indices imply a larger contribution from an input. For this study, we304

select the total effect Sobol’ index ST
k to present the total contribution from each305

input parameter to the variance of QoIs and sensitivity analysis. As each solar wind306

parameter corresponds to 10 values in the latent space, we will sum up the cor-307

responding 10 values of Sobol’ indices at each time and location to represent the308

contribution from the uncertainty of each solar wind parameter to the uncertainty of309

the QoIs.310

2.4 Design of experiments311

To investigate the uncertainties associated with the solar wind drivers, we fix312

the F10.7 (120 solar flux units, sfu), average Kp index (2), and other parameters in313

the model. As mentioned above, N = 500 samples of IMF Bz, solar wind speed, and314

solar wind density are used to drive the WAM-IPE and obtain realizations of QoIs315

(electron density, vertical and zonal plasma drifts, and meridional and zonal neutral316

winds in this study). The solar wind drivers are ingested into WAM-IPE through317

the high latitude electric potential model Weimer. All the simulations are made on318

the same day (March 16, 2013) to ensure the impact from the lower atmosphere319

perturbations in WAM-IPE stays constant and all the variability mainly comes from320

changes in the solar wind parameters.321

3 Results322

We present the UQ and sensitivity results for electron density, plasma drifts,323

and neutral winds in this section. The universal time (UT) and local time (LT) evo-324

lutions of the global distribution of uncertainties in QoIs are discussed in detail, with325

a particular focus given to the equatorial and low-latitude regions.326

3.1 Uncertainty of electron density327

3.1.1 Universal time evolution328

Figure 3 shows the uncertainty results for electron density from four chosen329

universal times (UTs) as a function of local time and latitude at 250, 300, and 350330

km. The uncertainties are calculated as the standard deviation of the logarithmic-331

scale electron density. The white lines label the geomagnetic equator and 20°N and332

20°S.333

In general, the uncertainty in the equatorial and low-latitude regions (the334

white line-bounded region) is larger during the nighttime. The uncertainty at 0500335

UT has large values in a limited region compared to the other UTs. At 1100 UT,336

larger uncertainty appears in the evening sector between 2000 and 0030 LT at337

much broader regions at all 3 altitudes. We also see that the regions with large338

uncertainty at 250 km are closer to the magnetic 20°N and 20°S and emerge at the339

magnetic equator at 350 km. This feature can be associated with the equatorial340

ionization anomaly (EIA). This will be discussed in detail in Section 4.1. In the341

post-midnight, at 250 km, we see larger uncertainty along the magnetic 20°N and342
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Figure 3. Universal time evolution of the electron density uncertainty as a function of local

time and latitude from 4 different UTs (top: 0500, 1100 UT, bottom: 1700, 2300 UT) and at 3

different altitudes (250, 300, and 350 km, labeled in the upper left of each subplot). The white

lines indicate the magnetic equator and 20°N and 20°S.
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20°S during 0000-0600 LT and smaller uncertainty during 0400-0600 LT at the equa-343

tor. At higher altitudes, the uncertainty along the magnetic 20°N and 20°S becomes344

much smaller, while the uncertainty at the equator region between 0400-0600 LT345

still exists but with slightly smaller magnitudes.346

At 1700 UT, we see evening sector features at all three altitudes similar to347

those occurring at 1100 UT but in a much narrower latitude region at the three alti-348

tudes. We see smaller uncertainty along the magnetic 20°N and 20°S at the morning349

terminator between 0400 and 0800 LT at 300 and 350 km. We also see great un-350

certainty in the northern hemisphere between 0400-0600 LT at 250 and 300 km. At351

2300 UT, similar to 1700 UT, we see great uncertainty in the evening sector in the352

equatorial and low-latitude regions and smaller uncertainty during 0600-0800 LT353

along magnetic 20°N and 20°S.354

From the description of the global distribution of uncertainty in the electron355

density, the dominant locations for large uncertainties occur in the evening sector356

and in the low-latitude and equatorial regions, with some differences with altitude.357

The altitudinal dependence of electron density has been reported in Chen et al.358

(2016) with maximum electron densities located away from the magnetic equator359

at lower altitudes and at the magnetic equator at higher altitudes. The larger un-360

certainty in the evening sector and the altitudinal difference could be associated361

with EIA. Therefore, the universal time evolution of uncertainty is associated with362

not only the variation of the solar wind driver (0500 UT vs. 1100 UT) but also the363

background electron density.364

3.1.2 Local time evolution365

We have shown that the uncertainty of electron density is larger at night.366

Thus, we further focus on the local time evolution of the uncertainty at night. In367

Figure 4, the global distribution of electron density uncertainties at 6 different lo-368

cal times (2000, 2200, 0000, 0200, 0400, and 0600 LT, fixed local time at all the369

longitudes) at 3 altitudes (250, 300, and 350 km) is presented.370

In the postmidnight sector (0000–0600 LT), larger uncertainty appears around371

the magnetic 20°N and 20°S and at mid- to high latitudes at 250 km. The region372

and magnitude of large uncertainties become smaller at higher altitudes. At 2000373

and 2200 LT, the distribution of large uncertainty presents a longitude structure374

with four peaks along the magnetic equator. The peaks are consistent at specific375

longitude sectors (30–90°E, 120–180°E, 240–300°E, and 330–30°E) at the 3 altitudes,376

with a shrinking trend when the altitude increases. This longitude structure could377

be associated with the longitude structure of the EIA (Chen et al., 2016). The peaks378

also present a slight shift in longitude from 2000 LT to 2200 LT.379

3.2 Uncertainty of plasma drift380

3.2.1 Universal time evolution381

We see larger electron density uncertainties in the low-latitude and equatorial382

regions, so we will only look at the uncertainties of plasma drifts and neutral winds383

in this and the next sections. Plasma drifts and neutrals at low latitude and equa-384

torial regions can be impacted by the solar wind-associated electric field and Joule385

heating associated disturbance dynamo electric field (Scherliess & Fejer, 1997). We386

present the results for the uncertainty of vertical and zonal plasma drifts at 300 km387

and at 0500, 1100, 1700, and 2300 UT in Figure 5.388

At 0500 UT, the uncertainties of zonal and vertical plasma drift in the low-389

latitude region are mostly small, with slightly larger uncertainties of zonal drift390
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Figure 4. Local time evolution of the electron density uncertainty as a function of longitude

and latitude at different local times (LTs) from top to bottom (2000, 2200, 0000, 0200, 0400, and

0600 LT) at three different altitudes (250, 300, and 350 km) from left to right. The discontinuity

of the data (sharp change of values at certain longitudes) is due to the simulation’s start and end.
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Figure 5. Universal time evolution of the uncertainties of vertical (left) and zonal (right)

plasma drifts at 0500, 1100, 1700, and 2300 UT (from top to bottom) at 300 km. The white line

indicates the geographic equator, and the white lines indicate the magnetic equator and 20°N and

20°S.

appearing during 2200–2400 LT. At 1100 UT, vertical drift shows large uncertainty391

between 2000 and 2200 LT and slightly smaller uncertainty during postmidnight392

from 0000–0600 LT and 0800–0900 LT at all latitudes. Zonal drift shows large un-393

certainty during 2000–0300 LT at all altitudes and smaller uncertainty around 0800394

LT around the magnetic equator. At 1700 UT, vertical drift also shows large uncer-395

tainty during 2100–2400 LT and during postmidnight, mainly between 0300–0900396

LT, with large magnitudes around 0600 LT. Zonal drift shows a similar distribution397

of uncertainty in the evening and postmidnight sectors to that at 1100 UT. The dif-398

ference is that large uncertainty also appears during 0400–0500 LT. At 2300 UT, the399

vertical drift only shows small uncertainty during 0600–0800 LT and much smaller400

uncertainty during 2000–2200 LT. The zonal drift again shows large uncertainty401

during 2100–0100 LT and during 0400–0600 LT.402

3.2.2 Local time evolution403

In Figure 6, we present uncertainties of vertical and zonal drifts at nighttime404

local hours (2000, 2200, 0000, 0200, 0400, and 0600 LT). Vertical drifts show large405

uncertainty in 240–300°E at 0200 and 0400 LT and between 90–210°E, 120–240°E,406

120–180°E, and 60–120°E at 0400, 0600, 2000, and 2200 LT, respectively. The un-407

certainty of vertical drift at 2000 LT shows four peaks between 20–80°E, 120–180°E,408
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270–300 LT, and 330–360°E. Zonal drift shows large uncertainty between 30–240°E409

at 0000 LT, 300–330°E at 0200 LT, 150–270°E at 0400 LT, and 330–30°E at 0600410

LT. The zonal drift uncertainty shows four peaks in longitudes at 2000 and 2200411

LT. The 4 peaks at 2000 LT are located in 30–90°E, 90–150°E, 210–270°E, and412

300–330°E, respectively, whereas they are located in 30–90°E, 120–210°E, 270–300°E,413

and 330–30°E at 2200 LT.414

From the description above, we see a close correlation between the spatial and415

temporal distribution of the uncertainties of zonal drift and electron density, while416

the uncertainty of vertical drift tends to appear independently from that of zonal417

drift and electron density.418

3.3 Uncertainty of neutral wind419

3.3.1 Universal time evolution420

The universal time evolution of the uncertainty of neutral winds at vertical421

pressure level 140 (∼ 300 km) is presented in Figure 7 with the same format as422

Figure 5. For zonal wind, larger uncertainties occur at 1100 and 1700 UT in the423

nighttime sector (2000–0200 LT and 0400–0800LT). At 2300 UT, zonal wind also424

shows large uncertainty during 0400–0800 LT. For meridional wind, the uncertainty425

shows a very different feature from that of zonal wind. At 0500 LT, larger uncer-426

tainty occurs in the morning sector (0200–1200 LT in the northern hemisphere and427

0400–0800 LT in the southern hemisphere). At 1100 UT, large uncertainty occurs428

in the evening sector in the southern hemisphere (with a moving trend from high to429

low latitudes and across the geographic equator) and in the morning sector in the430

northern hemisphere. The uncertainty during the daytime also happens in the af-431

ternoon sector, with a moving trend from high to low latitudes. At 1700 UT, larger432

uncertainty appears in the evening sector, with a trend moving from the northern433

hemisphere high latitude to low latitude and across the equator to the southern434

hemisphere in the local postmidnight sector. At 2300 UT, larger uncertainty mainly435

appears in the postmidnight sector away from the equator in the two hemispheres.436

These local time evolution features of neutral wind uncertainty indicate the effects of437

the universal time variation of the solar wind drivers and the differences in the zonal438

and meridional directions.439

3.3.2 Local time evolution440

The local time evolution of neutral wind uncertainty is presented in Figure441

8 with the same format as Figure 6. At the equatorial and low-latitude regions,442

larger uncertainty appears mainly at 2200 LT and 0000 LT between 0–180 °E, at443

0400 LT between 60–120°E, and at 0600 LT between 180–300°E. Uncertainty in the444

meridional direction is more scattered in longitudes. We also notice that the regions445

of larger uncertainty shift in longitude sectors with time. For example, the larger446

uncertainty at 2000 LT around 120°E in the southern hemisphere shifts to around447

180°E at 2200 LT, to around 240°E at 0000 LT, and to around 300 °E at 0200 LT.448

This is a signature of the longitudinal structure of electron density modulated by the449

tides in the lower atmosphere.450

3.4 Uncertainties at fixed locations451

Figure 9 presents the local time and vertical variation of electron density,452

plasma drift, and neutral wind uncertainties from three fixed locations along the453

magnetic equator. The first location is the location of Jicamarca (283.5°E) while454

the other two (163.5°E and 43.5°E) are 120 degrees away in longitude. The results455

are presented as a function of altitude (vertical pressure level for neutral winds) and456
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Figure 6. Local time evolution of the uncertainty of vertical (left) and zonal (right) plasma

drifts at 2000, 2200, 0000, 0200, 0400, and 0600 LT (from top to bottom) at 300 km. The ma-

genta line indicates the geographic equator, and the white lines indicate the magnetic equator

and 20°N and 20°S.
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Figure 7. Universal time evolution of the uncertainty of zonal (left) and meridional (right)

winds from 4 different UTs (from top to bottom).
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Figure 8. Local time evolution of the uncertainty of zonal (left) and meridional (right) winds

from 4 different LTs (from top to bottom).
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Figure 9. Uncertainty of electron density in logarithmic scale (first row), zonal drift (second

row), vertical drift (third row), zonal wind (fourth row), and meridional wind (bottom row) from

three locations (283.5°E, 163.5°E, and 43.5°E) along the magnetic equator. The vertical axes for

zonal and meridional winds are pressure levels.

local time. From the first row, we observe that the uncertainty of electron density at457

Jicamarca is large in the evening sector between 1900 and 2300 LT between 200 and458

350 km, while at 163.5°E it is large between 250 and 450 km in the evening sector459

and much smaller in the postmidnight sector between 200 and 250 km. At 43.5°E,460

the uncertainty in the evening sector is much larger than at Jicamarca and 163.5°E.461

As seen in the second row, large zonal drift uncertainty appears in the same local462

time sectors as that of the electron density, and the magnitudes also show a close463

correlation with the uncertainty of the electron density. In the third panel, the verti-464

cal drift exhibits large uncertainty in the postmidnight sector at Jicamarca, while at465

163.5°E it features moderate uncertainties in the evening (1900–2100, 2200–2400 LT)466

and postmidnight sectors (0300–0600 LT). At 43.5°E, moderate uncertainties ap-467

pear in the evening sector (1900–2300 LT). In the fourth row, the zonal wind shows468

large uncertainties above pressure level 130 in the dawn sector (0400–0800 LT) at469

Jicamarca, in the late night to postmidnight (2200–0100 LT) at 163.5°E, and in the470

evening sector (2000–2400 LT) at 43.5 °E. In the bottom, the meridional wind above471

pressure level 130 shows large uncertainties in the dawn sector (0̃600 LT) at Jica-472

marca, in the evening sector (2200–2300 LT) at 163.5°E, and in the evening sector473

(2000–2200 LT) at 43.5°E.474
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3.5 Sensitivity analysis475

In Figure 10, we present the sensitivity analysis results in the form of the prod-476

uct of the normalized standard deviation (

√
V[u]√

V[u]max

) and Sobol’ indices for IMF Bz,477

solar wind density, and solar wind speed in Figure. We do so to highlight the regions478

of large uncertainty and Sobol’ index. We limit our presentation to results at 0500479

and 1100 UT, as two examples. At 0500 UT, the sensitivity value for solar wind480

speed appears in a large region with larger magnitudes (especially at 250 km) than481

that for IMF Bz and solar wind density. At 1100 UT, we see the high-value region482

in the evening sector (2000–2400 LT), especially at 250 km, indicating the domi-483

nant contribution from IMF Bz to the uncertainty of electron density. We also see484

a region with great values in the dawn sector (0400–0600 LT) for solar wind speed,485

especially at 250 km.486

4 Discussion487

4.1 Local time/longitude dependence of uncertainty488

We find that the uncertainties of electron density in the F region are larger in489

the nighttime than in the daytime and are the largest during dusk and dawn sectors490

due to the variation of solar wind parameters. We also notice that the uncertainty491

shows longitudinal dependence with four peak structures. The local time variation of492

standard deviations has also been reported in previous numerical and observational493

analyses (Fang et al., 2018). Fang et al. (2018) showed that the variability of TEC494

and vertical plasma drift associated with the geomagnetic activity is stronger in the495

nighttime, especially in the postmidnight sector, than in the daytime at low lati-496

tudes. This could be associated with the lower background plasma density at night,497

and the disturbance dynamo electric field and prompt penetration electric field can498

change the plasma density and drift to a larger extent. The longitudinal dependence499

of the variability, however, has rarely been reported. A recent simulation study by500

Zhou et al. (2020) showed that the quiet-time day-to-day variability of E × B drift501

is largest at dawn and is mainly driven by the E region winds. In this study, as the502

lower atmosphere is constant, the variation of the solar wind could impact the equa-503

torial ionosphere through the penetration electric field in a short time (less than 3504

hours), the disturbance dynamo electric field in the long term (more than 20 hours),505

and the traveling ionospheric disturbance (TID) caused by the traveling atmospheric506

disturbance (TAD) induced by Joule heating at high latitudes (see, e.g., Bagiya et507

al., 2011; Chakrabarty et al., 2015).508

We found that the uncertainties of electron density and plasma drifts show a509

longitude structure with four peaks at fixed evening local times (2000 LT or 2200510

LT). This indicates a close correlation with the longitude structure of the equatorial511

ionization anomaly (EIA) reported in previous studies (Chen et al., 2016; Lin et512

al., 2007). The vertical variation of uncertainties in electron density also shows the513

signature of EIA. We present the mean electron at 2200 LT at 250, 300, and 350 km514

in Figure 11. We see a clear correlation between the low electron density region and515

the large uncertainty regions shown in Figure 4. We also observe a high correlation516

between the uncertainties of the equatorial electron density and zonal plasma drift.517

The question is then: what controls the longitude dependence of the uncertainty518

of the zonal plasma drift, hence the longitude dependence of the uncertainty of the519

electron density. B. G. Fejer et al. (2008) study the longitudinal dependence of dis-520

turbance vertical plasma drifts and show that the disturbance dynamo downward521

drift is largest in the eastern hemisphere in the dusk sector, and the disturbance dy-522

namo upward drift is largest in the late night in the western hemisphere. B. G. Fejer523

(2011) further shows that the longitude dependence of the disturbed plasma drift524

is associated with the longitude location where the high latitude energy deposition525
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Figure 10. Global distribution of sensitivity analysis results for the total effect Sobol’ index

at 0500 UT (first 3 rows) and 1100 UT (bottom 3 rows) as the product of the normalized stan-

dard deviation and Sobol’ index for IMF Bz (top), solar wind density (second row), and solar

wind speed (bottom) at 250 km (left), 300 km (middle), and 350 km (right). The white lines

indicate the magnetic equator and 20°N and 20°S.
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Figure 11. Mean electron density estimated with the PCE at 2200 LT from 250 (top), 300

(middle), and 350 (bottom) km.

takes place. This is also revealed in the uncertainty of meridional winds in Figure526

7. This again confirms the importance of the universal time variation of solar wind527

drivers.528

4.2 Solar wind driver and uncertainty of the IT system529

The two examples for sensitivity analysis in Section 3.5 show that solar wind530

speed plays a dominant role in the electron density uncertainty at 0500 UT, while531

IMF Bz plays a dominant role at 1100 UT. This difference indicates the importance532

of the universal time variation of the solar wind drivers. When we look at the solar533

wind drivers in Figure 2, IMF Bz at 0500 UT is mainly positive (northward), while534

it is around 0 at 1100 UT. Northward IMF Bz indicates weaker geomagnetic activity535

than zero or southward IMF Bz, when the solar wind speed will become important.536

WAM-IPE incorporates the empirical high-latitude electric field model (Weimer,537

2005) which takes solar wind drives as inputs. The solar wind speed and density will538

impact the IT system through the solar wind dynamic pressure term (ρv2, ρ, solar539

wind density, v, solar wind speed) in the model. Apparently, solar wind speed will540

play a larger role as apposed to solar wind density. The solar wind pressure will fur-541

ther affect the penetration electric field and therefore the low-latitude and equatorial542

IT system. We also see smaller uncertainties of plasma drifts and neutral winds at543

0500 UT in Figures 5 and 7, respectively. Therefore, the universal time variation544

of solar wind drivers and the polarity of IMF Bz are of critical importance to the545

uncertainty of the IT system. A model simulation study made by Greer et al. (2017)546

showed that the strongest enhancements of TEC occur in the American and Pacific547

sectors when the storm onset happens during 1600–2400 UT. While the storm onset548

is usually accompanied by a southward turn of IMF Bz, the simulation study again549

confirms the importance of the universal time variation of IMF Bz.550

4.3 Correlation between plasma drift and electron density551

As mentioned above, the uncertainty of electron density shows a closer corre-552

lation with the uncertainty of zonal drift as apposed to vertical drift. We performed553

a correlation analysis via a linear fitting with the uncertainties of zonal and vertical554

plasma drifts as input and the uncertainty of electron density as output. The re-555

sults corresponding to the three locations above (283.5°E, 163.5°E, and 43.5°E) are556

presented in Figure 12. We ignored the data points with the standard deviation of557

electron density was smaller than 0.01 in the logarithmic scale.558
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Figure 12. Correlation between the electron density and plasma drifts (left: vertical, right:

zonal) from the three locations (283.5°E, 163.5°E, and 43.5°E) at 250, 300, 350, 400, and 500

km (from top to bottom) selected from Figure 9. The red lines correspond to the linearly fitted

curves. The correlation coefficients, r2, and root mean squared error (rmse) are labeled in each

subplot. Only uncertainties larger than 0.01 are considered for correlation analysis.
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From these results, we see that the electron density is generally correlated559

more with zonal drift than with vertical drift, especially when the electron density560

uncertainty is large and in the dusk sector. This indicates that the electron density561

uncertainty is more closely associated with the zonal plasma drift. Previous studies562

showed that the equatorial zonal plasma drift is closely associated with the radial563

penetration electric field (Immel et al., 2004) at high latitudes.564

The role of equatorial zonal plasma drift has been comprehensively studied565

in Pavlov and Pavlova (2007), Pavlov and Pavlova (2008), Pavlov et al. (2008),and566

Pavlov and Pavlova (2013) under different conditions. Pavlov and Pavlova (2007)567

showed that the zonal drift could modify the nighttime equatorial ionosphere and568

lead to an up to 2.4-fold underestimation of NmF2 in equinox high solar activity569

conditions. Huang et al. (2010) further showed that the variation of the equatorial570

ionospheric ion density has an in-phase correspondence with the ion eastward ve-571

locity and an anti-phase correspondence with the ion upward velocity in the dusk572

sector. In Figure 12 of this study, we observe a high correlation between the electron573

density and zonal plasma drift and a smaller correlation between the electron den-574

sity and vertical plasma drift. This might indicate that the zonal plasma drift has a575

local effect on the electron density, while the vertical plasma drift has a non-local ef-576

fect on the electron density. The other possible reason might be that the local effect577

of vertical plasma drift on the equatorial electron density is countered by the ef-578

fect of meridional wind, which may in turn increase or decrease the electron density579

depending on the direction of meridional wind.580

We also note that the WAM-IPE model is based on one-way coupling in that581

the variability of plasma flow due to the direct impact of the prompt penetration582

electric field will not feed back to the neutrals. This indicates that the variability583

of the neutral winds might be underestimated and the variability of the plasma584

flow might be overestimated. Due to the model, we cannot address or quantify the585

overestimated or underestimated uncertainty in this study.586

5 Conclusion587

We have conducted a comprehensive analysis of the uncertainties of the elec-588

tron density, plasma drifts, and neutral winds by applying advanced data-driven589

modeling, UQ, and sensitivity analysis methods to the WAM-IPE simulation in the590

presence of varying solar wind conditions. We provide insight on various attributes591

of such uncertainties in terms of local time, altitude, longitude, and latitude depen-592

dence due to the varying solar wind drivers. The key findings are summarized as593

follows:594

1. The uncertainties of the equatorial electron density, plasma drifts, and neu-595

tral winds are larger at night. The uncertainties of zonal drift are mostly larger596

than those of vertical drift. The universal and local time evolution at different alti-597

tudes indicates a close correlation between the uncertainties of electron density and598

zonal drift. Our analysis further indicates that the electron density is more strongly599

correlated with the zonal drift than with the vertical drift.600

2. The sensitivity analysis via Sobol‘ indices indicates the importance of the601

universal time variation of solar wind drivers and the dominant role of the IMF Bz602

polarity in the uncertainties of the equatorial and low-latitude IT system. When603

IMF Bz is northward, the solar wind speed will play a larger role, while when it is604

0 or southward, IMF Bz will play a larger role. The combination of IMF Bz and605

solar wind speed can determine the cross-polar cap electric potential and, there-606

fore, the penetration electric field, which directly impacts the ionospheric state. The607
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Joule heating related to the electric field can further impact the thermospheric state608

through the propagation of neutral wind.609

3. The average state determined by the fixed F10.7 and lower atmospheric610

conditions can modulate the solar wind-associated variability of the IT system. The611

spatial (longitudinal, latitudinal, and vertical) distribution of the electron density612

uncertainty at fixed local times in the evening sectors shows modulation of the EIA,613

with larger uncertainty occurring at regions of low density (see Figures 11 and 4).614

The universal time evolution of the uncertainty of meridional wind also shows a615

propagating trend from one hemisphere to the opposite hemisphere. The local time616

evolution of the uncertainty of meridional winds shows a shift in the longitude di-617

rection, which is again associated with the longitudinal structure of the IT system618

modulated by tides propagated from the lower atmosphere.619

In addition, we find that larger uncertainties in the IT system from variations620

in solar wind mostly occur after 2000 LT, and the uncertainty of the vertical drift621

around sunset hours is small. This indicates that the uncertainties of the IT system622

due to the quiet-time solar wind variation might not be the only factor responsible623

for the day-to-day variability of postsunset ESF occurrence. However, a separate624

analysis relating the magnitude of this variability to the generation of ESF would be625

needed in order to reach this conclusion. Further analysis, considering the variabil-626

ity from the lower atmospheric tidal forcing, is needed and will form the basis of a627

future study.628

Open Research629

The ensemble of WAM-IPE simulations are accessible through630

https://tinyurl.com/wamipeuq. The WAM-IPE model is available at Github631

repository https://github.com/CU-SWQU/GSMWAM-IPE. The MCAVE model632

is adopted from https://github.com/ggbioing/mcvae. The solver to obtain PCE633

coefficents is open at https://friedlander.io/spgl1/install/.634
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