
P
os
te
d
on

22
A
u
g
20
23

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
es
so
ar
.1
69
27
22
27
.7
96
37
42
9/
v
1
—

T
h
is

a
p
re
p
ri
n
t
an

d
h
a
s
n
o
t
b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

Two-component phase scintillation spectra in the auroral region:

Observations and Model

Abdelhaq M Hamza1, Kaili Song1, Karim Meziane1, and Jayachandran P. Thayyil1

1University of New Brunswick

August 22, 2023

Abstract

The random amplitude and phase fluctuations observed in trans-ionospheric radio signals are caused by the presence of elec-

tron density irregularities in the ionosphere. Ground-based measurements of radio wave signals provide information about the

medium through which these signals propagate. The Canadian High Arctic Ionospheric Network (CHAIN) Global Position

System (GPS) receivers record radio signals emitted by the GPS satellites, enabling the study of their spectral characteris-

tics.This study presents examples of phase spectra with two power-law components. These components exhibit steeper spectral

slopes at higher frequencies and shallower ones at lower frequencies. In most cases, the breaking frequency point is statistically

larger than the frequency associated with the Fresnel scale under the Taylor hypothesis. To be more specific, we conducted a

spectral characterization of sixty (60) events recorded by the CHAIN Churchill GPS receiver, which is located in the auroral

oval. When fluctuations above the background level are only observed in the phase, the spectra tend to be systematically

steeper. Conversely, the power increase in higher frequency fluctuations accompanying amplitude scintillation tends to result

in shallower spectra. A basic yet powerful model of radio wave propagation through a turbulent ionosphere, characterized by a

power law electron density spectrum, can help to explain the two power laws observed in the scintillation events presented in

this study by identifying the role played by small-scale ionospheric irregularities in diffraction.
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Key Points:5

• Dual power-law spectra observed in phase scintillation in the auroral region.6

• Refraction versus diffraction.7

• Ionospheric irregularities and their connection to amplitude and phase scintilla-8

tion.9
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Abstract10

The random amplitude and phase fluctuations observed in trans-ionospheric radio sig-11

nals are caused by the presence of electron density irregularities in the ionosphere. Ground-12

based measurements of radio wave signals provide information about the medium through13

which these signals propagate. The Canadian High Arctic Ionospheric Network (CHAIN)14

Global Position System (GPS) receivers record radio signals emitted by the GPS satel-15

lites, enabling the study of their spectral characteristics.This study presents examples16

of phase spectra with two power-law components. These components exhibit steeper spec-17

tral slopes at higher frequencies and shallower ones at lower frequencies. In most cases,18

the breaking frequency point is statistically larger than the frequency associated with19

the Fresnel scale under the Taylor hypothesis. To be more specific, we conducted a spec-20

tral characterization of sixty (60) events recorded by the CHAIN Churchill GPS receiver,21

which is located in the auroral oval. When fluctuations above the background level are22

only observed in the phase, the spectra tend to be systematically steeper. Conversely,23

the power increase in higher frequency fluctuations accompanying amplitude scintilla-24

tion tends to result in shallower spectra. A basic yet powerful model of radio wave prop-25

agation through a turbulent ionosphere, characterized by a power law electron density26

spectrum, can help to explain the two power laws observed in the scintillation events pre-27

sented in this study by identifying the role played by small-scale ionospheric irregular-28

ities in diffraction.29

Plain Language Summary30

This study discusses the impact electron density irregularities in the ionosphere have31

on radio wave propagation. Ground-based measurements of Global Navigation Satellite32

System (GNSS) signals provide insights into their spectral characteristics. The study presents33

examples of phase spectra with two power-law components, showing steeper slopes at34

higher frequencies and shallower ones at lower frequencies. Phase fluctuations tend to35

result in steeper spectra, while amplitude scintillations lead to shallower spectra. The36

study suggests a simple model of radio wave propagation through a turbulent ionosphere37

to explain these observations.38

1 Introduction39

Radio wave scintillation is a physical phenomenon, first discovered by radio astronomers40

(see Hey et al. 1947), and associated with the distortion of radio waves emitted by as-41

tronomical sources and propagating through conducting media. Ionospheric scintillation42

is a particular case of the more general phenomenon of radio scintillation attributed to43

the distortion of radio waves emitted by the Global Navigation Satellite System (GNSS)44

when propagating through a turbulent ionosphere (Kintner et al., 2007; Rino, 1979). The45

cause of these signal fluctuations is attributed to the presence of irregularities in the iono-46

spheric electron density. These irregularities arise when free energy is available in the47

form of currents or large-scale pressure gradients to trigger instability mechanisms, such48

as the Farley-Buneman and Gradient-Drift instabilities, which in turn redistribute the49

energy in space and time (Aarons, 1997; Rino et al., 1981). The conventional theories50

suggest that when the linear threshold conditions are met the instabilities are triggered51

and waves will grow until quasi-linear and nonlinear effects will dissipate the currents52

and flatten the gradients to bring back the plasma to thermodynamic equilibrium. The53

return to equilibrium happens through the temporal and spatial redistribution of the free54

energy (see Francis F. Chen 2016), which in turn impose the observed power spectra.55

Radio waves propagating through the structured ionosphere undergo scattering,56

and it is the characteristics of various scattering processes that allow us to extract some57

of the fundamental ionospheric properties. On the ground, ionospheric scintillations are58

observed using Global Positioning System (GPS) receivers, which record time series and59
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display patterns that are largely determined by the spatial and temporal conditions of60

the ionospheric medium through which the radio signals propagate (Mezaoui et al., 2014;61

Jayachandran et al., 2017; Labelle & Kelley, 1986; Basu et al., 1990; Fremouw, 1980; Rufe-62

nach, 1972; Rino, 1979; Crane, 1976). The spectral analysis of scintillations is particu-63

larly valuable since it reveals some of the characteristics of these irregularities (Rino, 1979;64

Yeh & Liu, 1982; Wernik et al., 2003; Song et al., 2021). Many studies have been con-65

ducted to try and resolve the refractive effects from the diffractive ones (see McCaffrey66

and Jayachandran, 2019; Ghobadi et al., 2020; McCaffrey and Jayachandran, 2021; Con-67

roy et al., 2022) without bringing the problem to a close. Part of the challenge is due68

to signal detrending, and many methods have been proposed in the literature (see Forte69

and Radicella, 2002; Mushini et al., 2012; Spogli et al., 2021). The lack of a basic phys-70

ical model, which would clearly identify the refractive from the diffractive effects, needs71

to be remedied, and we propose to do so in the second part of this manuscript.72

By analogy with fluid turbulence, in a turbulent three-dimensional (3D) plasma,73

the energy cascades, i.e. the redistribution of energy, from the large scales to the smaller74

scales (Haerendal, 1973). This cascade of energy leads to power law spectra that reflect75

the partitioning of power among the various scale lengths on time scales often dictated76

by the growth and decay of irregularities in the plasma. When a fluid is constrained to77

flow within horizontal planes with negligible horizontal divergence, it exhibits 2D behaviour.78

A key feature of two-dimensional turbulence is the preferential accumulation of energy79

at large scales, where the energy inverse-cascades from smaller to larger scales. However,80

the dissipation of enstrophy occurs at small scales, leading to an inertial spectral range81

where enstrophy is transferred from large to small scales (Chen, 2006).82

Plasma density irregularities ranging from scales of 100 km to few meters (the ion83

gyroradius) are observed in the high latitude ionosphere (Aarons, 1997; Rino et al., 1981).84

Notably, Jin et al. (2019) conducted recent research that uncovered double slope power85

spectra in electron density, with clearly defined breaking scales spanning from 33 m to86

330 m. The transition to a steeper power-law would occur at scale size irregularities shorter87

than 125 m (Basu et al., 1990). Additionally, Spicher et al. (2014) reported that the elec-88

tron density measured by the ICI-2 sounding rocket in the high-latitude ionospheric F89

layer plasma exhibits double-slope power laws in regions of strong density gradients, which90

can be associated with polar cap enhanced density regions and their front or trailing edges91

in particular. These findings establish connections between the existing body of exper-92

imental evidence of fluid-like plasma turbulence in the ionosphere and the predictions93

of various fluid plasma models proposed to describe the dynamics of the turbulent iono-94

sphere.95

In the present work, we take advantage of the large body of literature about two-96

dimensional (2D) Navier-Stokes turbulence (Leith, 1971) to try and understand the sig-97

natures observed in the GNSS data by constructing a simple wave propagation model.98

The physical mechanisms leading to the dual-cascade of enstrophy and energy observed99

in two-dimensional fluid turbulence can help us understand the signatures in the radio100

signals recorded by ground-based GPS receivers at auroral latitudes. In section 2, we de-101

scribe the data collection. In section 3, the data analysis is conducted and the results102

are presented. Finally, section 4 is dedicated to a simple wave-propagation model to ex-103

plain the results of the analysis and shed some light on the power-laws observed.104

2 Data Description105

The Canadian High Arctic Ionospheric Network (CHAIN) is a distributed array106

of ground-based radio instruments located in the Canadian Arctic region. CHAIN is de-107

signed to take advantage of Canadian geographic vantage points for monitoring and study-108

ing the high latitude ionosphere (Jayachandran et al., 2009). CHAIN instruments are109

GNSS Ionospheric Scintillation and TEC Monitors (GISTM) and High Frequency (HF)110

–3–
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Figure 1. GPS L1 (1.575 GHz) measurements from 0714 to 0730 UTC for PRN4 at Churchill

station (chuc) on Mar 13, 2014. While the top panel shows the signal amplitude, the bottom

panel reports the carrier phase.

radars. The GISTMs in operation are Novatel GSV4004B and Septentrio PolaRxS Pro111

GNSS receivers (Van Dierendonck et al., 1993; Bougard et al., 2011). The Septentrio Po-112

laRxS Pro is a multi-frequency, multi-constellation receiver, racking the L1, L2 and L5113

signals independently of each other, and is designed for ionospheric studies and space114

weather applications. Each CHAIN receiver collects GPS observables from all visible GPS115

satellites. CHAIN has few locations with GISTM receivers recording data on L1, L2, and116

L5 frequencies at a 100 Hz sampling rate. For the present study, measurements collected117

at the Churchill (chuc) station (Geographic latitude 58.76 N, Geographic longitude 265.91E)118

provide data at 100 Hz sampling rate.119

3 Results120

For the present study, sixty-one scintillation events at the Churchill stations have121

been identified and selected during the time interval ranging from the year 2014 to 2021.122

A standard sixth-order Butterworth filter with a cutoff frequency of fc = 0.1 Hz was123

used to detrend the amplitude and phase fluctuations. After obtaining the detrended sig-124

nals, the amplitude and phase indices S4 and σΦ are computed and used to identify scin-125

tillation events in the amplitude and phase, respectively. All scintillation events used in126

this analysis with scintillation indices S4 and σϕ are less than 0.1, which can be attributed127

to a weak scintillation regime. Once an event is selected, the spectral analysis of phase128

variations is carried out.129

Figure 1 illustrates an example of phase and amplitude measurements collected at130

the chuc station for GPS PRN4, taken at a high elevation angle on March 13, 2014, from131

0714 UT to 0730 UT. The top and bottom panels depict the detrended amplitude and132

phase at the L1 frequency, respectively. The right y-axis indicates the elevation angle133

in degrees. Our focus is on the time interval between 07:18:00 and 07:19:10 UT, high-134

lighted by the red traces. During this interval (red trace), Figure 1 illustrates variations135
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Figure 2. Left panel: amplitude scintillation spectrum. Right panel: Phase scintillation spec-

trum (blue) and the background noise spectrum is shown in yellow. On both panels, the best

linear fit to fluctuations is indicated by the red straight line.

in carrier phase while observing minimal fluctuations in amplitude. Throughout the en-136

tire period of interest, both the signal amplitude and phase consistently remain elevated137

above the background level (yellow trace). We now proceed with the analysis by exam-138

ining the spectral characteristics of the observed signal fluctuations. The spectral anal-139

ysis of the phase and amplitude scintillation obtained for L1 is presented in Figure 2.140

In Figure 2, the left panel provides the power density spectrum of amplitude scin-141

tillation. The right panel displays the phase scintillation spectrum (in blue) along with142

the background noise phase spectrum (in yellow). The red line represents the best fit for143

the measured spectrum. All spectra were obtained using the Fast Fourier Transform, with144

a time window of approximately 1 minute, and are presented in a log-log scale. Partic-145

ularly, the amplitude scintillation spectrum exhibits a plateau below a critical frequency,146

denoted as f0. This plateau suggests a region of relatively constant power density in the147

amplitude scintillation. The fit parameters for the amplitude spectrum include the spec-148

tral slope (p = 2.33 ± 0.22) and the breaking frequency (f0 = 5.58 Hz), which are la-149

beled in the left panel of Figure 2. In contrast, the phase spectrum demonstrates two150

distinct components above the noise floor, in contrast to previously observed spectra with151

a single spectral slope. The noise spectrum (depicted in yellow) aids in visually identi-152

fying the noise frequency. A breakpoint frequency of fb = 3.9 Hz is observed in the phase153

spectrum, indicating a transition between the two slopes. More precisely, the power den-154

sity spectrum in Figure 2 reveals a distinct double-slope pattern for frequencies below155

approximately 11 Hz. Within this range, there are two distinct regions with different spec-156

tral slopes. The lower-frequency region, spanning from 0.1 Hz to 3.9 Hz, exhibits a rel-157

atively moderate slope of p1 = −1.79±0.245. On the other hand, the higher-frequency158

region, ranging from 3.9 Hz to 11 Hz, displays a steeper slope of p1 = −4±0.236. The159

precise values of the fit parameters and their corresponding errors are provided for each160

panel in Figure 2. The disparity in slope values between p2 and p1 is evident, indicat-161

ing that the higher-frequency region exhibits a more pronounced and steeper change com-162

pared to the lower-frequency region. This finding is consistent with the study conducted163

by Spicher et al. (2014). Furthermore, when comparing the phase scintillation spectrum164

and the amplitude scintillation spectrum, clear differences can be observed. The ampli-165

tude scintillation spectrum displays a single slope above the critical frequency f0 = 5.58166

Hz, indicating a consistent spectral behavior. However, the phase scintillation spectrum167

exhibits a distinct double-slope pattern with a breakpoint frequency of fb = 3.9 Hz. The168
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Figure 3. GPS L1 (1.575 GHz) measurements from 1210 to 1240 UTC for PRN21 at

Churchill station (chuc) on April, 5, 2014. While the top panel shows the signal amplitude,

the bottom panel depicts the carrier phase.

presence of two distinct components in the phase spectrum indicates that the spectral169

slopes differ from those observed in the amplitude spectrum. It is worth noting that the170

critical frequency f0 in the amplitude scintillation spectrum is not equal to the break-171

point frequency fb in the phase scintillation spectrum.172

Figure 3 presents a second example that exhibits similar characteristics to the pre-173

viously analyzed event. The top and bottom panels of Figure 3 display the recorded sig-174

nal amplitude and phase measurements, respectively, obtained from the chuc station for175

GPS PRN21 at a high elevation angle on April 5, 2014, between 12:10 and 12:40 UT.176

During a specific time interval (12:18:30-12:19:30 UT), significant variations in both phase177

and amplitude were observed, indicating the onset of amplitude and phase scintillation178

(represented by the red trace). The yellow trace represents the background noise, which179

assists in determining the noise phase spectrum. Figure 4 illustrates the power density180

spectra of amplitude and phase scintillation obtained by applying the Fast Fourier Trans-181

form (FFT) to a 60-second time window. The left panel displays the amplitude scintil-182

lation spectrum, while the right panel shows the phase scintillation spectrum. In con-183

trast to the amplitude spectrum, which exhibits a single slope characterized by p = −2.26±184

0.17, the phase spectrum demonstrates a double-slope profile. This indicates the pres-185

ence of two distinct spectral ranges suggesting two different physical mechanisms at play.186

By performing linear fits, the slope values for each segment of the phase spectrum can187

be determined. The lower-frequency region, ranging from 0.1 Hz to 3.9 Hz, exhibits a188

relatively shallow slope of p1 = 1.79± 0.245, while the higher-frequency region, span-189

ning from 3.9 Hz to 11 Hz, displays a steeper slope of p2 = 4±0.236. Notably, the slope190

p2 is found to be twice as big as p1.191

The same spectral analysis, as described above, was conducted for a total of sixty-192

one events collected between 2014 and 2021 at the chuc station. Figure 5 displays the193
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Figure 4. Same format as in Figure 2.
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The red straight line represents the line of slope unity.
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Figure 6.

results obtained from this analysis, comparing the spectral power index of phase scin-194

tillation at lower frequencies (y-axis) with the spectral power index at higher frequen-195

cies (x-axis). The error bars in the plot represent the uncertainty in the power index val-196

ues, denoted by p. The red straight line in the plot represents the equality of spectral197

slope values between the two components of the phase scintillation spectral slopes p1 and198

p2. The results depicted in Figure 5 clearly demonstrate that, for all the scintillation events199

analyzed, the slope at higher frequencies is consistently steeper when compared to the200

slope at lower frequencies. This observation indicates that the high-frequency range of201

the phase scintillation spectrum exhibits a steeper spectral slope in comparison to the202

low-frequency portion.203

In order to shed some light on the existence of two power-law spectra for the phase,204

we will compute the time-derivative of the phase and analyze its spectrum. When the205

Taylor hypothesis is satisfied, the time-derivative of the phase is directly related to the206

gradient of the phase, which represents the local component of the wave vector of the207

radio wave. if we denote by ϕ(x, z, t) the phase of the propagating wave (x ≡ (x, y)),208

the total time derivative of this phase is given by:209

dϕ

dt
=
∂ϕ

∂t
+ vd · ∇⊥ϕ+

∂ϕ

∂z

∂z

∂t

where vd represents a uniform drift velocity in the (x,y) plane (allowing the Taylor hy-210

pothesis to hold), and when we identify ∂ϕ
∂t = −ω and ∂ϕ

∂z = k with the local frequency211

and the local z-component of the wave vector, k, we can clearly observe that the spec-212

trum of the time-derivative of the phase depends very strongly on the gradient of the213

phase in the (x,y) plane as we shall demonstrate in section 4 below.214

In the absence of small scale ionospheric electron density irregularities, the com-215

ponent of the phase-gradient along the direction of propagation is invariant and refrac-216

tion is dominant. However, when small-scale electron density irregularities are present,217

diffraction takes over and large fluctuations in the phase-gradient along the direction of218

propagation arise as consequence. In other words, the time-derivative of the phase, when219

the Taylor hypothesis holds, represents this component of the phase-gradient, and its power220

spectrum should be directly related to the electron density power spectrum as will be221

discussed thoroughly in the section below describing an analytical model.222

The phase derivative is obtained by differentiating the phase signal with respect223

to time and applying the Fourier Transform to obtain its spectrum. Figure 6 illustrates224

the phase derivative spectra for two scintillation events: the left panel corresponds to225

the event depicted in Figure 1, and the right panel corresponds to the event showcased226

in Figure 3. In Figure 6, it is clear that the phase derivative spectra display two distinct227

components with a breakpoint frequency, fb, similar to the breakpoint frequency observed228

–8–
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in Figure 2 and Figure 4, respectively. However, notable disparities in spectral slope val-229

ues and overall shape are apparent when compared to the phase scintillation spectra de-230

picted in the right panels of Figure 2 and Figure 4. Notably, the low-frequency region231

of the phase derivative spectrum appears flat, indicating minimal variations with a slope232

close to zero. Conversely, the high-frequency (corresponding to high wave numbers when233

the Taylor hypothesis holds) region of the spectrum aligns with the p1 value observed234

in the right panels of Figure 2 and Figure 4, reflecting a steeper slope at small scales,235

large wave numbers. These findings provide valuable insights into the understanding of236

phase scintillation phenomena especially when it comes to separating the impacts of re-237

fraction from those of diffraction.238

Table 1. Spectral slopes of derivative (ϕ̇ PSD) and Spectral slopes of phase scintillation (ϕ

PSD)

Date of event
Spectral slope of ϕ̇ PSD Spectral slope of ϕ PSD

p1 p2 p1 p2

2014/3/13 0.34 −2.1 −1.7 −3.9

2014/4/3 0.24 −1.8 −1.8 −3.3

2014/4/5 0.49 −2.1 −1.8 −4

2014/4/18 −0.08 −1.9 −2.1 −4.1

2014/4/20 0.10 −1.7 −1.8 −4.6

2014/4/28 0.20 −1.9 −1.7 −4.0

2014/10/26 −0.10 −2.0 −2.1 −4.0

2014/10/20 0.01 −1.7 −1.7 −4.7

2014/11/4 −0.09 −2.1 −2.1 −3.1

2018/9/10 0.11 −1.7 −1.6 −2.9

2017/9/8 −0.06 −1.8 −2.0 −3.8

2017/9/8 0.09 −1.7 −2.0 −3.2

2019/8/5 −0.02 −2.7 −2.6 −4.4

2021/5/12 −0.13 −2.2 −2.1 −3.6

Table 1 presents a summary of the double-spectral slopes for the phase derivative239

spectra and phase scintillation spectra. The first column of the table indicates the dates240

of the scintillation events. The second and third columns represent the spectral slopes,241

denoted as p1, and p2, respectively, in the phase derivative spectrum at the lower and242

higher frequency ranges. The fourth and fifth columns display the corresponding spec-243

tral slopes, p1, and p2, in the phase scintillation spectrum. It is clearly illustrated that244

the spectral slope of the phase derivative at lower frequencies tends towards zero. On245

the other hand, the spectral slope of the phase derivative at higher frequencies is sim-246

ilar to the spectral slope observed in the phase scintillation spectrum at lower frequen-247

cies. This observation suggests that the high-frequency portion of the phase derivative248

spectrum exhibits a slope comparable to the slope observed in the low-frequency por-249

tion of the phase scintillation spectrum.250

–9–
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4 A Radio Wave Propagation Model for the Dual Power Laws251

Studies reported in the literature have suggested that Rayleigh-Taylor generated252

turbulence becomes anisotropic at intermediate and long wavelength (Bhattacharyya &253

Rastogi, 1986). Under such condition, there is no universal power law which describes254

the intermediate-scale irregularities(Franke et al., 1984).255

As mentioned in Section 1, observational evidence for two-component irregularity256

power spectrum has been reported. Possible mechanisms giving rise to a break in the257

irregularity spectrum was discussed by (Bhattacharyya & Rastogi, 1986). It is evident258

that the presence of a break-point in the irregularity spectrum yields a two-component259

scintillation spectrum.260

In our attempt to account for the two-component power law observed in the phase261

fluctuations, we have relied solely on the solution to the wave equation governing the prop-262

agation, which constitutes the backbone of the proposed model with no additional el-263

ements or hypothesis. From a fundamental point of view, the theoretical treatment of264

the propagation of an electromagnetic wave through a turbulent medium is a classical265

one, and might appear anachronistic given that it has attracted for many decades, and266

for various reasons, the interest of scientists and engineers.267

In the ionospheric scintillation context, however, where refraction and diffraction268

are entangled, very few physical models are available to help underpin the pertinent fac-269

tors that can fully capture the spectral features of the radio signal phase and amplitude270

fluctuations The simple model described below is an attempt to disentangle various scat-271

tering effects, and precisely addresses how the irregularity properties reflect on scintil-272

lation measurements on the ground. In particular, the model-framework presented in this273

section departs from some of the conventional standard formulation of scintillation mod-274

els (Yu et al., 2018; Rino et al., 1981) by precisely identifying the role played by iono-275

spheric irregularities in determining the type of scintillation event one should observe.276

The fundamental equation describing the evolution of the electric and magnetic field277

components of an electromagnetic wave is given by:278 {
∇2 − ϵ(x, z, t)

c2
∂2

∂t2

}
δEj(x, z, t) = 0 (1)

where δEj is any component of the electric field, ϵ(x, z, t) the medium dielectric func-279

tion and c the speed of light in the vacuum. Further down the derivation, the j-index280

is omitted. The index of refraction is defined by:281

n(x, z, t) =
√
ϵ(x, z, t) (2)

where ψ is the Fourier transform of δE(x, z, t) in time, with282

δE(x, z, t) =
1

2π

∫
ei(kz−ωt)ψ(x, z, ω)dω (3)

Applying the Fourier transform to the wave equation (1) leads283

2ik
∂ψ

∂z
+∇2

⊥ψ + k2(ϵ− 1)ψ = −∂
2ψ

∂z2
(4)

given the definition of the dielectric function in its most simple form284

ϵ− 1 = n2 − 1 = −4πe2

mω2
N(x, z) (5)

285

2ik
∂ψ

∂z
+∇2

⊥ψ − reN(x, z)ψ = −∂
2ψ

∂z2
(6)

where re =
4πe2

mc2 ≈ 2.8× 10−15m is the classical electron radius.286
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We neglect the right hand side of the final equation (4) (The second order deriva-287

tive with respect to the direction of propagation z). This approximation is often encoun-288

tered in the literature as the ”quasi-optics” approximation or ”parabolic” approxima-289

tion. The absence of a second derivative with respect the ”z” means no curvature in the290

z-direction, which physically translates to the absence of reflected waves in the z-direction.291

The wave equation becomes:292

2ik
∂ψ

∂z
+∇2

⊥ψ − reN(x, z)ψ = 0 (7)

A note, worthy of mention, is the fact this last equation is the analog of the two-293

dimensional time-dependent Schrodinger equation, with time replaced by the spatial co-294

ordinate z, and the time dependent potential represented by the z-dependent electron295

density. There is a trivial invariant for the Schrodinger equation:296

I =

∫
dx|ψ(x, z)|2 =

∫
dx|ψ(x, 0)|2 (8)

The energy-like function T (z) is not invariant.297

T (z) =

∫
dx

[
1

2k
(∇⊥ψ)

2 +
re
2k
N(x, z)|ψ(x, z)|2

]
(9)

with298

dT (z)

dz
=
re
2k

∫
dx
∂N(x, z)

∂z
|ψ(x, z)|2 (10)

The analog for energy E(z) can be considered an adiabatic invariant when the depen-299

dence of the electron density on z is weak.300

We now introduce the eikonal approximation and write ψ(x, z) as:301

ψ(x, z) = A(x, z) exp iS(x, z) (11)

where A(x, z) and S(x, z) are real functions. Note that we need to keep track of the fact302

that the total phase includes the term ei(kz−ωt), which leads to a total phase ϕ(x, z, t) =303

S(x, z)+kz−ωt, and which suggests a slow z-dependence of S(x, z). We should point304

out the fact that the gradient and time derivative of the total phase define the local wave305

number and the local frequency as follows:306

∂ϕ

∂z
=

∂S

∂z
+ k

∇⊥ϕ = ∇⊥S
∂ϕ

∂t
= −ω (12)

We insert the expression for ψ (11) into the wave equation (7), which leads to a system307

of coupled equations describing the evolution of the amplitude and phase of the wave,308

respectively.309

∂S

∂z
− 1

2k

∇2
⊥A

A
+

1

2k
(∇⊥S)

2 +
re
2k
N = 0 (13)

∂A2

∂z
+∇⊥ · [A

2

k
∇⊥S] = 0 (14)

Note that if we neglect the variations of the amplitude in the plane perpendicular to the310

direction of propagation z, we obtain the following set of equations:311

∂S

∂z
+

1

2k
(∇⊥S)

2 +
re
2k
N = 0 (15)

∂A2

∂z
+
A2

k
∇2

⊥S = 0 (16)
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note that equation (16) can also be written in a more compact form as follows:312

∂
[
lnA2

]
∂z

+
1

k
∇2

⊥S = 0 (17)

Equations (15) shows the phase is directly affected by the electron density and its fluc-313

tuations. The second term in equation (15), (∇⊥S)
2, is the refractive term. Indeed, one314

can define the local wave vector by its components (∇⊥S, k+
∂S
∂z ), which suggests that315

the component ∇⊥S determines the amount of rotation away from the z-axis when ∂S
∂z316

is negligible, and is therefore linked to refraction. On the other hand, equation (16) shows317

that the amplitude is affected by the curvature of the phase, ∇2
⊥S = ∇⊥·∇⊥S, which318

is a measure of steepest descent and identifies minima and maxima in the wave fronts,319

and is directly linked to diffraction. Note also that this Laplacian can be interpreted in320

terms of the divergence of the local perpendicular component of the wave-vector ∇⊥S.321

In other words, in the absence of small scale structures in the electron density, the am-322

plitude does not change (see (Song et al., 2023)). We should also point out the fact that323

refraction can be quantified by the ratio |∇⊥S|
k , while diffraction depends solely of the324

curvature of the phase S.325

The invariants (adiabatic invariant included), introduced above, can be expressed326

in terms of the amplitude and phase as follows,327

I =

∫
dxA2(x, z) =

∫
dxA2(x, 0)

T =
1

2k

∫
dx
[
(∇⊥A)

2 + (∇⊥S)
2A2 + reNA

2
]

(18)

Since we are primarily interested in power spectra, we will use the two-dimensional Fourier328

transforms of the Amplitude and the phase as defined by:329

A(x, z) =

∫
dqeiq·xA(q, z)

S(x, z) =

∫
dqeiq·xS(q, z) (19)

which in turn leads to the following equations for the Fourier components of the ampli-330

tude and phase, respectively,331

S(q, z) = − re
2k

∫ z

dz1N(q, z1)

+
k

2

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)S(q− p, z1) (20)[

lnA2
]
(q, z) =

q2

k

∫ z

dz1S(q, z1)

+ k

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)

[
lnA2

]
(q− p, z1) (21)

Note that if we follow the notation in (Yeh & Liu, 1982) and write A(x, z) = eχ(x,z),332

then
[
lnA2

]
= 2χ(x, z). It becomes clear that the second equation (21) is nothing but333

the equation for the Fourier transform of χ(x, z), which can be explicitly expressed as:334

χ(q, z) =
q2

2k

∫ z

dz1S(q, z1) + k

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)χ(q− p, z1) (22)

in fact, one can easily show the equation governing the variation of the amplitude with335

height (z) can be cast in the following form:336

∂χ

∂z
+∇⊥χ · ∇⊥S

k
+

1

2k
∇2

⊥S = 0 (23)
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which, in the case when one can neglect the variation of the amplitude in the plane per-337

pendicular to the direction of propagation or neglect the effects of refraction (second term338

in equation (23)), shows that the variation of the amplitude depends solely on the cur-339

vature of the phase. This clearly shows how diffraction affects the amplitude of the wave.340

Note also that given the size of re ≈ 10−15m and given the typical ionospheric341

densities of N ≈ 1011m−3, the term reN ≈ 10−4m−2.342

From a dimensional analysis of equation (7), and introducing the Fresnel scale length343

LF =
√
λz ≈ 500 m for the type of ionospheric problem we want to address, a per-344

pendicular scale L⊥ for the phase and a scale length Lc for the curvature of the phase,345

we can estimate from equations (15) and (16):346 {
2k
∂S

∂z

}
≈ [S]

L2
F

≈ 4× 10−6[S] ;
{
(∇⊥S)

2
}
≈ [S]2

L2
⊥

; {reN} ≈ 10−4m−2 (24)

347 {
k
∂
[
lnA2

]
∂z

}
≈
[
lnA2

]
L2
F

≈ 4× 10−6
[
lnA2

]
;
{
∇2

⊥S
}
≈ [S]

L2
c

(25)

comparing the size of these terms allows us to identify the dominant scattering mech-348

anisms. In the absence of small scale structures in the density, and noting that the sec-349

ond term in equation (24) when dominant leads to the geometrical optics approxima-350

tion and a mathematical description of refraction when balanced with the electron den-351

sity term. On the other hand, when the electron density is structured and small scale352

structures arise with length scales comparable to the fresnel scale, diffraction kicks in,353

and the second term in equation (25) becomes large enough to affect the amplitude.354

We will now focus on identifying the physical mechanism(s) responsible for the ap-355

pearance of dominant power laws in the power spectrum for the phase of radio signals356

detected by GPS receivers located in the auroral zone. To accomplish this task, we turn357

to the invariants identified above and express them in terms of Fourier components of358

the amplitude and phase.359

I =

∫
dx|ψ(x, z)|2 =

∫
dx|A(x, z)|2

=

∫
dq|A(q, z)|2 =

∫
dq|A(q, z = 0)|2 (26)

2kT =

∫
dqq2|A(q, z)|2

+ re

∫
dqN(q, z)

∫
dpA(p, z)A∗(q+ p, z)

+

∫
dqA(q, z)

∫
dp

∫
dr [r · (q− p− r)]A∗(p, z)S(r, z)S∗(q− p+ r, z) (27)

Note that because A(x, z) and S(x, z) are real functions, the complex conjugates of their360

Fourier components satisfy A∗(q, z) = A(−q, z) and S∗(q, z) = S(−q, z). The first361

expression (26) is an absolute invariant while the second (27) is an adiabatic one as dis-362

cussed above. Given the two expressions for the phase and the amplitude (20,21), there363

is clearly a closure problem. We shall iterate to only include terms to order r2e . The re-364

sults are:365

I =

∫
dq|A(q, z = 0)|2 (28)

2kT =

∫
dqq2|A(q, z)|2

+ re

∫
dqN(q, z)

∫
dpA(p, z)A∗(q+ p, z)

+
r2e
4

∫
dqA(q, z)

∫
dp

∫
dr

[
r · (q− p− r)

k2

]
A∗(p, z) ∗

–13–
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∗
∫ z

dz1

∫ z

dz2N(r, z1)N(−q+ p− r, z2) (29)

We will now show that by imposing a single power law spectrum for the amplitude366

consistent with the first invariant, the second invariant will reveal two power laws, one367

directly related to the amplitude and a second one related to the electron density spec-368

trum.369

Let us assume that the amplitude and density spectra are isotropic and are given370

by:371

|A(q, z)|2 = CAq
α for qAi ≤ q ≤ qAd (30)

|N(q, z)|2 = CNq
β for qNi ≤ q ≤ qNd (31)

where CA, CN are constants and where qAi and qAd are the limits of the amplitude spec-372

trum. Similarly, qNi and qNd represent the limits of the electron density spectrum.373

To order re, the two invariants are given by:374

I = 2πCA

∫ qAd

qAi

dqqα+1 (32)

T =
πCA

k

∫ qAd

qAi

dqqα+3

+
re
2k

∫
dqN(q, z)

∫
dpA(p, z)A(−q− p, z) (33)

Given the assumption of isotropy, we can insert the expressions for the Fourier com-375

ponents of the amplitude and the density to obtain the power spectrum for the phase376

from the energy-like invariant T .377

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(∫ q

+

∫
q

)
dp|q+ p]|α2 pα

2 +1

]
(34)

let us expand the |q+ p|α2 = (q2 + p2 + 2q · p)α
4 as follows:378

|q+ p]|α2 =

 q
α
2

(
1 + p2

q2 + 2q·p
q2

)α
4

if q > p

p
α
2

(
1 + q2

p2 + 2q·p
p2

)α
4

if p > q

which leads to the following expression for E when keeping the leading terms only:379

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(
q

α
2

∫ q

p0

p
α
2 +1dp+

∫ p1

q

pα+1dp

)]
(35)

which finally leads to:380

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(
αqα+2

(α+ 2)(α+ 4)
− 2q

α
2 p

α
2 +2
0

α+ 4
+
pα+2
1

α+ 2

)]
=

∫
dqE(q) (36)

From this expression, we deduce the energy-like power spectrum:381

E(q) =
πCA

k
qα+3

+
2π2re
k

CAC
1
2

Nq
β
2 +α+3 ∗

∗

(
α

(α+ 2)(α+ 4)
− 2

α+ 4

(
p0
q

)α
2 +2

+
1

α+ 2

(
p1
q

)α+2
)

(37)
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Note that (p0/q) < 1 and (p1/q) > 1, and that for −4 < α < −2 the last two terms382

in expression (37) can be dropped. This in turn leads to two dominant and competing383

terms in the energy-like power spectrum, and it is clear that for large q (small scales),384

the second term, which contains the information about the density spectrum, defines a385

new power law:386

E(q) ≈ πCA

k
qα+3 +

2π2αreCAC
1
2

N

k(α+ 2)(α+ 4)
q

β
2 +α+3 (38)

We now need to connect the phase power spectrum to the energy-like power spec-387

trum E(q). We can easily show and derive from equation (13) the following equation:388 ∫
dxA2(x, z)

∂S(x, z)

∂z
+ T (z) = 0 (39)

the function T (z) is by definition positive (see equation (18)), and consequently the first389

term should be negative for equation (39) to hold. We therefore conclude that the z-derivative390

of the phase should be small and negative; indeed, this is consistent with equation (15).391

We have assumed that T (z) = T (0) is an adiabatic invariant, and this in turn allows392

us to deduce that the first term in equation (39) is also independent of z in the adiabatic393

limit. We should note that to first order in re the power spectrum of ∂S(q,z)
∂z = Ṡ(q, z)394

is the same as the power spectrum for the electron density (see equation (15)) when ne-395

glecting refraction (neglecting the term (∇⊥S)
2 in equation (15)). However, when small396

scale structures arise in the density, one can no longer neglect the refractive term in equa-397

tion (15) and the diffractive term in the amplitude equation (16), giving rise to compet-398

ing power laws at two different scale ranges; a scale-range with scales much larger than399

the Fresnel scale, where diffractive effects are negligible, and a scale-range with small scales400

of the order of the Fresnel scale or smaller, where diffractive effects become dominant.401

Since we are also interested in the power spectrum of ∂S(q,z)
∂z = Ṡ(q, z), equation402

(39) can be expressed in Fourier space.403 ∫
dqṠ(q, z)

∫
dpA(p, z)A(−(p+ q), z) +

∫
dqE(q) = 0 (40)

note that we have already encountered the integral over p in equation (34). We can ap-404

ply the same arguments to try and estimate this integral to obtain:405 ∫
dq

[
−|Ṡ(q, z)| 2πα

(α+ 2)(α+ 4)
+

1

2k
+

παreC
1
2

N

k(α+ 2)(α+ 4)
q

β
2

]
qα+3 = 0 (41)

if we assume the power spectrum of Ṡ(q, z) to follow a power law, we can link the power406

index of the power spectrum for Ṡ to the power indices for the amplitude and the den-407

sity. Note, as discussed above, that to first order in re the power spectrum for Ṡ is the408

power spectrum of the density as also suggested by the term in square brackets in equa-409

tion (41).410 ∫
dq
[
qα+3|Ṡ(q, z)|

]
=

(α+ 2)(α+ 4)

4π2CAα
T (z) =

(α+ 2)(α+ 4)

4π2CAα
T (0) (42)

Equations (41) and (42) can be used interchangeably to calculate the power-law index411

of Ṡ in terms of the power-law indices for the amplitude and the density.412

4.1 Summary: The Refractive limit413

In the refractive limit, the curvature of the phase can be neglected and the equa-414

tions governing the evolution of the amplitude and the phase of the propagating radio415

wave reduce to:416

∂χ

∂z
+

(
∇⊥S

k

)
· ∇⊥χ ≈ 0
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∂S

∂z
+
k

2

(
∇⊥S

k

)2

+
re
2k
N = 0 (43)

The ray-path is defined by417

dx

dz
=

∇⊥S

k

which in turn leads to writing the equation for the amplitude as:418

∂χ

∂z
dz +∇⊥χ · dx = dχ ≈ 0

which means that the amplitude does not change and the amplitude spectrum is invari-419

ant, which is consistent with the invariant analysis discussed above. The equation for420

the phase suggests that for small-angle refraction the phase is determined by the total421

electron content, which in this case is dominated by large scale electron density struc-422

tures (small wave numbers). The refractive term in the equation for the phase (43) is423

quadratic and can be neglected for small-angle refraction, which leaves a phase completely424

dependent on the total electron content, and therefore a phase spectrum with very lit-425

tle power at large wave numbers.426

4.2 Summary: The Diffractive Limit427

In the diffractive limit, the gradient of the phase terms are neglected and the fol-428

lowing set of governing equations is obtained:429

∂χ

∂z
+

1

2k
∇2

⊥S ≈ 0

∂S

∂z
+
re
2k
N ≈ 0 (44)

This set of equations can also be written in the following form:430

S(x, z) ≈ − re
2k

∫ z

N(x, z1)dz1 (45)

S(q, z) ≈ − re
2k

∫ z

N(q, z1)dz1

∂2χ(x, z)

∂z2
≈ re

4k2
∇2

⊥N(x, z)

χ(x, z) ≈ re
4k2

∇2
⊥

∫ z

dz1

∫ z1

N(x, z2)dz2 (46)

χ(q, z) ≈ − re
4k2

q2
∫ z

dz1

∫ z1

N(q, z2)dz2

equations (45) and (46) show explicitly how the phase and amplitude are related to the431

density and the total electron content, respectively, and how the power spectra at large432

wave numbers, when small scale density structures are present, are related to the den-433

sity spectrum.434

5 Discussion and Conclusion435

The model presented above is a simple model yet powerful enough to predict spec-436

tra with two power-laws. It also sheds some light on the method to adopt to resolve the437

difference between refractive and diffractive effects. Equations (15) and (16) constitute438

the backbone of the model with terms easily identifiable with refraction, (∇⊥S)
2, with439

diffraction, ∇2
⊥S, and with the electron density N and therefore with the total electron440

content when integration over z is performed. When small scale density irregularities are441

absent and refraction is dominant, the amplitude remains invariant throughout propa-442

gation and the amplitude power-law spectrum is also invariant. However, when small scale443
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irregularities are present, the curvature of the phase is no longer negligible, and the con-444

tribution of the diffractive term to the amplitude equation suggest a readjustment of the445

power law. Moreover, the invariant I (related to the Born rule in quantum mechanics)446

suggests a shallower amplitude power law, which reflects the redistribution of power to447

small scale, large q. On the other hand, the presence of small scales in the density leads448

to a phase power spectrum similar to the density power spectrum.449
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Abstract10

The random amplitude and phase fluctuations observed in trans-ionospheric radio sig-11

nals are caused by the presence of electron density irregularities in the ionosphere. Ground-12

based measurements of radio wave signals provide information about the medium through13

which these signals propagate. The Canadian High Arctic Ionospheric Network (CHAIN)14

Global Position System (GPS) receivers record radio signals emitted by the GPS satel-15

lites, enabling the study of their spectral characteristics.This study presents examples16

of phase spectra with two power-law components. These components exhibit steeper spec-17

tral slopes at higher frequencies and shallower ones at lower frequencies. In most cases,18

the breaking frequency point is statistically larger than the frequency associated with19

the Fresnel scale under the Taylor hypothesis. To be more specific, we conducted a spec-20

tral characterization of sixty (60) events recorded by the CHAIN Churchill GPS receiver,21

which is located in the auroral oval. When fluctuations above the background level are22

only observed in the phase, the spectra tend to be systematically steeper. Conversely,23

the power increase in higher frequency fluctuations accompanying amplitude scintilla-24

tion tends to result in shallower spectra. A basic yet powerful model of radio wave prop-25

agation through a turbulent ionosphere, characterized by a power law electron density26

spectrum, can help to explain the two power laws observed in the scintillation events pre-27

sented in this study by identifying the role played by small-scale ionospheric irregular-28

ities in diffraction.29

Plain Language Summary30

This study discusses the impact electron density irregularities in the ionosphere have31

on radio wave propagation. Ground-based measurements of Global Navigation Satellite32

System (GNSS) signals provide insights into their spectral characteristics. The study presents33

examples of phase spectra with two power-law components, showing steeper slopes at34

higher frequencies and shallower ones at lower frequencies. Phase fluctuations tend to35

result in steeper spectra, while amplitude scintillations lead to shallower spectra. The36

study suggests a simple model of radio wave propagation through a turbulent ionosphere37

to explain these observations.38

1 Introduction39

Radio wave scintillation is a physical phenomenon, first discovered by radio astronomers40

(see Hey et al. 1947), and associated with the distortion of radio waves emitted by as-41

tronomical sources and propagating through conducting media. Ionospheric scintillation42

is a particular case of the more general phenomenon of radio scintillation attributed to43

the distortion of radio waves emitted by the Global Navigation Satellite System (GNSS)44

when propagating through a turbulent ionosphere (Kintner et al., 2007; Rino, 1979). The45

cause of these signal fluctuations is attributed to the presence of irregularities in the iono-46

spheric electron density. These irregularities arise when free energy is available in the47

form of currents or large-scale pressure gradients to trigger instability mechanisms, such48

as the Farley-Buneman and Gradient-Drift instabilities, which in turn redistribute the49

energy in space and time (Aarons, 1997; Rino et al., 1981). The conventional theories50

suggest that when the linear threshold conditions are met the instabilities are triggered51

and waves will grow until quasi-linear and nonlinear effects will dissipate the currents52

and flatten the gradients to bring back the plasma to thermodynamic equilibrium. The53

return to equilibrium happens through the temporal and spatial redistribution of the free54

energy (see Francis F. Chen 2016), which in turn impose the observed power spectra.55

Radio waves propagating through the structured ionosphere undergo scattering,56

and it is the characteristics of various scattering processes that allow us to extract some57

of the fundamental ionospheric properties. On the ground, ionospheric scintillations are58

observed using Global Positioning System (GPS) receivers, which record time series and59
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display patterns that are largely determined by the spatial and temporal conditions of60

the ionospheric medium through which the radio signals propagate (Mezaoui et al., 2014;61

Jayachandran et al., 2017; Labelle & Kelley, 1986; Basu et al., 1990; Fremouw, 1980; Rufe-62

nach, 1972; Rino, 1979; Crane, 1976). The spectral analysis of scintillations is particu-63

larly valuable since it reveals some of the characteristics of these irregularities (Rino, 1979;64

Yeh & Liu, 1982; Wernik et al., 2003; Song et al., 2021). Many studies have been con-65

ducted to try and resolve the refractive effects from the diffractive ones (see McCaffrey66

and Jayachandran, 2019; Ghobadi et al., 2020; McCaffrey and Jayachandran, 2021; Con-67

roy et al., 2022) without bringing the problem to a close. Part of the challenge is due68

to signal detrending, and many methods have been proposed in the literature (see Forte69

and Radicella, 2002; Mushini et al., 2012; Spogli et al., 2021). The lack of a basic phys-70

ical model, which would clearly identify the refractive from the diffractive effects, needs71

to be remedied, and we propose to do so in the second part of this manuscript.72

By analogy with fluid turbulence, in a turbulent three-dimensional (3D) plasma,73

the energy cascades, i.e. the redistribution of energy, from the large scales to the smaller74

scales (Haerendal, 1973). This cascade of energy leads to power law spectra that reflect75

the partitioning of power among the various scale lengths on time scales often dictated76

by the growth and decay of irregularities in the plasma. When a fluid is constrained to77

flow within horizontal planes with negligible horizontal divergence, it exhibits 2D behaviour.78

A key feature of two-dimensional turbulence is the preferential accumulation of energy79

at large scales, where the energy inverse-cascades from smaller to larger scales. However,80

the dissipation of enstrophy occurs at small scales, leading to an inertial spectral range81

where enstrophy is transferred from large to small scales (Chen, 2006).82

Plasma density irregularities ranging from scales of 100 km to few meters (the ion83

gyroradius) are observed in the high latitude ionosphere (Aarons, 1997; Rino et al., 1981).84

Notably, Jin et al. (2019) conducted recent research that uncovered double slope power85

spectra in electron density, with clearly defined breaking scales spanning from 33 m to86

330 m. The transition to a steeper power-law would occur at scale size irregularities shorter87

than 125 m (Basu et al., 1990). Additionally, Spicher et al. (2014) reported that the elec-88

tron density measured by the ICI-2 sounding rocket in the high-latitude ionospheric F89

layer plasma exhibits double-slope power laws in regions of strong density gradients, which90

can be associated with polar cap enhanced density regions and their front or trailing edges91

in particular. These findings establish connections between the existing body of exper-92

imental evidence of fluid-like plasma turbulence in the ionosphere and the predictions93

of various fluid plasma models proposed to describe the dynamics of the turbulent iono-94

sphere.95

In the present work, we take advantage of the large body of literature about two-96

dimensional (2D) Navier-Stokes turbulence (Leith, 1971) to try and understand the sig-97

natures observed in the GNSS data by constructing a simple wave propagation model.98

The physical mechanisms leading to the dual-cascade of enstrophy and energy observed99

in two-dimensional fluid turbulence can help us understand the signatures in the radio100

signals recorded by ground-based GPS receivers at auroral latitudes. In section 2, we de-101

scribe the data collection. In section 3, the data analysis is conducted and the results102

are presented. Finally, section 4 is dedicated to a simple wave-propagation model to ex-103

plain the results of the analysis and shed some light on the power-laws observed.104

2 Data Description105

The Canadian High Arctic Ionospheric Network (CHAIN) is a distributed array106

of ground-based radio instruments located in the Canadian Arctic region. CHAIN is de-107

signed to take advantage of Canadian geographic vantage points for monitoring and study-108

ing the high latitude ionosphere (Jayachandran et al., 2009). CHAIN instruments are109

GNSS Ionospheric Scintillation and TEC Monitors (GISTM) and High Frequency (HF)110
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Figure 1. GPS L1 (1.575 GHz) measurements from 0714 to 0730 UTC for PRN4 at Churchill

station (chuc) on Mar 13, 2014. While the top panel shows the signal amplitude, the bottom

panel reports the carrier phase.

radars. The GISTMs in operation are Novatel GSV4004B and Septentrio PolaRxS Pro111

GNSS receivers (Van Dierendonck et al., 1993; Bougard et al., 2011). The Septentrio Po-112

laRxS Pro is a multi-frequency, multi-constellation receiver, racking the L1, L2 and L5113

signals independently of each other, and is designed for ionospheric studies and space114

weather applications. Each CHAIN receiver collects GPS observables from all visible GPS115

satellites. CHAIN has few locations with GISTM receivers recording data on L1, L2, and116

L5 frequencies at a 100 Hz sampling rate. For the present study, measurements collected117

at the Churchill (chuc) station (Geographic latitude 58.76 N, Geographic longitude 265.91E)118

provide data at 100 Hz sampling rate.119

3 Results120

For the present study, sixty-one scintillation events at the Churchill stations have121

been identified and selected during the time interval ranging from the year 2014 to 2021.122

A standard sixth-order Butterworth filter with a cutoff frequency of fc = 0.1 Hz was123

used to detrend the amplitude and phase fluctuations. After obtaining the detrended sig-124

nals, the amplitude and phase indices S4 and σΦ are computed and used to identify scin-125

tillation events in the amplitude and phase, respectively. All scintillation events used in126

this analysis with scintillation indices S4 and σϕ are less than 0.1, which can be attributed127

to a weak scintillation regime. Once an event is selected, the spectral analysis of phase128

variations is carried out.129

Figure 1 illustrates an example of phase and amplitude measurements collected at130

the chuc station for GPS PRN4, taken at a high elevation angle on March 13, 2014, from131

0714 UT to 0730 UT. The top and bottom panels depict the detrended amplitude and132

phase at the L1 frequency, respectively. The right y-axis indicates the elevation angle133

in degrees. Our focus is on the time interval between 07:18:00 and 07:19:10 UT, high-134

lighted by the red traces. During this interval (red trace), Figure 1 illustrates variations135
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Figure 2. Left panel: amplitude scintillation spectrum. Right panel: Phase scintillation spec-

trum (blue) and the background noise spectrum is shown in yellow. On both panels, the best

linear fit to fluctuations is indicated by the red straight line.

in carrier phase while observing minimal fluctuations in amplitude. Throughout the en-136

tire period of interest, both the signal amplitude and phase consistently remain elevated137

above the background level (yellow trace). We now proceed with the analysis by exam-138

ining the spectral characteristics of the observed signal fluctuations. The spectral anal-139

ysis of the phase and amplitude scintillation obtained for L1 is presented in Figure 2.140

In Figure 2, the left panel provides the power density spectrum of amplitude scin-141

tillation. The right panel displays the phase scintillation spectrum (in blue) along with142

the background noise phase spectrum (in yellow). The red line represents the best fit for143

the measured spectrum. All spectra were obtained using the Fast Fourier Transform, with144

a time window of approximately 1 minute, and are presented in a log-log scale. Partic-145

ularly, the amplitude scintillation spectrum exhibits a plateau below a critical frequency,146

denoted as f0. This plateau suggests a region of relatively constant power density in the147

amplitude scintillation. The fit parameters for the amplitude spectrum include the spec-148

tral slope (p = 2.33 ± 0.22) and the breaking frequency (f0 = 5.58 Hz), which are la-149

beled in the left panel of Figure 2. In contrast, the phase spectrum demonstrates two150

distinct components above the noise floor, in contrast to previously observed spectra with151

a single spectral slope. The noise spectrum (depicted in yellow) aids in visually identi-152

fying the noise frequency. A breakpoint frequency of fb = 3.9 Hz is observed in the phase153

spectrum, indicating a transition between the two slopes. More precisely, the power den-154

sity spectrum in Figure 2 reveals a distinct double-slope pattern for frequencies below155

approximately 11 Hz. Within this range, there are two distinct regions with different spec-156

tral slopes. The lower-frequency region, spanning from 0.1 Hz to 3.9 Hz, exhibits a rel-157

atively moderate slope of p1 = −1.79±0.245. On the other hand, the higher-frequency158

region, ranging from 3.9 Hz to 11 Hz, displays a steeper slope of p1 = −4±0.236. The159

precise values of the fit parameters and their corresponding errors are provided for each160

panel in Figure 2. The disparity in slope values between p2 and p1 is evident, indicat-161

ing that the higher-frequency region exhibits a more pronounced and steeper change com-162

pared to the lower-frequency region. This finding is consistent with the study conducted163

by Spicher et al. (2014). Furthermore, when comparing the phase scintillation spectrum164

and the amplitude scintillation spectrum, clear differences can be observed. The ampli-165

tude scintillation spectrum displays a single slope above the critical frequency f0 = 5.58166

Hz, indicating a consistent spectral behavior. However, the phase scintillation spectrum167

exhibits a distinct double-slope pattern with a breakpoint frequency of fb = 3.9 Hz. The168
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Figure 3. GPS L1 (1.575 GHz) measurements from 1210 to 1240 UTC for PRN21 at

Churchill station (chuc) on April, 5, 2014. While the top panel shows the signal amplitude,

the bottom panel depicts the carrier phase.

presence of two distinct components in the phase spectrum indicates that the spectral169

slopes differ from those observed in the amplitude spectrum. It is worth noting that the170

critical frequency f0 in the amplitude scintillation spectrum is not equal to the break-171

point frequency fb in the phase scintillation spectrum.172

Figure 3 presents a second example that exhibits similar characteristics to the pre-173

viously analyzed event. The top and bottom panels of Figure 3 display the recorded sig-174

nal amplitude and phase measurements, respectively, obtained from the chuc station for175

GPS PRN21 at a high elevation angle on April 5, 2014, between 12:10 and 12:40 UT.176

During a specific time interval (12:18:30-12:19:30 UT), significant variations in both phase177

and amplitude were observed, indicating the onset of amplitude and phase scintillation178

(represented by the red trace). The yellow trace represents the background noise, which179

assists in determining the noise phase spectrum. Figure 4 illustrates the power density180

spectra of amplitude and phase scintillation obtained by applying the Fast Fourier Trans-181

form (FFT) to a 60-second time window. The left panel displays the amplitude scintil-182

lation spectrum, while the right panel shows the phase scintillation spectrum. In con-183

trast to the amplitude spectrum, which exhibits a single slope characterized by p = −2.26±184

0.17, the phase spectrum demonstrates a double-slope profile. This indicates the pres-185

ence of two distinct spectral ranges suggesting two different physical mechanisms at play.186

By performing linear fits, the slope values for each segment of the phase spectrum can187

be determined. The lower-frequency region, ranging from 0.1 Hz to 3.9 Hz, exhibits a188

relatively shallow slope of p1 = 1.79± 0.245, while the higher-frequency region, span-189

ning from 3.9 Hz to 11 Hz, displays a steeper slope of p2 = 4±0.236. Notably, the slope190

p2 is found to be twice as big as p1.191

The same spectral analysis, as described above, was conducted for a total of sixty-192

one events collected between 2014 and 2021 at the chuc station. Figure 5 displays the193
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Figure 6.

results obtained from this analysis, comparing the spectral power index of phase scin-194

tillation at lower frequencies (y-axis) with the spectral power index at higher frequen-195

cies (x-axis). The error bars in the plot represent the uncertainty in the power index val-196

ues, denoted by p. The red straight line in the plot represents the equality of spectral197

slope values between the two components of the phase scintillation spectral slopes p1 and198

p2. The results depicted in Figure 5 clearly demonstrate that, for all the scintillation events199

analyzed, the slope at higher frequencies is consistently steeper when compared to the200

slope at lower frequencies. This observation indicates that the high-frequency range of201

the phase scintillation spectrum exhibits a steeper spectral slope in comparison to the202

low-frequency portion.203

In order to shed some light on the existence of two power-law spectra for the phase,204

we will compute the time-derivative of the phase and analyze its spectrum. When the205

Taylor hypothesis is satisfied, the time-derivative of the phase is directly related to the206

gradient of the phase, which represents the local component of the wave vector of the207

radio wave. if we denote by ϕ(x, z, t) the phase of the propagating wave (x ≡ (x, y)),208

the total time derivative of this phase is given by:209

dϕ

dt
=
∂ϕ

∂t
+ vd · ∇⊥ϕ+

∂ϕ

∂z

∂z

∂t

where vd represents a uniform drift velocity in the (x,y) plane (allowing the Taylor hy-210

pothesis to hold), and when we identify ∂ϕ
∂t = −ω and ∂ϕ

∂z = k with the local frequency211

and the local z-component of the wave vector, k, we can clearly observe that the spec-212

trum of the time-derivative of the phase depends very strongly on the gradient of the213

phase in the (x,y) plane as we shall demonstrate in section 4 below.214

In the absence of small scale ionospheric electron density irregularities, the com-215

ponent of the phase-gradient along the direction of propagation is invariant and refrac-216

tion is dominant. However, when small-scale electron density irregularities are present,217

diffraction takes over and large fluctuations in the phase-gradient along the direction of218

propagation arise as consequence. In other words, the time-derivative of the phase, when219

the Taylor hypothesis holds, represents this component of the phase-gradient, and its power220

spectrum should be directly related to the electron density power spectrum as will be221

discussed thoroughly in the section below describing an analytical model.222

The phase derivative is obtained by differentiating the phase signal with respect223

to time and applying the Fourier Transform to obtain its spectrum. Figure 6 illustrates224

the phase derivative spectra for two scintillation events: the left panel corresponds to225

the event depicted in Figure 1, and the right panel corresponds to the event showcased226

in Figure 3. In Figure 6, it is clear that the phase derivative spectra display two distinct227

components with a breakpoint frequency, fb, similar to the breakpoint frequency observed228
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in Figure 2 and Figure 4, respectively. However, notable disparities in spectral slope val-229

ues and overall shape are apparent when compared to the phase scintillation spectra de-230

picted in the right panels of Figure 2 and Figure 4. Notably, the low-frequency region231

of the phase derivative spectrum appears flat, indicating minimal variations with a slope232

close to zero. Conversely, the high-frequency (corresponding to high wave numbers when233

the Taylor hypothesis holds) region of the spectrum aligns with the p1 value observed234

in the right panels of Figure 2 and Figure 4, reflecting a steeper slope at small scales,235

large wave numbers. These findings provide valuable insights into the understanding of236

phase scintillation phenomena especially when it comes to separating the impacts of re-237

fraction from those of diffraction.238

Table 1. Spectral slopes of derivative (ϕ̇ PSD) and Spectral slopes of phase scintillation (ϕ

PSD)

Date of event
Spectral slope of ϕ̇ PSD Spectral slope of ϕ PSD

p1 p2 p1 p2

2014/3/13 0.34 −2.1 −1.7 −3.9

2014/4/3 0.24 −1.8 −1.8 −3.3

2014/4/5 0.49 −2.1 −1.8 −4

2014/4/18 −0.08 −1.9 −2.1 −4.1

2014/4/20 0.10 −1.7 −1.8 −4.6

2014/4/28 0.20 −1.9 −1.7 −4.0

2014/10/26 −0.10 −2.0 −2.1 −4.0

2014/10/20 0.01 −1.7 −1.7 −4.7

2014/11/4 −0.09 −2.1 −2.1 −3.1

2018/9/10 0.11 −1.7 −1.6 −2.9

2017/9/8 −0.06 −1.8 −2.0 −3.8

2017/9/8 0.09 −1.7 −2.0 −3.2

2019/8/5 −0.02 −2.7 −2.6 −4.4

2021/5/12 −0.13 −2.2 −2.1 −3.6

Table 1 presents a summary of the double-spectral slopes for the phase derivative239

spectra and phase scintillation spectra. The first column of the table indicates the dates240

of the scintillation events. The second and third columns represent the spectral slopes,241

denoted as p1, and p2, respectively, in the phase derivative spectrum at the lower and242

higher frequency ranges. The fourth and fifth columns display the corresponding spec-243

tral slopes, p1, and p2, in the phase scintillation spectrum. It is clearly illustrated that244

the spectral slope of the phase derivative at lower frequencies tends towards zero. On245

the other hand, the spectral slope of the phase derivative at higher frequencies is sim-246

ilar to the spectral slope observed in the phase scintillation spectrum at lower frequen-247

cies. This observation suggests that the high-frequency portion of the phase derivative248

spectrum exhibits a slope comparable to the slope observed in the low-frequency por-249

tion of the phase scintillation spectrum.250
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4 A Radio Wave Propagation Model for the Dual Power Laws251

Studies reported in the literature have suggested that Rayleigh-Taylor generated252

turbulence becomes anisotropic at intermediate and long wavelength (Bhattacharyya &253

Rastogi, 1986). Under such condition, there is no universal power law which describes254

the intermediate-scale irregularities(Franke et al., 1984).255

As mentioned in Section 1, observational evidence for two-component irregularity256

power spectrum has been reported. Possible mechanisms giving rise to a break in the257

irregularity spectrum was discussed by (Bhattacharyya & Rastogi, 1986). It is evident258

that the presence of a break-point in the irregularity spectrum yields a two-component259

scintillation spectrum.260

In our attempt to account for the two-component power law observed in the phase261

fluctuations, we have relied solely on the solution to the wave equation governing the prop-262

agation, which constitutes the backbone of the proposed model with no additional el-263

ements or hypothesis. From a fundamental point of view, the theoretical treatment of264

the propagation of an electromagnetic wave through a turbulent medium is a classical265

one, and might appear anachronistic given that it has attracted for many decades, and266

for various reasons, the interest of scientists and engineers.267

In the ionospheric scintillation context, however, where refraction and diffraction268

are entangled, very few physical models are available to help underpin the pertinent fac-269

tors that can fully capture the spectral features of the radio signal phase and amplitude270

fluctuations The simple model described below is an attempt to disentangle various scat-271

tering effects, and precisely addresses how the irregularity properties reflect on scintil-272

lation measurements on the ground. In particular, the model-framework presented in this273

section departs from some of the conventional standard formulation of scintillation mod-274

els (Yu et al., 2018; Rino et al., 1981) by precisely identifying the role played by iono-275

spheric irregularities in determining the type of scintillation event one should observe.276

The fundamental equation describing the evolution of the electric and magnetic field277

components of an electromagnetic wave is given by:278 {
∇2 − ϵ(x, z, t)

c2
∂2

∂t2

}
δEj(x, z, t) = 0 (1)

where δEj is any component of the electric field, ϵ(x, z, t) the medium dielectric func-279

tion and c the speed of light in the vacuum. Further down the derivation, the j-index280

is omitted. The index of refraction is defined by:281

n(x, z, t) =
√
ϵ(x, z, t) (2)

where ψ is the Fourier transform of δE(x, z, t) in time, with282

δE(x, z, t) =
1

2π

∫
ei(kz−ωt)ψ(x, z, ω)dω (3)

Applying the Fourier transform to the wave equation (1) leads283

2ik
∂ψ

∂z
+∇2

⊥ψ + k2(ϵ− 1)ψ = −∂
2ψ

∂z2
(4)

given the definition of the dielectric function in its most simple form284

ϵ− 1 = n2 − 1 = −4πe2

mω2
N(x, z) (5)

285

2ik
∂ψ

∂z
+∇2

⊥ψ − reN(x, z)ψ = −∂
2ψ

∂z2
(6)

where re =
4πe2

mc2 ≈ 2.8× 10−15m is the classical electron radius.286
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We neglect the right hand side of the final equation (4) (The second order deriva-287

tive with respect to the direction of propagation z). This approximation is often encoun-288

tered in the literature as the ”quasi-optics” approximation or ”parabolic” approxima-289

tion. The absence of a second derivative with respect the ”z” means no curvature in the290

z-direction, which physically translates to the absence of reflected waves in the z-direction.291

The wave equation becomes:292

2ik
∂ψ

∂z
+∇2

⊥ψ − reN(x, z)ψ = 0 (7)

A note, worthy of mention, is the fact this last equation is the analog of the two-293

dimensional time-dependent Schrodinger equation, with time replaced by the spatial co-294

ordinate z, and the time dependent potential represented by the z-dependent electron295

density. There is a trivial invariant for the Schrodinger equation:296

I =

∫
dx|ψ(x, z)|2 =

∫
dx|ψ(x, 0)|2 (8)

The energy-like function T (z) is not invariant.297

T (z) =

∫
dx

[
1

2k
(∇⊥ψ)

2 +
re
2k
N(x, z)|ψ(x, z)|2

]
(9)

with298

dT (z)

dz
=
re
2k

∫
dx
∂N(x, z)

∂z
|ψ(x, z)|2 (10)

The analog for energy E(z) can be considered an adiabatic invariant when the depen-299

dence of the electron density on z is weak.300

We now introduce the eikonal approximation and write ψ(x, z) as:301

ψ(x, z) = A(x, z) exp iS(x, z) (11)

where A(x, z) and S(x, z) are real functions. Note that we need to keep track of the fact302

that the total phase includes the term ei(kz−ωt), which leads to a total phase ϕ(x, z, t) =303

S(x, z)+kz−ωt, and which suggests a slow z-dependence of S(x, z). We should point304

out the fact that the gradient and time derivative of the total phase define the local wave305

number and the local frequency as follows:306

∂ϕ

∂z
=

∂S

∂z
+ k

∇⊥ϕ = ∇⊥S
∂ϕ

∂t
= −ω (12)

We insert the expression for ψ (11) into the wave equation (7), which leads to a system307

of coupled equations describing the evolution of the amplitude and phase of the wave,308

respectively.309

∂S

∂z
− 1

2k

∇2
⊥A

A
+

1

2k
(∇⊥S)

2 +
re
2k
N = 0 (13)

∂A2

∂z
+∇⊥ · [A

2

k
∇⊥S] = 0 (14)

Note that if we neglect the variations of the amplitude in the plane perpendicular to the310

direction of propagation z, we obtain the following set of equations:311

∂S

∂z
+

1

2k
(∇⊥S)

2 +
re
2k
N = 0 (15)

∂A2

∂z
+
A2

k
∇2

⊥S = 0 (16)
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note that equation (16) can also be written in a more compact form as follows:312

∂
[
lnA2

]
∂z

+
1

k
∇2

⊥S = 0 (17)

Equations (15) shows the phase is directly affected by the electron density and its fluc-313

tuations. The second term in equation (15), (∇⊥S)
2, is the refractive term. Indeed, one314

can define the local wave vector by its components (∇⊥S, k+
∂S
∂z ), which suggests that315

the component ∇⊥S determines the amount of rotation away from the z-axis when ∂S
∂z316

is negligible, and is therefore linked to refraction. On the other hand, equation (16) shows317

that the amplitude is affected by the curvature of the phase, ∇2
⊥S = ∇⊥·∇⊥S, which318

is a measure of steepest descent and identifies minima and maxima in the wave fronts,319

and is directly linked to diffraction. Note also that this Laplacian can be interpreted in320

terms of the divergence of the local perpendicular component of the wave-vector ∇⊥S.321

In other words, in the absence of small scale structures in the electron density, the am-322

plitude does not change (see (Song et al., 2023)). We should also point out the fact that323

refraction can be quantified by the ratio |∇⊥S|
k , while diffraction depends solely of the324

curvature of the phase S.325

The invariants (adiabatic invariant included), introduced above, can be expressed326

in terms of the amplitude and phase as follows,327

I =

∫
dxA2(x, z) =

∫
dxA2(x, 0)

T =
1

2k

∫
dx
[
(∇⊥A)

2 + (∇⊥S)
2A2 + reNA

2
]

(18)

Since we are primarily interested in power spectra, we will use the two-dimensional Fourier328

transforms of the Amplitude and the phase as defined by:329

A(x, z) =

∫
dqeiq·xA(q, z)

S(x, z) =

∫
dqeiq·xS(q, z) (19)

which in turn leads to the following equations for the Fourier components of the ampli-330

tude and phase, respectively,331

S(q, z) = − re
2k

∫ z

dz1N(q, z1)

+
k

2

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)S(q− p, z1) (20)[

lnA2
]
(q, z) =

q2

k

∫ z

dz1S(q, z1)

+ k

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)

[
lnA2

]
(q− p, z1) (21)

Note that if we follow the notation in (Yeh & Liu, 1982) and write A(x, z) = eχ(x,z),332

then
[
lnA2

]
= 2χ(x, z). It becomes clear that the second equation (21) is nothing but333

the equation for the Fourier transform of χ(x, z), which can be explicitly expressed as:334

χ(q, z) =
q2

2k

∫ z

dz1S(q, z1) + k

∫ z

dz1

∫
dp

p · (q− p)

k2
S(p, z1)χ(q− p, z1) (22)

in fact, one can easily show the equation governing the variation of the amplitude with335

height (z) can be cast in the following form:336

∂χ

∂z
+∇⊥χ · ∇⊥S

k
+

1

2k
∇2

⊥S = 0 (23)
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which, in the case when one can neglect the variation of the amplitude in the plane per-337

pendicular to the direction of propagation or neglect the effects of refraction (second term338

in equation (23)), shows that the variation of the amplitude depends solely on the cur-339

vature of the phase. This clearly shows how diffraction affects the amplitude of the wave.340

Note also that given the size of re ≈ 10−15m and given the typical ionospheric341

densities of N ≈ 1011m−3, the term reN ≈ 10−4m−2.342

From a dimensional analysis of equation (7), and introducing the Fresnel scale length343

LF =
√
λz ≈ 500 m for the type of ionospheric problem we want to address, a per-344

pendicular scale L⊥ for the phase and a scale length Lc for the curvature of the phase,345

we can estimate from equations (15) and (16):346 {
2k
∂S

∂z

}
≈ [S]

L2
F

≈ 4× 10−6[S] ;
{
(∇⊥S)

2
}
≈ [S]2

L2
⊥

; {reN} ≈ 10−4m−2 (24)

347 {
k
∂
[
lnA2

]
∂z

}
≈
[
lnA2

]
L2
F

≈ 4× 10−6
[
lnA2

]
;
{
∇2

⊥S
}
≈ [S]

L2
c

(25)

comparing the size of these terms allows us to identify the dominant scattering mech-348

anisms. In the absence of small scale structures in the density, and noting that the sec-349

ond term in equation (24) when dominant leads to the geometrical optics approxima-350

tion and a mathematical description of refraction when balanced with the electron den-351

sity term. On the other hand, when the electron density is structured and small scale352

structures arise with length scales comparable to the fresnel scale, diffraction kicks in,353

and the second term in equation (25) becomes large enough to affect the amplitude.354

We will now focus on identifying the physical mechanism(s) responsible for the ap-355

pearance of dominant power laws in the power spectrum for the phase of radio signals356

detected by GPS receivers located in the auroral zone. To accomplish this task, we turn357

to the invariants identified above and express them in terms of Fourier components of358

the amplitude and phase.359

I =

∫
dx|ψ(x, z)|2 =

∫
dx|A(x, z)|2

=

∫
dq|A(q, z)|2 =

∫
dq|A(q, z = 0)|2 (26)

2kT =

∫
dqq2|A(q, z)|2

+ re

∫
dqN(q, z)

∫
dpA(p, z)A∗(q+ p, z)

+

∫
dqA(q, z)

∫
dp

∫
dr [r · (q− p− r)]A∗(p, z)S(r, z)S∗(q− p+ r, z) (27)

Note that because A(x, z) and S(x, z) are real functions, the complex conjugates of their360

Fourier components satisfy A∗(q, z) = A(−q, z) and S∗(q, z) = S(−q, z). The first361

expression (26) is an absolute invariant while the second (27) is an adiabatic one as dis-362

cussed above. Given the two expressions for the phase and the amplitude (20,21), there363

is clearly a closure problem. We shall iterate to only include terms to order r2e . The re-364

sults are:365

I =

∫
dq|A(q, z = 0)|2 (28)

2kT =

∫
dqq2|A(q, z)|2

+ re

∫
dqN(q, z)

∫
dpA(p, z)A∗(q+ p, z)

+
r2e
4

∫
dqA(q, z)

∫
dp

∫
dr

[
r · (q− p− r)

k2

]
A∗(p, z) ∗

–13–



manuscript submitted to Journal of Geophysical Research

∗
∫ z

dz1

∫ z

dz2N(r, z1)N(−q+ p− r, z2) (29)

We will now show that by imposing a single power law spectrum for the amplitude366

consistent with the first invariant, the second invariant will reveal two power laws, one367

directly related to the amplitude and a second one related to the electron density spec-368

trum.369

Let us assume that the amplitude and density spectra are isotropic and are given370

by:371

|A(q, z)|2 = CAq
α for qAi ≤ q ≤ qAd (30)

|N(q, z)|2 = CNq
β for qNi ≤ q ≤ qNd (31)

where CA, CN are constants and where qAi and qAd are the limits of the amplitude spec-372

trum. Similarly, qNi and qNd represent the limits of the electron density spectrum.373

To order re, the two invariants are given by:374

I = 2πCA

∫ qAd

qAi

dqqα+1 (32)

T =
πCA

k

∫ qAd

qAi

dqqα+3

+
re
2k

∫
dqN(q, z)

∫
dpA(p, z)A(−q− p, z) (33)

Given the assumption of isotropy, we can insert the expressions for the Fourier com-375

ponents of the amplitude and the density to obtain the power spectrum for the phase376

from the energy-like invariant T .377

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(∫ q

+

∫
q

)
dp|q+ p]|α2 pα

2 +1

]
(34)

let us expand the |q+ p|α2 = (q2 + p2 + 2q · p)α
4 as follows:378

|q+ p]|α2 =

 q
α
2

(
1 + p2

q2 + 2q·p
q2

)α
4

if q > p

p
α
2

(
1 + q2

p2 + 2q·p
p2

)α
4

if p > q

which leads to the following expression for E when keeping the leading terms only:379

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(
q

α
2

∫ q

p0

p
α
2 +1dp+

∫ p1

q

pα+1dp

)]
(35)

which finally leads to:380

T =
πCA

k

∫
dq

[
qα+3 + 2πreC

1
2

Nq
β
2 +1

(
αqα+2

(α+ 2)(α+ 4)
− 2q

α
2 p

α
2 +2
0

α+ 4
+
pα+2
1

α+ 2

)]
=

∫
dqE(q) (36)

From this expression, we deduce the energy-like power spectrum:381

E(q) =
πCA

k
qα+3

+
2π2re
k

CAC
1
2

Nq
β
2 +α+3 ∗

∗

(
α

(α+ 2)(α+ 4)
− 2

α+ 4

(
p0
q

)α
2 +2

+
1

α+ 2

(
p1
q

)α+2
)

(37)
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Note that (p0/q) < 1 and (p1/q) > 1, and that for −4 < α < −2 the last two terms382

in expression (37) can be dropped. This in turn leads to two dominant and competing383

terms in the energy-like power spectrum, and it is clear that for large q (small scales),384

the second term, which contains the information about the density spectrum, defines a385

new power law:386

E(q) ≈ πCA

k
qα+3 +

2π2αreCAC
1
2

N

k(α+ 2)(α+ 4)
q

β
2 +α+3 (38)

We now need to connect the phase power spectrum to the energy-like power spec-387

trum E(q). We can easily show and derive from equation (13) the following equation:388 ∫
dxA2(x, z)

∂S(x, z)

∂z
+ T (z) = 0 (39)

the function T (z) is by definition positive (see equation (18)), and consequently the first389

term should be negative for equation (39) to hold. We therefore conclude that the z-derivative390

of the phase should be small and negative; indeed, this is consistent with equation (15).391

We have assumed that T (z) = T (0) is an adiabatic invariant, and this in turn allows392

us to deduce that the first term in equation (39) is also independent of z in the adiabatic393

limit. We should note that to first order in re the power spectrum of ∂S(q,z)
∂z = Ṡ(q, z)394

is the same as the power spectrum for the electron density (see equation (15)) when ne-395

glecting refraction (neglecting the term (∇⊥S)
2 in equation (15)). However, when small396

scale structures arise in the density, one can no longer neglect the refractive term in equa-397

tion (15) and the diffractive term in the amplitude equation (16), giving rise to compet-398

ing power laws at two different scale ranges; a scale-range with scales much larger than399

the Fresnel scale, where diffractive effects are negligible, and a scale-range with small scales400

of the order of the Fresnel scale or smaller, where diffractive effects become dominant.401

Since we are also interested in the power spectrum of ∂S(q,z)
∂z = Ṡ(q, z), equation402

(39) can be expressed in Fourier space.403 ∫
dqṠ(q, z)

∫
dpA(p, z)A(−(p+ q), z) +

∫
dqE(q) = 0 (40)

note that we have already encountered the integral over p in equation (34). We can ap-404

ply the same arguments to try and estimate this integral to obtain:405 ∫
dq

[
−|Ṡ(q, z)| 2πα

(α+ 2)(α+ 4)
+

1

2k
+

παreC
1
2

N

k(α+ 2)(α+ 4)
q

β
2

]
qα+3 = 0 (41)

if we assume the power spectrum of Ṡ(q, z) to follow a power law, we can link the power406

index of the power spectrum for Ṡ to the power indices for the amplitude and the den-407

sity. Note, as discussed above, that to first order in re the power spectrum for Ṡ is the408

power spectrum of the density as also suggested by the term in square brackets in equa-409

tion (41).410 ∫
dq
[
qα+3|Ṡ(q, z)|

]
=

(α+ 2)(α+ 4)

4π2CAα
T (z) =

(α+ 2)(α+ 4)

4π2CAα
T (0) (42)

Equations (41) and (42) can be used interchangeably to calculate the power-law index411

of Ṡ in terms of the power-law indices for the amplitude and the density.412

4.1 Summary: The Refractive limit413

In the refractive limit, the curvature of the phase can be neglected and the equa-414

tions governing the evolution of the amplitude and the phase of the propagating radio415

wave reduce to:416

∂χ

∂z
+

(
∇⊥S

k

)
· ∇⊥χ ≈ 0

–15–



manuscript submitted to Journal of Geophysical Research

∂S

∂z
+
k

2

(
∇⊥S

k

)2

+
re
2k
N = 0 (43)

The ray-path is defined by417

dx

dz
=

∇⊥S

k

which in turn leads to writing the equation for the amplitude as:418

∂χ

∂z
dz +∇⊥χ · dx = dχ ≈ 0

which means that the amplitude does not change and the amplitude spectrum is invari-419

ant, which is consistent with the invariant analysis discussed above. The equation for420

the phase suggests that for small-angle refraction the phase is determined by the total421

electron content, which in this case is dominated by large scale electron density struc-422

tures (small wave numbers). The refractive term in the equation for the phase (43) is423

quadratic and can be neglected for small-angle refraction, which leaves a phase completely424

dependent on the total electron content, and therefore a phase spectrum with very lit-425

tle power at large wave numbers.426

4.2 Summary: The Diffractive Limit427

In the diffractive limit, the gradient of the phase terms are neglected and the fol-428

lowing set of governing equations is obtained:429

∂χ

∂z
+

1

2k
∇2

⊥S ≈ 0

∂S

∂z
+
re
2k
N ≈ 0 (44)

This set of equations can also be written in the following form:430

S(x, z) ≈ − re
2k

∫ z

N(x, z1)dz1 (45)

S(q, z) ≈ − re
2k

∫ z

N(q, z1)dz1

∂2χ(x, z)

∂z2
≈ re

4k2
∇2

⊥N(x, z)

χ(x, z) ≈ re
4k2

∇2
⊥

∫ z

dz1

∫ z1

N(x, z2)dz2 (46)

χ(q, z) ≈ − re
4k2

q2
∫ z

dz1

∫ z1

N(q, z2)dz2

equations (45) and (46) show explicitly how the phase and amplitude are related to the431

density and the total electron content, respectively, and how the power spectra at large432

wave numbers, when small scale density structures are present, are related to the den-433

sity spectrum.434

5 Discussion and Conclusion435

The model presented above is a simple model yet powerful enough to predict spec-436

tra with two power-laws. It also sheds some light on the method to adopt to resolve the437

difference between refractive and diffractive effects. Equations (15) and (16) constitute438

the backbone of the model with terms easily identifiable with refraction, (∇⊥S)
2, with439

diffraction, ∇2
⊥S, and with the electron density N and therefore with the total electron440

content when integration over z is performed. When small scale density irregularities are441

absent and refraction is dominant, the amplitude remains invariant throughout propa-442

gation and the amplitude power-law spectrum is also invariant. However, when small scale443
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irregularities are present, the curvature of the phase is no longer negligible, and the con-444

tribution of the diffractive term to the amplitude equation suggest a readjustment of the445

power law. Moreover, the invariant I (related to the Born rule in quantum mechanics)446

suggests a shallower amplitude power law, which reflects the redistribution of power to447

small scale, large q. On the other hand, the presence of small scales in the density leads448

to a phase power spectrum similar to the density power spectrum.449
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