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Abstract

The complex interactions among soil, vegetation, and site hydrologic conditions driven by precipitation and tidal cycles control
biogeochemical transformations and bi-directional exchange of carbon and nutrients across the terrestrial-aquatic interfaces
(TAIs) in the coastal regions. This study uses a highly mechanistic model, ATS-PFLOTRAN, to explore how these interactions
impact the material exchanges and carbon and nitrogen cycling along a TAI transect in the Chesapeake Bay region that spans
zones of open water, coastal wetland and upland forest. Several simulation scenarios are designed to parse the effects of the
individual controlling factors and the sensitivity of carbon cycling to reaction constants derived from laboratory experiments.
Our simulations revealed a hot zone for carbon cycling under the coastal wetland and the transition zones between the wetland
and the upland. Evapotranspiration is found to enhance the exchange fluxes between the surface and subsurface domains,
resulting in higher dissolved oxygen concentration in the TAI. The transport of organic carbon decomposed from leaves provides
additional source of organic carbon for the aerobic respiration and denitrification processes in the TAI, while the variability
in reaction rates mediated by microbial activities plays a dominant role in controlling the heterogeneity and dynamics of the
simulated redox conditions. This modeling-focused exploratory study enabled us to better understand the complex interactions
of various system components at the TAlIs that control the hydro-biogeochemical processes, which is an important step towards

representing coastal ecosystems in larger-scale Earth system models.
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Key Points:

« Tidal elevations, precipitation, and evapotranspiration interact to control dynamic
exchange fluxes across the coastal terrestrial aquatic interface.

 Integrated hydrobiogeochemical modeling reveals significant variability in redox
conditions along the gradient of upland, transition, and wetland to the open wa-
ter.

» The high uncertainty in microbial-remediated aerobic respiration rates has a sig-
nificant impact on modeling the carbon cycling in coastal regions.
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Abstract

The complex interactions among soil, vegetation, and site hydrologic conditions driven
by precipitation and tidal cycles control the biogeochemical transformations and bi-directional
exchange of carbon and nutrients across the terrestrial-aquatic interfaces (TAls) in coastal
regions. This study uses a highly mechanistic model, Advanced Terrestrial Simulator-
PFLOTRAN, to explore how these interactions affect exchanges of materials and car-
bon and nitrogen cycling along a TAI transect in the Chesapeake Bay region that spans
zones of open water, coastal wetland, and upland forest. We designed several simulation
scenarios to parse the effects of the individual controlling factors and the sensitivity of
carbon cycling to reaction rate constants derived from laboratory experiments. Our sim-
ulations revealed a hot zone for carbon cycling under the transition zones between the
wetland and the upland. Evapotranspiration is found to enhance the exchange fluxes be-
tween the surface and subsurface domains, resulting in a higher dissolved oxygen con-
centration in the TAI. The transport of organic carbon derived from plant leaves and
roots provides an additional source of organic carbon for the aerobic respiration and den-
itrification processes in the TAI. The reaction rate variability mediated by microbial ac-
tivities, plays a dominant role in controlling the heterogeneity and dynamics of the sim-
ulated redox conditions. This modeling-focused exploratory study enabled us to better
understand the complex interactions of various system components at the TAIs that con-
trol the hydro-biogeochemical processes, an important step towards representing coastal
ecosystems in larger-scale Earth system models.

Plain Language Summary

The hydrological environment of vegetated coastal ecosystems is directly influenced
by rainfall and seawater flooding, which mediates biogeochemical processes within these
areas. However, the specific effects of dynamic rainfall and flooding on oxidation-reduction
conditions in these complex terrestrial-aquatic interfaces (TAIs) are poorly understood,
especially when considering the ecological processes of above-ground plants. To address
this gap, this study used integrated process-based models, the Advanced Terrestrial Sim-
ulator and PFLOTRAN, to examine the effects of hydrological and ecological controls
on biogeochemical reactions and exchange fluxes across a TAI transect spanning from
a coastal upland forest and saltmarsh to the open seawater. Our numerical experiments
showed that spatio-temporally dynamic surface—subsurface exchange fluxes and the spa-
tial extent of oxic subsurface zones within the TAIs are significantly influenced by the
mixing of different waters. The interface between the oxic and anoxic zones shifts in re-
sponse to periodic fluctuations in tidal elevations as higher tides drive more oxygenated
water towards the TAI. Meanwhile, vegetation evapotranspiration removes more water
from the subsurface during warm summer months. Soil-dependent reaction rate constants
have a large effect on the modeled reactions. A higher aerobic respiration rate will re-
sult in larger hypoxic and anoxic zones because the dissolved oxygen is consumed more
quickly. Our modeling-based study provided insights into the mechanisms that control
the exchange fluxes and carbon and nitrogen cycling at coastal TAIs, which can be used
to inform potential management strategies to mitigate the impacts of climate change on
these ecosystems.



1 Introduction

Coastal terrestrial-aquatic interfaces (TAIs) are known to disproportionately reg-
ulate ecosystem and biogeochemical functions that are critical for the health of both ter-
restrial and aquatic ecosystems [Bailey et al., 2017a; Enguehard et al., 2022; Bauer et al.,
2013; Bianchi et al., 2018; Erickson III et al., 2015]. Hydrologic, biogeochemical, and
ecological processes interact along the gradient of coastal uplands (e.g., forests and grass-
lands), wetlands, and surface waters, affecting the distribution and cycling of dissolved
organic carbon (DOC), nitrogen and oxygen [Thorne and Williams, 1997; Costanza et al.,
1997; Mitsch and Gosselink, 2007; Assessment, 2005; Cowardin et al., 1979; Chmura et al.,
2003; Michael et al., 2005]. Developing a mechanistic understanding of the exchange fluxes
and nutrient cycling at coastal TAls is critical for explicitly representing them in Earth
system models (ESMs) to more accurately quantify global carbon budget and evaluate
ecosystem resiliency and resistance to climate changes [Kolka et al., 2021; Tank et al.,
2018; Casas-Ruiz et al., 2023; Ward et al., 2020; Regier et al., 2021].

Climate and environmental changes such as sea level rise, storm surge, and flood-
ing exert significant effects on the transport and mixing of reactants within coastal wet-
lands by shifting the hydrologic regimes [Erwin, 2009; Robinson et al., 2018; Paerl et al.,
2019]. For example, rising seawater carries more oxygen-rich waters onto coastal TAIs
during high tides or storm surges, while groundwater brings more terrestrial-derived or-
ganic matter and nutrients to the coastal TAI during heavy rainfall events [Mopper et al.,
2015; Regier et al., 2021; Mattone and Sheaves, 2017; Moore, 2010]. Transport of organic
matter and nutrients below and at the surface is then influenced by heterogeneous soil
properties and surface morphology, while microbial activity also plays an important role
in mediating carbon and nutrient transformations in coastal TAlIs [Lee et al., 2006; Waska
et al., 2019; Ganju et al., 2019]. In addition, coastal vegetation in wetlands and uplands
also shapes hydrological and biogeochemical processes through transpiration and its in-
teractions with soil, water, and microbes [LaFond-Hudson and Sulman, 2023; McDow-
ell et al., 2022; Smith and Kirwan, 2021; Zhang et al., 2022; Wang et al., 2020; Krauss
et al., 2018]. Organic matter of terrestrial origin may provide an additional source of car-
bon for biogeochemical transformations, while salt marshes may be important carbon
sinks [Xin et al., 2022].

Numerical models have been increasingly used to understand the TAI processes [Fang
et al., 2022; Yabusaki et al., 2020; Li et al., 2020; Zhang et al., 2022]. However, these mod-
els lack an integrated framework that couples surface and subsurface flow and reactive
transport processes with ecological processes associated with terrestrial and wetland veg-
etation for coastal TAI systems. To fill this critical capability gap towards improving our
predictive understanding of coupled hydrologic, biogeochemic, and ecological processes
in coastal TAls, we leverage a unique set of mechanistic modeling capabilities that cou-
ple the Advanced Terrestrial Simulator (ATS) [Xu et al., 2019] and PFLOTRAN [Ham-
mond et al., 2014] using the Alquimia [Andre et al., 2013] interface. This modeling ca-
pability allows us to explore how precipitation, evaportranspiration, and tidal flooding
control the exchange fluxes and dynamic biogeochemical transformations at the coastal
TAIs. To this end, we specifically selected a 2-D transect that spans a typical open wa-
ter to upland gradient at a coastal field site in the Chesapeake Bay. By leveraging high-
performance computing resources, we explored various simulation scenarios to parse the
effects of individual controlling factors on exchanges fluxes and nutrient cycling. Through
comparative analysis of different hydrological scenarios, including rainfall and tidal flood-
ing, we observed distinct effects on the oxidation zone with variations in intensity and
directional influence. Furthermore, the processes of canopy ET and the presence of de-
composed organic carbon were found to introduce additional alterations in reaction con-
ditions and processes within the coastal TAI. Our investigation into the variation of re-
action rate constants revealed significant differences, highlighting their influence on re-
dox conditions and the overall system state dynamics. It is important to note that the



model simulations presented here are exploratory in nature and not intended for direct
comparisons against field measurements for calibration or validation, the target of a fu-
ture study.

2 Material and Methods

An integrated modeling approach and experimental data were used in this study.
Multiple scenarios based on collected data and reaction parameters estimated from lab-
oratory experiments (Table 2) were employed to study physical and biogeochemical in-
teractions occurring within the soil-water-vegetation system using the ATS model [Coon
et al., 2016] and PFLOTRAN reaction sandbox [Hammond et al., 2014; Hammond, 2022].
The simulations conducted in this study provided valuable insights into the spatial vari-
ability of biogeochemical processes across the coastal interface and allowed us to exam-
ine the sensitivity of the ecosystem to different variables, as detailed in Table 3. Through
our model, we were able to probe the system’s response to various factors and gain a deeper
understanding of the complex interactions governing exchange fluxes and redox condi-
tions. The model served as an exploratory tool, enabling us to explore the system’s be-
havior and uncover important patterns and trends.

2.1 Site Description

The study area spans a coastal upland forest, transition region, and brackish wet-
land near the Chesapeake Bay in Maryland State, USA (Subfigure a in Figure 1). The
field team assigned several groundwater sampling points (GW1-GW8) across the study
site and installed several groundwater wells at the assigned locations with in-situ aquatic
and soil sensors (Subfigure b in Figure 1). To investigate the influence of different pro-
cesses on carbon, nutrient, and oxygen cycling within the coastal ecosystem, spatially
and temporally diverse types of data were collected at the coastal TAI. Field data, in-
cluding groundwater levels, soil properties (such as moisture and temperature), and car-
bon concentrations, were collected at each sampling site. A more detailed description
of the collected data can be found here (https://compass.pnnl.gov/FME/DataPublications).

2.2 Numerical Model Configuration

To numerically investigate the combined effects of multiple processes on carbon cy-
cling and fluxes at the coastal TAI, we constructed a 2-D transect along the GW2 to GWS8
flow path. The transect encompasses different land types, including upland, transition,
wetland, and open water areas. A diagram of this domain and the distributed plant types
are shown in Figure 1 (subfigures b, and ¢). The present study utilized the ATS Water-
shed Workflow [Coon and Shuai, 2022] to generate the geometry of the transect and meshes
of the surface and subsurface domain. The domain spans 215-m horizontally and 18-m
vertically with heterogeneous soil properties (Subfigure ¢ in Figure 1). A minimum grid
size of 0.05-m was set for the meshing process. The resulting meshes were integrated with
spatial data on soil texture, bedrock, and structural characteristics. These data were used
to inform the modeling of various hydrological and biogeochemical processes across the
transect, contributing to a better predictive understanding of the functioning and dy-
namics of the studied ecosystem. Additional computational details, including the gen-
eration of the meshes, a snapshot of solute concentration in the domain, and the com-
puting environment and demand, are presented in the Supplementary Information.

2.2.1 Flow, Transport, and Water Balance in ATS

ATS is a recently developed multiphysics integrated hydrological simulator [Coon
et al., 2016]. Tt is capable of simulating both surface and subsurface hydrological pro-
cesses, as well as the exchange of flow between these two domains. Additionally, due to



20

e o e e T T
— w338, i e e % e e 3 EE o0 o
¥ 3 7T MPRT AR DS e 3 32 3
E o0 FRPFEEGFFog ¥
g 0 - ;3 *h Open Water 13 i
5 e Z
[ =
g 1 2
w o Upland I -16 _3';'
0 50 100 150 200

Distance [m]

Figure 1: The location map, sampling sites, and conceptual model. (a) Sketch of the
river within Maryland and the Chesapeake Bay. (b) The location of the sampling sites
where field data, water level, and solute concentration were measured and collected. (c)
The permeability field and vegetation types along the selected 2-D transect. The whole
domain was separated into four regions, upland, transition region, wetland, and open wa-
ter, based on plant types.

the flexible design of the Process Kernels (PKs) tree, ATS can simulate the presence or
absence of vegetation and associated processes. This feature enables the examination of
how vegetation influences solute transport dynamics and the role of vegetation in solute
transport. ATS solves the Richards equation for the subsurface domain coupled to the
surface flow equation including the source terms, sink terms, and ET. The ET processes,
including canopy interception, transpiration, and bare ground evaporation, are imple-
mented using a one-layer radiation balance and Priestley-Taylor model for potential evap-
oration, as described in [Coon et al., 2016] and [Oleson et al., 2013]. Information about
the governing equations can be found in the Supplementary Information.

2.2.2 Biogeochemical Function in PFLOTRAN

We employed a simplified biogeochemical reaction network, which includes aero-
bic respiration and two-step denitrification, to simulate carbon and oxygen dynamics and
nitrogen transformations. Dissolved organic carbon (C'H»0) is oxidized to COy by three
electron acceptors (i.e., Oz, NO; , and NO; ):

Aerobic respiration (AR): CH20 + O3 — COs + Hy0O (1)
Denitrification (DN 1): CH20 +2NO5; — CO2 +2NO; + H20 (2)
Denitrification (DN 2): CH>O +4/3NO3 +4/3H' — COs +2/3N> 4+ 5/3H,0  (3)

The reaction rates follow Michaelis-Menten kinetics with a regulating term. The
unregulated reaction rate R;*™™ has the form of

R =V, co cf i=1,2,3 (4)
T - max K’LD —|—CZD KZ‘A—FC’ZA ) - b b




where V%% is the maximum reaction rate (in 1/d) and C” and C{* are the concentra-
tions of the electron donors and acceptors, respectively. KiD and K{l are the half-saturation
constants for the electron donors and acceptors, respectively. KP is set at 0.25 mM for

all three reactions [Zheng and Doskey, 2015]. K# is set at 0.001 mM, 0.001 mM, and
0.004 mM for AR, DN 1, and DN 2, respectively [Song et al., 2018].

The regulation term follows the cybernetic control law, where the cybernetic vari-
able e;"¢ represents the relative enzyme level for a given reaction. Here we adopted Song
et al. [2018] and Song and Ramkrishna [2011] to determine e;"¢ using the simplified for-
mulation:

Rik:zn .
3 in®Jd =
Zj:l R;

6l_rel —

1,2,3 ()

The regulated reaction rate is the product of the cybernetic variable and the un-
regulated reaction rate:

Ri = R/ e i=1,2,3 (6)

The above reactions and kinetic expressions are implemented into the PFLOTRAN re-
action sandbox [Song et al., 2018]

2.2.3 Boundary and Initial Conditions Based on Field Data

We assigned Dirichlet conditions as hydrological boundary conditions at the up-
hill (left) and seawater (right) sides for both the surface and subsurface domains, based
on observed water levels. In particular, GW2 water levels collected from the field were
used as the left uphill boundary. Tide level data for the coastal region were acquired from
the United States Geological Survey tide gauge located at Chesapeake City, MD (site
ID: 8573927). The data source can be accessed online (https://tidesandcurrents.
noaa.gov/waterlevels.htm1?7id=8573927). Precipitation data were assigned to the sur-
face top using the Daymet data shown in Figure 2. It is also important to note that no
flow boundary condition was applied to the bottom of the subsurface domain due to the
presence of impermeable rocks in that region. Solute boundary conditions were collected
from in-situ concentration data from the Coastal Observations, Mechanisms, and Pre-
dictions Across Systems and Scales (COMPASS) project, a long-term database of Global
Change Research wetlands (https://serc.si.edu/gcrew), and the values in articles
[Song et al., 2018; Nelson et al., 2017, Menendez et al., 2022; Spalding and Ezner, 1993;
Rich et al., 2008]. Based on the setup in Table 1, groundwater provided the largest con-
centration of DOC and NOs, while higher Os comes from surface water.

Table 1: Concentrations of boundary conditions for various species.

Solute ‘ Rainwater Groundwater Surface Seawater Subsurface Seawater
CH>,O (MgC/L) | 1.20E-06 1.35E+01 4.18E+00 4.18E+00
O, (Mg/L) 3.20E-06 7.00E-02 7.00E-02 7.50E+00
COs (Mg/L) 4.41E-06 3.39E+04 3.52E+02 2.64E+03
NO; (Mg/L) 6.20E-06 5.00E400 0.44E-01 0.44E-01
Ny (Mg/L) 2.80E-06 2.80E-06 2.80E-06 2.80E-06
NO; (Mg/L) 4.61E-06 4.61E-06 4.61E-06 4.61E-06
NHI (Mg/L) 1.80E-06 1.06E4-00 1.80E-02 1.80E-02
CsH70oN (Mg/L)| 1.80E-04 1.80E-01 1.80E-01 1.80E-01
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Figure 2: Subfigures illustrating variations in the uphill water level, precipitation, and
tide head over the study period. (a) shows the fluctuations in water level at the uphill
location (GW2). (b) shows the temporal distribution of precipitation, with the maximum
precipitation occurring on day 218. (c) shows tidal head measurements at the specified
locations, with the highest tidal head occurring on day 363. These data provide dynamic
hydraulic conditions for reactive transport simulations.



To investigate the impact of the aerobic respiration rate on carbon cycling within
TAIs, we conducted experiments and utilized AquaMEND to estimate the maximum re-
action rate constants V., in Eq.(4) for aerobic respiration on samples obtained from
the COMPASS project. The calculated maximum reaction rate values are displayed in
Table 2. In the coastal zone, we obtained nine sets of reaction maximum constant val-
ues for different regions, with a notable 7.8-fold difference. Additionally, considering the
limited availability of data, we used the values reported by Song et al. [2018] for other
biogeochemical parameters.

Table 2: The calculated reaction rate constant for aerobic respiration.

Upland forest (1/d) Transitional forest (1/d) Wetland (1/d)

Vinaz.1: 24.84 Vinaza: 35.20 Vinaz.7: 54.16
Vinaz.2: 33.44 Vinaz.s: 38.80 Vinaz.s: 158.08
Vinaz.s: 42.22 Vinaz.g: 47.66 Vinaz.o: 195.47

The determination of vegetation types, forest and grassland, along the 2-D tran-
sect was based on combined data from the national land cover database and fieldwork.
Based on plant types, additional data such as air temperature, leaf area index, and other
relevant information were obtained from the Daymet dataset using Watershed Workflow
[Coon and Shuai, 2022]. Daymet provides atmospheric forcings with high spatial and tem-
poral resolutions across North America. The purpose of incorporating these boundaries,
initial conditions, and observational data into the model is to achieve a comprehensive
understanding of how hydrological and ecological processes affect carbon cycling. To ac-
complish this, the surface and subsurface flow was initially simulated to a dynamic steady
state and reactive transport was simulated with appropriate initial and boundary con-
ditions. For more specific information, please refer to the Supplementary Information
section of the paper.

2.2.4 Simulation Scenarios

Numerical experiments investigate the influence of environmental factors on redox
condition and carbon cycling in coastal TAlIs. The study comprises four aspects and a
total of 13 scenarios. These aspects focus on the effects of precipitation and tidal changes,
canopy evapotranspiration, surface desorbed DOC, aerobic respiration rates on exchange
fluxes, redox conditions and carbon cycling, see Table 3.

By comparing scenarios 1, 2, and 3, we investigated the effects of inundation and
precipitation on exchange fluxes and oxygen transport. Since high oxygen originates from
the surface layer of seawater, changes in fluxes due to variable rainfall and inundation
will directly affect oxygen transport. Therefore, we distinguished scenarios 1, 2, and 3
according to their hydraulic conditions. To isolate the dynamic effects of precipitation
and inundation on the reactions, we used average values to limit one factors to a con-
stant value while leaving the other dynamic. This approach allows us to test the spe-
cific effects of dynamic precipitation and inundation on the redox conditions within the
coastal TAI subsurface.

Scenarios 4 and 5 demonstrate two important effects related to vegetation within
the coastal TAI ecosystem. In scenario 4, we introduce vegetation-related processes, specif-
ically focused on the impact of ET in vegetated regions. Scenario 5 incorporates an ex-
ternal DOC source term to simulate the decomposition of organic matter from plants
over vegetated regions. By comparing these scenarios to the baseline scenario, 1, we can



analyze the individual and combined effects of vegetation and external DOC on the car-
bon cycling and overall ecosystem dynamics within the coastal TAI. This comparison
enables a comprehensive assessment of how vegetation-related processes and external DOC
inputs influence the carbon cycling and ecological functioning of the studied ecosystem.

We compared scenario 6 to scenario 13 and scenario 1 to investigate the influence
of reaction conditions on carbon cycling within the coastal TAI. These scenarios have
a modified reaction rate constant for aerobic respiration, representing different reaction
conditions at various site positions within the TAI. Each scenario is associated with a
specific reaction rate constant (Viep,1 t0 Vinas,e). This comparison allows us to exam-
ine how variation in reaction rate constants affects carbon cycling dynamics. By alter-
ing the reaction conditions at different site positions within the TAI, we can assess the
impact of these variations on carbon cycling processes. The results provide valuable in-
sights into the biogeochemical processes underlying carbon cycling and their associations
with different environmental factors.

Table 3: Scenarios with different hydrological, ecological, and reaction conditions.

Scenario | Variable Rainfall Variable Tide Canopy ET Desorbed DOC Rate Constant
1 Yes Yes No No Vinaz,1
2 Yes No No No Vinaz,1
3 No Yes No No Vinaz,1
4 Yes Yes Yes No Vinaw 1
5 Yes Yes No Yes Vinaz,1
6 Yes Yes No No Vinaz,2
7 Yes Yes No No Vinaz,3
8 Yes Yes No No Vinaz,4
9 Yes Yes No No Vinaz,5
10 Yes Yes No No Vinaz,6
11 Yes Yes No No Vinaz,7
12 Yes Yes No No Vinaz,8
13 Yes Yes No No Vinaz,9




3 Results and Discussion

3.1 Exchange Fluxes at the TAI Driven by Precipitation, Tidal Change,
and Evapotranspiration

By comparing three scenarios (scenarios 1 to 3), we investigate the effects of pre-
cipitation and flooding on exchange flux across coastal ecosystems. The baseline scenario
(scenario 1) shows that varying precipitation and tide change result in dynamic exchange
flux across the whole 2-D transect that vary across both space and time (Figure 3).

Temporal and Spatial Variation of Surface-Subsurface Exchange Fluxes under Dynamic Tide and Precipitation
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Figure 3: This figure presents the spatiotemporal dynamics of the flow exchange flux be-
tween the surface and subsurface domains, influenced by dynamic precipitation and tidal
changes. The top subplot visualizes the distribution of vegetation along a 2-D transect,
accompanied by the corresponding transect elevation. The left and right subplots display
temporal variations in precipitation and tidal elevation from November 2020 to November
2021. The middle subplot depicts the hourly exchange fluxes between the surface and sub-
surface domains. The variations in flux magnitude and direction are represented through
color gradients, with warmer colors indicating stronger upwelling fluxes.

In the presence of rainfall, the uphill side experiences dominant downwelling fluxes
with strong precipitation contributing to an amplified flux increase. For example, an ap-
parent heavy rain [Bhatla et al., 2019] event occurred on day 218, triggering the most
powerful downwelling flux from the surface to the subsurface domain. The upwelling flux
is primarily distributed along the open water side. The movement of groundwater from
inland areas towards the coast can result in the upwelling of groundwater with DOC and
nitrate near the shoreline. For a comprehensive exploration of the flow path and tracer
test results, please refer to the Supplementary Information. A larger upwelling flux oc-
curs when the sea water level is lower. Notably, the transition and wetland regions, char-
acterized by frequent interactions between terrestrial and aquatic environments, exhibit
a distinct hot exchange flux hotspot. To be specific, the inundation process causes the
difference in the downwelling flux between the transition and upland. Variations in tide
height alter the strength and position of the downwelling flux at the coastal TAI. Con-
sequently, diverse hydrological conditions can lead to a directional change in fluxes. Dy-
namic tidal levels and precipitation affect the intensity of exchange fluxes, especially from
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the transition to wetland regions. To further analyze the individual effects of dynamic
precipitation and tide change, the exchange flux across the 2-D transect of scenarios 2
and 3 have been analyzed and are shown in the Supplementary Information.

Furthermore, canopy ET influences the water balance within the TAI. Scenario 4
was conducted to investigate the effect of vegetation after considering the related ET pro-
cess. Based on the national land cover database and field pictures, we identified two main
types of plants along the 2-D transect: deciduous forest and grassland. In scenario 4, the
canopy information and relative LAI, humidity, temperature, shortwave radiation, evap-
oration, and transpiration processes were assigned to the whole domain. Figure 4 shows
the difference in exchange flux after considering the vegetation and related ecological pro-
cesses.

Comparison of Surface-Subsurface Exchange Fluxes with and without Evapotranspiration

Upland Wetland
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Figure 4: Alterations in flow exchange fluxes resulting from vegetation-related ecological
processes over a one-year period, from November 2020 to November 2021. The subplot on
the left depicts ET, the right subplot shows the water throughfall and canopy drainage
across a 2-D transect. The middle subplot portrays the changes in hourly exchange fluxes
between the surface and subsurface domains when accounting for the vegetation-related
ecological processes. The results indicate that the exchange fluxes in the transition and
wetland areas are particularly sensitive to these processes. Additionally, the upwelling flux
is amplified when ET is strong, especially during the summer season.

The most substantial hydrological differences were observed from the transition to
wetland regions, since the uphill soil layer maintains unsaturated conditions for long time
periods (shown in Figure 5). Comparing the ET, canopy drainage, and water through-
fall in Figure 4, the main difference of exchange flux happened with higher ET values.
Strong exfiltration processes will bring more water from the subsurface to the surface
and enhance the upwelling fluxes. Intense canopy drainage and water throughfall enhance
the downwelling flux. Therefore, temporal variations in dynamic exchange flux differ-
ences emerged as a result of transpiration and evaporation processes across the entire
domain. To further quantify the temporal effect of vegetation on exchange flux within
the TAI, we calculated the averaged exchange flux along the TAI for different seasons,
shown in the Supplementary Information. The most prominent distinction of exchange
flux arises during the summer season, which can be attributed to the elevated temper-
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Figure 5: Saturation, flow paths, and water level comparisons between cases with and
without vegetation. (a) and (b) depict scenarios 1 and 4, respectively, on day 218.

atures and increased ET rate experienced during this period. Hence, the presence or ab-
sence of vegetation exerts a notable influence on the exchange flux. In vegetated regions,
soil saturation can decrease by over 20%, leading to alterations in the local solute con-
centration (shown in Figure 5).

3.2 Precipitation and Tide Change: Dispersion and Concentration of
Oxygen in the TAI Subsurface Domain

The transition and wetland regions, where there is frequent interaction between ter-
restrial and aquatic environments, give rise to the formation of a hot spot for exchange
fluxes. Variations of exchange flux within the TAI are tightly connected with the under-
lying redox condition. For example, during floods, a larger quantity of oxygen will be
transported from the seawater towards the transition zone. This leads to the creation
of a region with high oxygen concentration below the transition zone where downwelling
flow occurs. Meanwhile, the lower oxygen infiltrated water will also transport from up-
land to the mixing zone. We observed that most of the downwelling oxygen fluxes oc-
cured in the transition zone and certain parts of the wetland (Figure 6). As a result, the
specific location of the transition point, where the oxygen-rich (oxic) zone transitions to
the anoxic (hypoxic) zone, varies in response to the dynamic water levels shown in Fig-
ure 7.

To investigate the individual effects of dynamic precipitation and tide change on
the redox condition within the TAI, two scenarios (2 and 3) were simulated, each focus-
ing on a single dynamic variable. The temporal vertical distribution of oxygen at the tran-
sition (125 m) and wetland (150 m) locations was then analyzed for each scenario, de-
picted in Figure 8. This analysis provides insights into the impact of these dynamic vari-
ables on the oxygen levels at specific locations within the system.

From scenario 2, we observed both distinct similarities and differences in the re-
dox conditions between the transition and wetland regions in response to varying pre-
cipitation patterns. In the transition region, the oxygen-rich zone is primarily located
near the soil surface. In the wetland region, the oxidation zone is both larger and deeper.
This distinction can be attributed to the constant tidal constraint, which impedes the
transport of oxygen-rich water to the transition region during flood events. Moreover,
both areas are influenced by dynamic precipitation, which impacts the oxygen concen-
tration levels. Infiltration brings freshwater from upland areas into the wetland region,
thereby influencing the horizontal and vertical distribution of the coastal TAI subsur-
face. Although the wetland areas exhibit greater resistance to dilution, both the tran-
sition and wet regions experience a decrease in oxygen concentration during periods of
precipitation. The heavy rainfall event on day 218 caused a significant dispersion of oxy-
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Figure 6: The oxygen exchange flux between the surface and subsurface domains varies
with dynamic precipitation and tidal changes. The middle subplot shows the hourly oxy-
gen exchange fluxes between the surface and subsurface domains.

( 3 ) upland Transition Wetland
51 Day 218 Water level

0 50 100 150 200

( b ) Upland Transition

Water level

0 50 100 150 200
Distance [m]

Figure 7: These sub-figures depict the oxygen concentration distribution during two ex-
treme weather events: the largest precipitation event and the strongest inundation event.
The precipitation and tide data were collected from NOAA’s station and Daymet near the
study area. The results are presented as color-coded maps. The warmer colors indicate
higher oxygen concentrations, while the cooler colors represent lower concentrations. The
figures provide insight into the impact of extreme weather events on oxygen availability in
terrestrial aquatic ecosystems, which is crucial for redox reaction process. The comparison
between the two sub-figures highlights how the two events affect oxygen concentration
levels differently.
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gen concentrations in the wetland area, resulting in noticeable declines both vertically
and longitudinally.

Vertical Dynamics of Oxygen Concentration at Transition Region (125 m) and Wetland Region (150 m)
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Figure 8: Heatmaps depicting the spatiotemporal variations in oxygen concentration
across different scenarios and locations over a one-year period. The figure consists of three
columns, each representing a specific scenario: dynamic tide and varying precipitation
(column 1), dynamic precipitation (column 2), and dynamic tide (column 3). Each col-
umn is further divided into two rows, with the top row corresponding to the transition
region (x = 125m) and the bottom row representing the wetland region (x = 150m). The
color-coded heatmaps visualize the changes in oxygen concentration, providing valuable
insights into the seasonal and spatial dynamics of oxygen levels within the study area.

The results of scenario 3 show the influence of flooding caused by high tide levels,
which facilitates the inflow of oxygen into the transition region through horizontal over-
land flow. In contrast to the lower oxygen concentrations observed in the top soil loca-
tion of scenario 2, scenario 3 demonstrates that dynamic tidal changes, particularly dur-
ing strong flooding events, lead to an increased inward flow of oxygenated seawater. As
a result, a larger oxidation zone is formed, with the transition zone experiencing a more
significant rise in oxygen levels vertically. Both the transition and wetland zones exhibit
higher oxygen concentrations compared to scenario 2. The absence of dynamic rainfall
effects allows the high oxygen state maintained by dynamic tides at greater depths to
extend even further. To summarize, scenario 3 reveals that the interaction between dy-
namic tidal changes and flooding enables the transportation of oxygenated seawater, lead-
ing to higher oxygen concentrations and an expanded oxidation zone in both the tran-
sition and wetland zones.

Through our research, we have observed that strong inundation has a dual impact
on the hydrological processes and solute transport. First, it raises the water level, allow-
ing solutes from seawater to enter the transition zone. Second, it expands the mixing zone
for solute transport in both the vertical and horizontal directions. Surface runoff caused
by precipitation and groundwater promotes the dispersion of solutes in the upper and
deeper layers of the soil, respectively. These hydrological processes play a significant role
in shaping redox conditions, particularly during heavy rainfall and flooding events.

3.3 Evapotranspiration and External Carbon Sources: Impacts on Wa-
ter Availability and Solute Concentration in Ecosystems

In this section, we conducted a more in-depth analysis of the alterations in reac-
tants within the reaction network, taking into account the influences of ET and exter-
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nal carbon sources. The first column in Figure 9 shows the original distribution of oxy-
gen, DOC, and nitrate in scenario 1. As expected, the oxygen concentration is higher

at the uppermost part of the subsurface domain. Simultaneously, the groundwater trans-
ported a greater amount of DOC and nitrate from uphill areas to the TAI, leading to
elevated levels of DOC and nitrate in the lower region. Moreover, the variation of wa-

ter balance also affects the solute concentration. In particular, the evaporation process
will decrease the saturation of soil and increase the solute concentration, shown in Fig-
ure 5. As a result, elevated concentrations of reactants were observed in upland and tran-
sition areas, attributed to the concentration effect caused by evaporation process. The
concentration effect influences the local concentration and causes an increase in the oxy-
gen content, especially in the case shown in Figure 9. The third column in Figure 9 shows
the disparities in carbon, nitrate, and oxygen in the presence or absence of ET. The fig-
ure illustrates the variations in these components and highlights the impact of ET on
their dynamics. As a result of ET processes, the concentrations of oxygen and DOC in
the surface and topsoil layers of the subsurface increase. The accumulation of oxygen

in these areas leads to a modification of the redox conditions in the TAI subsurface re-
gion. The shift towards more oxidizing conditions facilitates the consumption of DOC,
intensifying oxidation reactions. Consequently, the increased rate of oxidation reactions
regulates the nitrification process, resulting in higher nitrate levels in deeper soil layers.

Species Concentration without and with Canopy Evapotransipration, and Species Concentration Shifts Due to Evapotransipration
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Figure 9: Comparison of oxygen, DOC, and nitrate concentrations in two scenarios (1
and 4) in three columns. The first column represents species concentrations without con-
sidering canopy ET, the second column represents concentrations when canopy ET is
considered, and the third column illustrates the change in species concentration due to the
consideration of canopy ET. The top row displays oxygen concentrations, the middle row
shows DOC concentrations, and the bottom row represents nitrate concentrations. The
contour maps visually represent the spatial patterns and relative changes in species con-
centrations, providing insights into the impact of canopy ET on the dynamics of oxygen,
DOC, and nitrate.

Other than the indirect effect of increasing concentration via evaporating water,
the decomposition process of vegetation affects the redox reaction process more directly
by creating an external DOC source. In scenario 5, we assigned the external DOC source
term to the vegetated region along the 2-D transect to analyze its effects on carbon cy-
cling. The DOC concentration was estimated based on the relationship between DOC
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concentration and precipitation, equation 7 [Oh and Choi, 2022]. To be specific, we al-
located the concentration of DOC, denoted as y and measured in M gC/L, to the pre-
cipitation variable, denoted as & and measured in mm/d. This assignment was made to
simulate the decomposition processes associated with rainfall in our research. By doing
that, a varying DOC source dependent on precipitation will be added to mimic the de-
composed DOC (see the figure in Supplementary Information). To analyze the influence
of external DOC sources on carbon cycling at the TAI, we compared the species concen-
tration in scenario 1 and scenario 5. The variation of oxygen, carbon, and nitrate is shown
in Figure 10.

y = 0.049 * x + 1.801 (7)

The dynamics of precipitation and related external DOC contribute to the hetero-
geneity of DOC distribution. Surface runoff can drive DOC-rich water from upland to
wetland regions on the surface. Within the TAI, A clear increase of DOC occurred in
the downwelling zone and was transported along the flow path within the subsurface (Fig-
ure 10). The increase of DOC led to more consumed oxygen along the flow path due to
the increase in reaction rate. Therefore, the oxygen concentration differs along a flow path
with more DOC. Meanwhile, the nitrate is also affected in the deep zone as DOC is trans-
ported into the deeper zone. This increases the denitrification reaction rate, leading to
the conumption of more nitrate.

Our results indicate that the addition of external carbon sources leads to an increase
in carbon concentration and alters the carbon cycling, nitrogen cycling, and oxygen con-
sumption rates. These impacts are not equally distributed along the coastal TAIs sub-
surface. Our findings are consistent with the study of McClain et al. [2003] on the de-
pendence of reaction conditions on flow paths. Similar to their study, we observed that
the quality of transport to a given region had a significant impact on the observed re-
sults. The consistency further emphasizes the importance of managing external carbon
sources in ecosystem management practice.

In this section, we analyzed the ecological influence of vegetation on exchange fluxes
and reaction conditions in the TAI. Results showed that transition and wetland areas
were particularly sensitive to these processes, with amplified upwelling fluxes during strong
ET. The concentrated reactants and addition of external carbon sources affected carbon
and nitrogen cycling, oxygen consumption rates, and carbon concentration with non-uniform
distribution in coastal TAIs. Therefore, considering vegetation and related products is
crucial for optimizing ecological outcomes. After analyzing hydrological processes, par-
ticularly events, the next section involves investigating the impact of reaction rates on
carbon cycling, taking into account the influence of significant hydrological events.

3.4 The Impact of Aerobic Respiration Rate on Carbon Cycling in Ecosys-
tems

Sampling from different regions of the coastal TAI shows that reaction conditions
substantially vary from upland to transition to wetland, shown in Table 1. To further
investigate the sensitivity of carbon cycling to redox reaction rate in these regions, we
conducted a series of simulations assuming different estimated reaction rate constants
for distinct zones of the TAIL From scenario 6 to 13, a constant aerobic respiration rate
constant was adopted for the entire 2-D model domain. Our analyses focus on the sub-
region between 120 meters and 180 meters, which was identified as the most active area
for exchange fluxes and redox transformations. By focusing on this specific range, we quan-
tified the effect of key factors on the dynamic behavior of the oxic zone in the TAI. Based
on previous studies, we compared the sensitivity of carbon cycling to aerobic respiration
rates under two distinct hydrological events: heavy rain (occurring on day 218) and strong
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Species Concentration without and with Decomposed DOC, and Species Concentration Shifts Due to Decomposed DOC
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Figure 10: Comparison of oxygen, DOC, and nitrate concentrations for two scenarios

(1 and 5) in three columns. The first column represents species concentrations with-

out considering decomposed DOC, the second column represents concentrations when
decomposed DOC is included, and the third column illustrates the change in species con-
centration resulting from the inclusion of decomposed DOC. The top row displays oxygen
concentrations, the middle row shows DOC concentrations, and the bottom row represents
nitrate concentrations. The contour maps visually depict the spatial patterns and relative
changes in species concentrations, providing insights into the impact of decomposed DOC
on the dynamics of oxygen, DOC, and nitrate.
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flooding (occurring on day 363). We examined the difference in carbon cycling between
fast and slow reaction rate cases for both events. Figure 11 for day 218 illustrates the
oxygen, DOC, and nitrate distribution during the heavy rain event, while the Figure 12
for day 363 represents the oxygen, DOC, and nitrate distribution during the strong in-
undation event. By comparing the response of reactive species concentrations between
these events, we can understand how aerobic respiration rates affect the carbon cycle of
different hydrological events in coastal TAIs.

Species Concentration under Lowest and Highest Aerobic Respiration Rate, and Species Concentration Shifts Due to Increased Aerobic Respiration Rate
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Figure 11: Comparison of species concentrations during a heavy rain event on day 218,
focusing on aerobic respiration rates. The graph consists of three columns. The first col-
umn represents species concentrations associated with the lowest aerobic respiration rate.
The second column represents species concentrations associated with the highest aerobic
respiration rate. The third column illustrates the shifts in species concentrations resulting
from the increase in aerobic respiration rate. The species analyzed include oxygen, DOC,
and nitrate, highlighting the impact of aerobic respiration rates on oxygen, DOC, and
nitrate dynamics.

Significant differences in carbon, nitrate, and oxygen were found between the high-
est and lowest aerobic rate cases shown in Figure 11. The higher rate of aerobic respi-
ration consumed more oxygen and DOC within the oxic zone. The largest difference oc-
curs in regions of high oxygen content, because the oxygen level is the reaction limiting
at the higher consumption rate. The amount of oxygen in the surface soil of the tran-
sition zone is not sufficient for the more active redox reaction processes and will be con-
sumed to the maximum extent. Thus, the largest difference is seen in higher oxygen lo-
cations. Correspondingly, DOC are involved in this process as electron donors, result-
ing in a similar difference pattern as seen in the higher rate conditions. There is a mi-
nor difference of DOC within the deeper zone compared to the difference in oxygen con-
centration in the topsoil, which resulted from denitrification processes. The nitrate dif-
ferences figure shows that the nitrate us higher under a more active aerobic respiration
rate case. Regulation of the reaction rate, as described in the equation 6, is responsible
for this phenomenon. When the rate of aerobic respiration increases, the regulatory ef-
fect decelerates the denitrification process. As a result, large amounts of nitrate accu-
mulate in the deeper anoxic soil regions. During intense flooding events, such as in Fig-
ure 12, there are notable changes in the location of areas where deficits occur and in the
absolute differences of oxygen, DOC, and nitrate levels. These changes can be attributed

,18,

0.000
0.657_

o
13133
-L.970E
2.626 5
-3, 233§
-3.9392
-4.596 8

2
5.2538

(8]
-5.909

1364

0.909
0.455 G
0.000 E
04555
-0.909%
-1.364 2
18188
22738
2.727

0.4091 _
0.3081 =
0.2071
0.1061
0.0051 A@/
-U.UQBO‘E
019708
0.29805
0.3990"
20,5000

ion (mg,



to the solute composition of rainfall, groundwater, and seawater. The occurrence of a
strong flooding event led to an influx of additional oxygen in both cases, resulting in a
reduction of the oxygen difference caused by variations in oxidation reactions. The dif-
ference in DOC consumption between fast and slow reactions was mitigated in the high
oxygen condition, and therefore, DOC consumption reduced the difference in DOC on
the TAT surface soil.

Species Concentration under Lowest and Highest Aerobic Respiration Rate, and Species Concentration Shifts Due to Increased Aerobic Respiration Rate
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Figure 12: The spatial distribution of key reactants, such as oxygen, DOC, and nitrate,
during a significant flooding event on day 363. The results illustrate reactant concentra-
tions associated with both the lowest and highest aerobic respiration rates. The figure
shows the differences in species concentration between the highest and lowest aerobic res-
piration rates observed during the strong flooding event on day 363.

The difference between high and low rate cases indicates that the reaction rates
have a significant influence on reaction processes and solute distribution. To assess the
impact of reaction rates on environmental conditions, we performed calculations to quan-
tify the proportion of oxic, hypoxic, and anoxic zones within the selected TAI. By em-
ploying defined thresholds of 2 Mg/L for hypoxic and 0.2 Mg/L for anoxic [Menendez
et al., 2022], we computed the respective areas of by the oxic, hypoxic, and anoxic zones.
The variations in the fraction of these zones for nine different rate conditions are illus-
trated in Figure 7.

The fraction of the oxic, hypoxic, and anoxic zones dynamically changed through-
out the year, primarily influenced by precipitation and tidal variations. In general, the
lower reaction rate sustained a high proportion (20%-40%) of the oxic zone and the higher
reaction rate case resulted in more anoxic conditions, with an anoxic zone fraction value
from 45% to 62.5%. As discussed in previous sections, precipitation affects the redox con-
dition in both the vertical and horizontal directions and enlarges the redox zone. Dur-
ing periods of heavy rainfall, the fraction of the oxic zone tends to increase, resulting in
a reduction in the proportion of the anoxic zone. Therefore, we see the peak of the oxic
zone when heavy rain occurs. However, the overall relationship between these zones also
depends on the reaction rates, especially in cases where the aerobic respiration rate is
relatively high. With high respiration rates, the accumulated oxygen will be continuously
consumed as the reaction proceeds. This will lead to a deficiency of oxygen at higher rate
conditions. Therefore, the fraction of oxic zone shows a tendency to increase and then
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decrease. The fraction of the oxidation zone in the high rate case decreases earlier than
in the slow rate case (scenario 12 and scenario 13). This decrease was sustained even when
a heavy rain event occurred during this process. This is because the dilution effect of
heavy rainfall in this low oxygen concentration case turns the oxic zone into a hypoxic
zone or even an anoxic zone. In contrast, the anoxic area showed an opposite trend to

the oxic area with the effect of rainfall and tidal changes. In all cases, the lowest frac-
tion of anoxic zone occurred during the occurrence of Harvey rain. Remarkably, we ob-
serve a more stable hypoxic zone. The variation of its area is only 10% of the total area
even for different reaction rates, compared to about 20% for the oxic and anoxic zones.
As an intermediate region between the oxic and anoxic zones, it can be transformed into
two external regions with the dynamic process of hydrology, while also giving rise to more
complex dynamics. For example the two cases at high reaction rates show different trends
than the other seven cases. This depends mainly on the fact that faster reaction rates
consume more oxygen, causing the original balance between chemical reaction consump-
tion and oxygen transport replenishment to change and become more sensitive.

Our results have shown that carbon storage in ecosystems decreases when the rate
of aerobic respiration increases, while a decrease in the rate of respiration leads to an in-
crease in carbon storage. These findings highlight the critical role of aerobic respiration
in the rate of carbon cycling and its impact on the overall carbon balance of ecosystems.
Furthermore, oxygen levels in TAI can be used as a measure of the rate of aerobic res-
piration.By comparing the variation of redox components among three different groups,
i.e., uplands, transition zones and wetlands, it is clear that redox conditions exhibit greater
dynamics in wetlands (Figure 13). A wider range of variation in wetland reaction rates
would lead to more dynamic changes in redox conditions and would have more impor-
tant implications for carbon storage.
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Impact of Aerobic Respiration Rate on the Proportion of Oxic, Hypoxic, and Anoxic Zones within the Transition-Wetland Region
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Figure 13: Three subfigures showcasing the distribution of oxic, hypoxic, and anoxic
zones in the Transition-Wetland region. Each subfigure has nine lines representing differ-
ent rate cases, demonstrating the changes in these fractions over time. The trend of the
oxic, hypoxic, and anoxic zone ratios varies over time, reflecting the dynamic nature of
oxygen availability within the wetland-transition region.
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4 Limitations of Current Work and Future Work

In our current model, we constrained the maximum reaction rate constant of den-
itrification for all scenarios due to limited data availability. This approach was suitable
for this study since aerobic respiration processes played a predominant role in our study
as the cybernetic reaction approach allowed us to vary denitrification rates through the
regulation component. However, similar to the variation observed in the maximum re-
action rate of aerobic respiration across coastal TAls, the relative parameters for den-
itrification should also exhibit variability. We have a sampling plan in place and will gather
the necessary data to incorporate these variations in the coming year. This will enable
us to conduct more accurate analyses in the future.

The estimation of the external DOC inputs was based on empirical equations that
rely on rainfall intensity. A study conducted by [O’Meara et al., 2019] employed the ELM
and PFLOTRAN to simulate vegetation dynamics and update biogeochemical represen-
tations. In order to more precisely quantify the decomposition effects of plants on the
entire ecosystem, we plan to integrate ELM into ATS-PFLOTRAN. This integration will
enable the calculation of decomposition processes, such as litterfall, particulate organic
carbon, and dissolved organic carbon, which are influenced by different plant types. These
calculations will be performed locally and assigned to the corresponding domains, lead-
ing to more accurate estimations of decomposition processes within the model.

Using a selected 2-D transect in modeling flow and transport is inherently a lim-
itation as it restricts the representation of 3-D solute movement in the field. This means
that the model does not capture the lateral flow that occurs perpendicular to the tran-
sect. This limitation can affect the accuracy and completeness of the results. In partic-
ular, it has been found that the uphill water level does not have a significant impact on
the downhill distribution and reaction of solutes. By examining the flow path shown in
the supplementary information, it is apparent that the flow direction is from right to left
in the left side of the domain, driven by the pressure gradient resulting from the topog-
raphy difference. This flow direction can also influence the transport of solutes such as
DOC and nitrate in groundwater. To better align with field measurement data and im-
prove the accuracy of the model, we plan to incorporate a 3-D model in future simula-
tions. This would allow for the inclusion of lateral flow and capture the full complexity
of solute movement in three dimensions.

5 Summary and Conclusions

Complex interactions among hydro-biogeochemical processes in coastal TAls are
vital to regulating the coastal ecosystem. These interactions have a significant impact
on carbon, nutrient, and redox processes. Therefore, understanding these intricate in-
teractions is crucial for accurately predicting carbon cycling and effectively managing
the water quality of these ecosystems. Our understanding of how hydraulic and ecolog-
ical processes interact and influence biogeochemical processes in the coastal ecosystem
remains incomplete, primarily due to limitations in modeling techniques. Here we an-
alyzed the effects of four key factors on carbon cycling in the coastal TAIs: aerobic res-
piration rate, precipitation and flooding, ET, and external carbon sources using a newly
integrated hydro-biogeochemical model with calibrated aerobic respiration rates supported
by field-measured data.

Numerical simulations revealed the formation of active exchange flows and reac-
tion hot spots at the TAlIs as a result of the dynamic interaction between hydrological
and biogeochemical processes. The coupled simulations of flow, reactive transport, and
land surface processes have generated valuable insights on the consequences of extreme
precipitation and sea level rise. We found that strong tidal flooding transports more oxy-
genated water to the transition zone of TAI, enhancing aerobic respiration, while heavy
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precipitations transport more terrestrial-derived organic matter to the coastal TAI, de-
pleting the oxygen in the system. Vegetation-induced ET also enhances the exchange
fluxes across the TAI by altering the local hydraulic gradient.

While the formation of persistent active exchange zones is largely shaped by the
site geomorphology and hydrology, the biogeochemical transformations in these zones
is highly sensitive to reaction rate constants, which vary substantially across the TAI.
The extent of the oxic, hypoxic, and anoxic zones differ significantly across the range of
aerobic respiration rates. Understanding these relationships is crucial for the manage-
ment and conservation of transitional areas and their associated ecosystem services.

Our results demonstrate the importance of considering multiple physical and bio-
geochemical processes in the study of coastal wetlands, as they indirectly and directly
affect the carbon cycle and ecosystems in space and time. The results suggest that changes
in the aerobic respiration rate, precipitation and flooding, ET, and external carbon sources
can all have significant impacts on carbon cycling rates and the overall carbon balance
of an ecosystem. These findings are important for understanding and managing the car-
bon cycle and its impact on climate change. The carbon cycle is a crucial process in the
Earth’s ecosystem, where carbon is continuously exchanged between the atmosphere, oceans,
land, and living organisms. The balance of carbon in the atmosphere directly affects the
Earth’s climate, making it important to understand the factors that influence carbon cy-
cling rates in ecosystems. While the results provide valuable insights into the system be-
havior, the findings of this study should be interpreted in the context of its exploratory
nature., It is important to recognize that further research and field measurements are
necessary to fully understand and validate these findings.

6 Open Research

In accordance with FAIR Data guidelines, we provide the following information re-
garding the availability of data and software used in this study. The data supporting this
research can be found in the following repositories: Data and codes used in this paper
are achieved in the ESS-DIVE (https://data.ess-dive.lbl.gov/view/doi:10.15485/
1986338 [Li et al., 2023]) and figshare (https://doi.org/10.6084/m9.figshare.c.
6759357.v1 [Ward and Moore, 2023].
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Key Points:

« Tidal elevations, precipitation, and evapotranspiration interact to control dynamic
exchange fluxes across the coastal terrestrial aquatic interface.

 Integrated hydrobiogeochemical modeling reveals significant variability in redox
conditions along the gradient of upland, transition, and wetland to the open wa-
ter.

» The high uncertainty in microbial-remediated aerobic respiration rates has a sig-
nificant impact on modeling the carbon cycling in coastal regions.
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Abstract

The complex interactions among soil, vegetation, and site hydrologic conditions driven
by precipitation and tidal cycles control the biogeochemical transformations and bi-directional
exchange of carbon and nutrients across the terrestrial-aquatic interfaces (TAls) in coastal
regions. This study uses a highly mechanistic model, Advanced Terrestrial Simulator-
PFLOTRAN, to explore how these interactions affect exchanges of materials and car-
bon and nitrogen cycling along a TAI transect in the Chesapeake Bay region that spans
zones of open water, coastal wetland, and upland forest. We designed several simulation
scenarios to parse the effects of the individual controlling factors and the sensitivity of
carbon cycling to reaction rate constants derived from laboratory experiments. Our sim-
ulations revealed a hot zone for carbon cycling under the transition zones between the
wetland and the upland. Evapotranspiration is found to enhance the exchange fluxes be-
tween the surface and subsurface domains, resulting in a higher dissolved oxygen con-
centration in the TAI. The transport of organic carbon derived from plant leaves and
roots provides an additional source of organic carbon for the aerobic respiration and den-
itrification processes in the TAI. The reaction rate variability mediated by microbial ac-
tivities, plays a dominant role in controlling the heterogeneity and dynamics of the sim-
ulated redox conditions. This modeling-focused exploratory study enabled us to better
understand the complex interactions of various system components at the TAIs that con-
trol the hydro-biogeochemical processes, an important step towards representing coastal
ecosystems in larger-scale Earth system models.

Plain Language Summary

The hydrological environment of vegetated coastal ecosystems is directly influenced
by rainfall and seawater flooding, which mediates biogeochemical processes within these
areas. However, the specific effects of dynamic rainfall and flooding on oxidation-reduction
conditions in these complex terrestrial-aquatic interfaces (TAIs) are poorly understood,
especially when considering the ecological processes of above-ground plants. To address
this gap, this study used integrated process-based models, the Advanced Terrestrial Sim-
ulator and PFLOTRAN, to examine the effects of hydrological and ecological controls
on biogeochemical reactions and exchange fluxes across a TAI transect spanning from
a coastal upland forest and saltmarsh to the open seawater. Our numerical experiments
showed that spatio-temporally dynamic surface—subsurface exchange fluxes and the spa-
tial extent of oxic subsurface zones within the TAIs are significantly influenced by the
mixing of different waters. The interface between the oxic and anoxic zones shifts in re-
sponse to periodic fluctuations in tidal elevations as higher tides drive more oxygenated
water towards the TAI. Meanwhile, vegetation evapotranspiration removes more water
from the subsurface during warm summer months. Soil-dependent reaction rate constants
have a large effect on the modeled reactions. A higher aerobic respiration rate will re-
sult in larger hypoxic and anoxic zones because the dissolved oxygen is consumed more
quickly. Our modeling-based study provided insights into the mechanisms that control
the exchange fluxes and carbon and nitrogen cycling at coastal TAIs, which can be used
to inform potential management strategies to mitigate the impacts of climate change on
these ecosystems.



1 Introduction

Coastal terrestrial-aquatic interfaces (TAIs) are known to disproportionately reg-
ulate ecosystem and biogeochemical functions that are critical for the health of both ter-
restrial and aquatic ecosystems [Bailey et al., 2017a; Enguehard et al., 2022; Bauer et al.,
2013; Bianchi et al., 2018; Erickson III et al., 2015]. Hydrologic, biogeochemical, and
ecological processes interact along the gradient of coastal uplands (e.g., forests and grass-
lands), wetlands, and surface waters, affecting the distribution and cycling of dissolved
organic carbon (DOC), nitrogen and oxygen [Thorne and Williams, 1997; Costanza et al.,
1997; Mitsch and Gosselink, 2007; Assessment, 2005; Cowardin et al., 1979; Chmura et al.,
2003; Michael et al., 2005]. Developing a mechanistic understanding of the exchange fluxes
and nutrient cycling at coastal TAls is critical for explicitly representing them in Earth
system models (ESMs) to more accurately quantify global carbon budget and evaluate
ecosystem resiliency and resistance to climate changes [Kolka et al., 2021; Tank et al.,
2018; Casas-Ruiz et al., 2023; Ward et al., 2020; Regier et al., 2021].

Climate and environmental changes such as sea level rise, storm surge, and flood-
ing exert significant effects on the transport and mixing of reactants within coastal wet-
lands by shifting the hydrologic regimes [Erwin, 2009; Robinson et al., 2018; Paerl et al.,
2019]. For example, rising seawater carries more oxygen-rich waters onto coastal TAIs
during high tides or storm surges, while groundwater brings more terrestrial-derived or-
ganic matter and nutrients to the coastal TAI during heavy rainfall events [Mopper et al.,
2015; Regier et al., 2021; Mattone and Sheaves, 2017; Moore, 2010]. Transport of organic
matter and nutrients below and at the surface is then influenced by heterogeneous soil
properties and surface morphology, while microbial activity also plays an important role
in mediating carbon and nutrient transformations in coastal TAlIs [Lee et al., 2006; Waska
et al., 2019; Ganju et al., 2019]. In addition, coastal vegetation in wetlands and uplands
also shapes hydrological and biogeochemical processes through transpiration and its in-
teractions with soil, water, and microbes [LaFond-Hudson and Sulman, 2023; McDow-
ell et al., 2022; Smith and Kirwan, 2021; Zhang et al., 2022; Wang et al., 2020; Krauss
et al., 2018]. Organic matter of terrestrial origin may provide an additional source of car-
bon for biogeochemical transformations, while salt marshes may be important carbon
sinks [Xin et al., 2022].

Numerical models have been increasingly used to understand the TAI processes [Fang
et al., 2022; Yabusaki et al., 2020; Li et al., 2020; Zhang et al., 2022]. However, these mod-
els lack an integrated framework that couples surface and subsurface flow and reactive
transport processes with ecological processes associated with terrestrial and wetland veg-
etation for coastal TAI systems. To fill this critical capability gap towards improving our
predictive understanding of coupled hydrologic, biogeochemic, and ecological processes
in coastal TAls, we leverage a unique set of mechanistic modeling capabilities that cou-
ple the Advanced Terrestrial Simulator (ATS) [Xu et al., 2019] and PFLOTRAN [Ham-
mond et al., 2014] using the Alquimia [Andre et al., 2013] interface. This modeling ca-
pability allows us to explore how precipitation, evaportranspiration, and tidal flooding
control the exchange fluxes and dynamic biogeochemical transformations at the coastal
TAIs. To this end, we specifically selected a 2-D transect that spans a typical open wa-
ter to upland gradient at a coastal field site in the Chesapeake Bay. By leveraging high-
performance computing resources, we explored various simulation scenarios to parse the
effects of individual controlling factors on exchanges fluxes and nutrient cycling. Through
comparative analysis of different hydrological scenarios, including rainfall and tidal flood-
ing, we observed distinct effects on the oxidation zone with variations in intensity and
directional influence. Furthermore, the processes of canopy ET and the presence of de-
composed organic carbon were found to introduce additional alterations in reaction con-
ditions and processes within the coastal TAI. Our investigation into the variation of re-
action rate constants revealed significant differences, highlighting their influence on re-
dox conditions and the overall system state dynamics. It is important to note that the



model simulations presented here are exploratory in nature and not intended for direct
comparisons against field measurements for calibration or validation, the target of a fu-
ture study.

2 Material and Methods

An integrated modeling approach and experimental data were used in this study.
Multiple scenarios based on collected data and reaction parameters estimated from lab-
oratory experiments (Table 2) were employed to study physical and biogeochemical in-
teractions occurring within the soil-water-vegetation system using the ATS model [Coon
et al., 2016] and PFLOTRAN reaction sandbox [Hammond et al., 2014; Hammond, 2022].
The simulations conducted in this study provided valuable insights into the spatial vari-
ability of biogeochemical processes across the coastal interface and allowed us to exam-
ine the sensitivity of the ecosystem to different variables, as detailed in Table 3. Through
our model, we were able to probe the system’s response to various factors and gain a deeper
understanding of the complex interactions governing exchange fluxes and redox condi-
tions. The model served as an exploratory tool, enabling us to explore the system’s be-
havior and uncover important patterns and trends.

2.1 Site Description

The study area spans a coastal upland forest, transition region, and brackish wet-
land near the Chesapeake Bay in Maryland State, USA (Subfigure a in Figure 1). The
field team assigned several groundwater sampling points (GW1-GW8) across the study
site and installed several groundwater wells at the assigned locations with in-situ aquatic
and soil sensors (Subfigure b in Figure 1). To investigate the influence of different pro-
cesses on carbon, nutrient, and oxygen cycling within the coastal ecosystem, spatially
and temporally diverse types of data were collected at the coastal TAI. Field data, in-
cluding groundwater levels, soil properties (such as moisture and temperature), and car-
bon concentrations, were collected at each sampling site. A more detailed description
of the collected data can be found here (https://compass.pnnl.gov/FME/DataPublications).

2.2 Numerical Model Configuration

To numerically investigate the combined effects of multiple processes on carbon cy-
cling and fluxes at the coastal TAI, we constructed a 2-D transect along the GW2 to GWS8
flow path. The transect encompasses different land types, including upland, transition,
wetland, and open water areas. A diagram of this domain and the distributed plant types
are shown in Figure 1 (subfigures b, and ¢). The present study utilized the ATS Water-
shed Workflow [Coon and Shuai, 2022] to generate the geometry of the transect and meshes
of the surface and subsurface domain. The domain spans 215-m horizontally and 18-m
vertically with heterogeneous soil properties (Subfigure ¢ in Figure 1). A minimum grid
size of 0.05-m was set for the meshing process. The resulting meshes were integrated with
spatial data on soil texture, bedrock, and structural characteristics. These data were used
to inform the modeling of various hydrological and biogeochemical processes across the
transect, contributing to a better predictive understanding of the functioning and dy-
namics of the studied ecosystem. Additional computational details, including the gen-
eration of the meshes, a snapshot of solute concentration in the domain, and the com-
puting environment and demand, are presented in the Supplementary Information.

2.2.1 Flow, Transport, and Water Balance in ATS

ATS is a recently developed multiphysics integrated hydrological simulator [Coon
et al., 2016]. Tt is capable of simulating both surface and subsurface hydrological pro-
cesses, as well as the exchange of flow between these two domains. Additionally, due to
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Figure 1: The location map, sampling sites, and conceptual model. (a) Sketch of the
river within Maryland and the Chesapeake Bay. (b) The location of the sampling sites
where field data, water level, and solute concentration were measured and collected. (c)
The permeability field and vegetation types along the selected 2-D transect. The whole
domain was separated into four regions, upland, transition region, wetland, and open wa-
ter, based on plant types.

the flexible design of the Process Kernels (PKs) tree, ATS can simulate the presence or
absence of vegetation and associated processes. This feature enables the examination of
how vegetation influences solute transport dynamics and the role of vegetation in solute
transport. ATS solves the Richards equation for the subsurface domain coupled to the
surface flow equation including the source terms, sink terms, and ET. The ET processes,
including canopy interception, transpiration, and bare ground evaporation, are imple-
mented using a one-layer radiation balance and Priestley-Taylor model for potential evap-
oration, as described in [Coon et al., 2016] and [Oleson et al., 2013]. Information about
the governing equations can be found in the Supplementary Information.

2.2.2 Biogeochemical Function in PFLOTRAN

We employed a simplified biogeochemical reaction network, which includes aero-
bic respiration and two-step denitrification, to simulate carbon and oxygen dynamics and
nitrogen transformations. Dissolved organic carbon (C'H»0) is oxidized to COy by three
electron acceptors (i.e., Oz, NO; , and NO; ):

Aerobic respiration (AR): CH20 + O3 — COs + Hy0O (1)
Denitrification (DN 1): CH20 +2NO5; — CO2 +2NO; + H20 (2)
Denitrification (DN 2): CH>O +4/3NO3 +4/3H' — COs +2/3N> 4+ 5/3H,0  (3)

The reaction rates follow Michaelis-Menten kinetics with a regulating term. The
unregulated reaction rate R;*™™ has the form of

R =V, co cf i=1,2,3 (4)
T - max K’LD —|—CZD KZ‘A—FC’ZA ) - b b




where V%% is the maximum reaction rate (in 1/d) and C” and C{* are the concentra-
tions of the electron donors and acceptors, respectively. KiD and K{l are the half-saturation
constants for the electron donors and acceptors, respectively. KP is set at 0.25 mM for

all three reactions [Zheng and Doskey, 2015]. K# is set at 0.001 mM, 0.001 mM, and
0.004 mM for AR, DN 1, and DN 2, respectively [Song et al., 2018].

The regulation term follows the cybernetic control law, where the cybernetic vari-
able e;"¢ represents the relative enzyme level for a given reaction. Here we adopted Song
et al. [2018] and Song and Ramkrishna [2011] to determine e;"¢ using the simplified for-
mulation:

Rik:zn .
3 in®Jd =
Zj:l R;

6l_rel —

1,2,3 ()

The regulated reaction rate is the product of the cybernetic variable and the un-
regulated reaction rate:

Ri = R/ e i=1,2,3 (6)

The above reactions and kinetic expressions are implemented into the PFLOTRAN re-
action sandbox [Song et al., 2018]

2.2.3 Boundary and Initial Conditions Based on Field Data

We assigned Dirichlet conditions as hydrological boundary conditions at the up-
hill (left) and seawater (right) sides for both the surface and subsurface domains, based
on observed water levels. In particular, GW2 water levels collected from the field were
used as the left uphill boundary. Tide level data for the coastal region were acquired from
the United States Geological Survey tide gauge located at Chesapeake City, MD (site
ID: 8573927). The data source can be accessed online (https://tidesandcurrents.
noaa.gov/waterlevels.htm1?7id=8573927). Precipitation data were assigned to the sur-
face top using the Daymet data shown in Figure 2. It is also important to note that no
flow boundary condition was applied to the bottom of the subsurface domain due to the
presence of impermeable rocks in that region. Solute boundary conditions were collected
from in-situ concentration data from the Coastal Observations, Mechanisms, and Pre-
dictions Across Systems and Scales (COMPASS) project, a long-term database of Global
Change Research wetlands (https://serc.si.edu/gcrew), and the values in articles
[Song et al., 2018; Nelson et al., 2017, Menendez et al., 2022; Spalding and Ezner, 1993;
Rich et al., 2008]. Based on the setup in Table 1, groundwater provided the largest con-
centration of DOC and NOs, while higher Os comes from surface water.

Table 1: Concentrations of boundary conditions for various species.

Solute ‘ Rainwater Groundwater Surface Seawater Subsurface Seawater
CH>,O (MgC/L) | 1.20E-06 1.35E+01 4.18E+00 4.18E+00
O, (Mg/L) 3.20E-06 7.00E-02 7.00E-02 7.50E+00
COs (Mg/L) 4.41E-06 3.39E+04 3.52E+02 2.64E+03
NO; (Mg/L) 6.20E-06 5.00E400 0.44E-01 0.44E-01
Ny (Mg/L) 2.80E-06 2.80E-06 2.80E-06 2.80E-06
NO; (Mg/L) 4.61E-06 4.61E-06 4.61E-06 4.61E-06
NHI (Mg/L) 1.80E-06 1.06E4-00 1.80E-02 1.80E-02
CsH70oN (Mg/L)| 1.80E-04 1.80E-01 1.80E-01 1.80E-01
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Figure 2: Subfigures illustrating variations in the uphill water level, precipitation, and
tide head over the study period. (a) shows the fluctuations in water level at the uphill
location (GW2). (b) shows the temporal distribution of precipitation, with the maximum
precipitation occurring on day 218. (c) shows tidal head measurements at the specified
locations, with the highest tidal head occurring on day 363. These data provide dynamic
hydraulic conditions for reactive transport simulations.



To investigate the impact of the aerobic respiration rate on carbon cycling within
TAIs, we conducted experiments and utilized AquaMEND to estimate the maximum re-
action rate constants V., in Eq.(4) for aerobic respiration on samples obtained from
the COMPASS project. The calculated maximum reaction rate values are displayed in
Table 2. In the coastal zone, we obtained nine sets of reaction maximum constant val-
ues for different regions, with a notable 7.8-fold difference. Additionally, considering the
limited availability of data, we used the values reported by Song et al. [2018] for other
biogeochemical parameters.

Table 2: The calculated reaction rate constant for aerobic respiration.

Upland forest (1/d) Transitional forest (1/d) Wetland (1/d)

Vinaz.1: 24.84 Vinaza: 35.20 Vinaz.7: 54.16
Vinaz.2: 33.44 Vinaz.s: 38.80 Vinaz.s: 158.08
Vinaz.s: 42.22 Vinaz.g: 47.66 Vinaz.o: 195.47

The determination of vegetation types, forest and grassland, along the 2-D tran-
sect was based on combined data from the national land cover database and fieldwork.
Based on plant types, additional data such as air temperature, leaf area index, and other
relevant information were obtained from the Daymet dataset using Watershed Workflow
[Coon and Shuai, 2022]. Daymet provides atmospheric forcings with high spatial and tem-
poral resolutions across North America. The purpose of incorporating these boundaries,
initial conditions, and observational data into the model is to achieve a comprehensive
understanding of how hydrological and ecological processes affect carbon cycling. To ac-
complish this, the surface and subsurface flow was initially simulated to a dynamic steady
state and reactive transport was simulated with appropriate initial and boundary con-
ditions. For more specific information, please refer to the Supplementary Information
section of the paper.

2.2.4 Simulation Scenarios

Numerical experiments investigate the influence of environmental factors on redox
condition and carbon cycling in coastal TAlIs. The study comprises four aspects and a
total of 13 scenarios. These aspects focus on the effects of precipitation and tidal changes,
canopy evapotranspiration, surface desorbed DOC, aerobic respiration rates on exchange
fluxes, redox conditions and carbon cycling, see Table 3.

By comparing scenarios 1, 2, and 3, we investigated the effects of inundation and
precipitation on exchange fluxes and oxygen transport. Since high oxygen originates from
the surface layer of seawater, changes in fluxes due to variable rainfall and inundation
will directly affect oxygen transport. Therefore, we distinguished scenarios 1, 2, and 3
according to their hydraulic conditions. To isolate the dynamic effects of precipitation
and inundation on the reactions, we used average values to limit one factors to a con-
stant value while leaving the other dynamic. This approach allows us to test the spe-
cific effects of dynamic precipitation and inundation on the redox conditions within the
coastal TAI subsurface.

Scenarios 4 and 5 demonstrate two important effects related to vegetation within
the coastal TAI ecosystem. In scenario 4, we introduce vegetation-related processes, specif-
ically focused on the impact of ET in vegetated regions. Scenario 5 incorporates an ex-
ternal DOC source term to simulate the decomposition of organic matter from plants
over vegetated regions. By comparing these scenarios to the baseline scenario, 1, we can



analyze the individual and combined effects of vegetation and external DOC on the car-
bon cycling and overall ecosystem dynamics within the coastal TAI. This comparison
enables a comprehensive assessment of how vegetation-related processes and external DOC
inputs influence the carbon cycling and ecological functioning of the studied ecosystem.

We compared scenario 6 to scenario 13 and scenario 1 to investigate the influence
of reaction conditions on carbon cycling within the coastal TAI. These scenarios have
a modified reaction rate constant for aerobic respiration, representing different reaction
conditions at various site positions within the TAI. Each scenario is associated with a
specific reaction rate constant (Viep,1 t0 Vinas,e). This comparison allows us to exam-
ine how variation in reaction rate constants affects carbon cycling dynamics. By alter-
ing the reaction conditions at different site positions within the TAI, we can assess the
impact of these variations on carbon cycling processes. The results provide valuable in-
sights into the biogeochemical processes underlying carbon cycling and their associations
with different environmental factors.

Table 3: Scenarios with different hydrological, ecological, and reaction conditions.

Scenario | Variable Rainfall Variable Tide Canopy ET Desorbed DOC Rate Constant
1 Yes Yes No No Vinaz,1
2 Yes No No No Vinaz,1
3 No Yes No No Vinaz,1
4 Yes Yes Yes No Vinaw 1
5 Yes Yes No Yes Vinaz,1
6 Yes Yes No No Vinaz,2
7 Yes Yes No No Vinaz,3
8 Yes Yes No No Vinaz,4
9 Yes Yes No No Vinaz,5
10 Yes Yes No No Vinaz,6
11 Yes Yes No No Vinaz,7
12 Yes Yes No No Vinaz,8
13 Yes Yes No No Vinaz,9




3 Results and Discussion

3.1 Exchange Fluxes at the TAI Driven by Precipitation, Tidal Change,
and Evapotranspiration

By comparing three scenarios (scenarios 1 to 3), we investigate the effects of pre-
cipitation and flooding on exchange flux across coastal ecosystems. The baseline scenario
(scenario 1) shows that varying precipitation and tide change result in dynamic exchange
flux across the whole 2-D transect that vary across both space and time (Figure 3).

Temporal and Spatial Variation of Surface-Subsurface Exchange Fluxes under Dynamic Tide and Precipitation
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Figure 3: This figure presents the spatiotemporal dynamics of the flow exchange flux be-
tween the surface and subsurface domains, influenced by dynamic precipitation and tidal
changes. The top subplot visualizes the distribution of vegetation along a 2-D transect,
accompanied by the corresponding transect elevation. The left and right subplots display
temporal variations in precipitation and tidal elevation from November 2020 to November
2021. The middle subplot depicts the hourly exchange fluxes between the surface and sub-
surface domains. The variations in flux magnitude and direction are represented through
color gradients, with warmer colors indicating stronger upwelling fluxes.

In the presence of rainfall, the uphill side experiences dominant downwelling fluxes
with strong precipitation contributing to an amplified flux increase. For example, an ap-
parent heavy rain [Bhatla et al., 2019] event occurred on day 218, triggering the most
powerful downwelling flux from the surface to the subsurface domain. The upwelling flux
is primarily distributed along the open water side. The movement of groundwater from
inland areas towards the coast can result in the upwelling of groundwater with DOC and
nitrate near the shoreline. For a comprehensive exploration of the flow path and tracer
test results, please refer to the Supplementary Information. A larger upwelling flux oc-
curs when the sea water level is lower. Notably, the transition and wetland regions, char-
acterized by frequent interactions between terrestrial and aquatic environments, exhibit
a distinct hot exchange flux hotspot. To be specific, the inundation process causes the
difference in the downwelling flux between the transition and upland. Variations in tide
height alter the strength and position of the downwelling flux at the coastal TAI. Con-
sequently, diverse hydrological conditions can lead to a directional change in fluxes. Dy-
namic tidal levels and precipitation affect the intensity of exchange fluxes, especially from
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the transition to wetland regions. To further analyze the individual effects of dynamic
precipitation and tide change, the exchange flux across the 2-D transect of scenarios 2
and 3 have been analyzed and are shown in the Supplementary Information.

Furthermore, canopy ET influences the water balance within the TAI. Scenario 4
was conducted to investigate the effect of vegetation after considering the related ET pro-
cess. Based on the national land cover database and field pictures, we identified two main
types of plants along the 2-D transect: deciduous forest and grassland. In scenario 4, the
canopy information and relative LAI, humidity, temperature, shortwave radiation, evap-
oration, and transpiration processes were assigned to the whole domain. Figure 4 shows
the difference in exchange flux after considering the vegetation and related ecological pro-
cesses.

Comparison of Surface-Subsurface Exchange Fluxes with and without Evapotranspiration

Upland Wetland
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Figure 4: Alterations in flow exchange fluxes resulting from vegetation-related ecological
processes over a one-year period, from November 2020 to November 2021. The subplot on
the left depicts ET, the right subplot shows the water throughfall and canopy drainage
across a 2-D transect. The middle subplot portrays the changes in hourly exchange fluxes
between the surface and subsurface domains when accounting for the vegetation-related
ecological processes. The results indicate that the exchange fluxes in the transition and
wetland areas are particularly sensitive to these processes. Additionally, the upwelling flux
is amplified when ET is strong, especially during the summer season.

The most substantial hydrological differences were observed from the transition to
wetland regions, since the uphill soil layer maintains unsaturated conditions for long time
periods (shown in Figure 5). Comparing the ET, canopy drainage, and water through-
fall in Figure 4, the main difference of exchange flux happened with higher ET values.
Strong exfiltration processes will bring more water from the subsurface to the surface
and enhance the upwelling fluxes. Intense canopy drainage and water throughfall enhance
the downwelling flux. Therefore, temporal variations in dynamic exchange flux differ-
ences emerged as a result of transpiration and evaporation processes across the entire
domain. To further quantify the temporal effect of vegetation on exchange flux within
the TAI, we calculated the averaged exchange flux along the TAI for different seasons,
shown in the Supplementary Information. The most prominent distinction of exchange
flux arises during the summer season, which can be attributed to the elevated temper-
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Figure 5: Saturation, flow paths, and water level comparisons between cases with and
without vegetation. (a) and (b) depict scenarios 1 and 4, respectively, on day 218.

atures and increased ET rate experienced during this period. Hence, the presence or ab-
sence of vegetation exerts a notable influence on the exchange flux. In vegetated regions,
soil saturation can decrease by over 20%, leading to alterations in the local solute con-
centration (shown in Figure 5).

3.2 Precipitation and Tide Change: Dispersion and Concentration of
Oxygen in the TAI Subsurface Domain

The transition and wetland regions, where there is frequent interaction between ter-
restrial and aquatic environments, give rise to the formation of a hot spot for exchange
fluxes. Variations of exchange flux within the TAI are tightly connected with the under-
lying redox condition. For example, during floods, a larger quantity of oxygen will be
transported from the seawater towards the transition zone. This leads to the creation
of a region with high oxygen concentration below the transition zone where downwelling
flow occurs. Meanwhile, the lower oxygen infiltrated water will also transport from up-
land to the mixing zone. We observed that most of the downwelling oxygen fluxes oc-
cured in the transition zone and certain parts of the wetland (Figure 6). As a result, the
specific location of the transition point, where the oxygen-rich (oxic) zone transitions to
the anoxic (hypoxic) zone, varies in response to the dynamic water levels shown in Fig-
ure 7.

To investigate the individual effects of dynamic precipitation and tide change on
the redox condition within the TAI, two scenarios (2 and 3) were simulated, each focus-
ing on a single dynamic variable. The temporal vertical distribution of oxygen at the tran-
sition (125 m) and wetland (150 m) locations was then analyzed for each scenario, de-
picted in Figure 8. This analysis provides insights into the impact of these dynamic vari-
ables on the oxygen levels at specific locations within the system.

From scenario 2, we observed both distinct similarities and differences in the re-
dox conditions between the transition and wetland regions in response to varying pre-
cipitation patterns. In the transition region, the oxygen-rich zone is primarily located
near the soil surface. In the wetland region, the oxidation zone is both larger and deeper.
This distinction can be attributed to the constant tidal constraint, which impedes the
transport of oxygen-rich water to the transition region during flood events. Moreover,
both areas are influenced by dynamic precipitation, which impacts the oxygen concen-
tration levels. Infiltration brings freshwater from upland areas into the wetland region,
thereby influencing the horizontal and vertical distribution of the coastal TAI subsur-
face. Although the wetland areas exhibit greater resistance to dilution, both the tran-
sition and wet regions experience a decrease in oxygen concentration during periods of
precipitation. The heavy rainfall event on day 218 caused a significant dispersion of oxy-
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Temporal and Spatial Variation of Surface-Subsurface Exchange Flux of Oxygen under Dynamic Tide and Precipitation
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Figure 6: The oxygen exchange flux between the surface and subsurface domains varies
with dynamic precipitation and tidal changes. The middle subplot shows the hourly oxy-
gen exchange fluxes between the surface and subsurface domains.

( 3 ) upland Transition Wetland
51 Day 218 Water level

0 50 100 150 200

( b ) Upland Transition

Water level

0 50 100 150 200
Distance [m]

Figure 7: These sub-figures depict the oxygen concentration distribution during two ex-
treme weather events: the largest precipitation event and the strongest inundation event.
The precipitation and tide data were collected from NOAA’s station and Daymet near the
study area. The results are presented as color-coded maps. The warmer colors indicate
higher oxygen concentrations, while the cooler colors represent lower concentrations. The
figures provide insight into the impact of extreme weather events on oxygen availability in
terrestrial aquatic ecosystems, which is crucial for redox reaction process. The comparison
between the two sub-figures highlights how the two events affect oxygen concentration
levels differently.
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gen concentrations in the wetland area, resulting in noticeable declines both vertically
and longitudinally.

Vertical Dynamics of Oxygen Concentration at Transition Region (125 m) and Wetland Region (150 m)
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Figure 8: Heatmaps depicting the spatiotemporal variations in oxygen concentration
across different scenarios and locations over a one-year period. The figure consists of three
columns, each representing a specific scenario: dynamic tide and varying precipitation
(column 1), dynamic precipitation (column 2), and dynamic tide (column 3). Each col-
umn is further divided into two rows, with the top row corresponding to the transition
region (x = 125m) and the bottom row representing the wetland region (x = 150m). The
color-coded heatmaps visualize the changes in oxygen concentration, providing valuable
insights into the seasonal and spatial dynamics of oxygen levels within the study area.

The results of scenario 3 show the influence of flooding caused by high tide levels,
which facilitates the inflow of oxygen into the transition region through horizontal over-
land flow. In contrast to the lower oxygen concentrations observed in the top soil loca-
tion of scenario 2, scenario 3 demonstrates that dynamic tidal changes, particularly dur-
ing strong flooding events, lead to an increased inward flow of oxygenated seawater. As
a result, a larger oxidation zone is formed, with the transition zone experiencing a more
significant rise in oxygen levels vertically. Both the transition and wetland zones exhibit
higher oxygen concentrations compared to scenario 2. The absence of dynamic rainfall
effects allows the high oxygen state maintained by dynamic tides at greater depths to
extend even further. To summarize, scenario 3 reveals that the interaction between dy-
namic tidal changes and flooding enables the transportation of oxygenated seawater, lead-
ing to higher oxygen concentrations and an expanded oxidation zone in both the tran-
sition and wetland zones.

Through our research, we have observed that strong inundation has a dual impact
on the hydrological processes and solute transport. First, it raises the water level, allow-
ing solutes from seawater to enter the transition zone. Second, it expands the mixing zone
for solute transport in both the vertical and horizontal directions. Surface runoff caused
by precipitation and groundwater promotes the dispersion of solutes in the upper and
deeper layers of the soil, respectively. These hydrological processes play a significant role
in shaping redox conditions, particularly during heavy rainfall and flooding events.

3.3 Evapotranspiration and External Carbon Sources: Impacts on Wa-
ter Availability and Solute Concentration in Ecosystems

In this section, we conducted a more in-depth analysis of the alterations in reac-
tants within the reaction network, taking into account the influences of ET and exter-
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nal carbon sources. The first column in Figure 9 shows the original distribution of oxy-
gen, DOC, and nitrate in scenario 1. As expected, the oxygen concentration is higher

at the uppermost part of the subsurface domain. Simultaneously, the groundwater trans-
ported a greater amount of DOC and nitrate from uphill areas to the TAI, leading to
elevated levels of DOC and nitrate in the lower region. Moreover, the variation of wa-

ter balance also affects the solute concentration. In particular, the evaporation process
will decrease the saturation of soil and increase the solute concentration, shown in Fig-
ure 5. As a result, elevated concentrations of reactants were observed in upland and tran-
sition areas, attributed to the concentration effect caused by evaporation process. The
concentration effect influences the local concentration and causes an increase in the oxy-
gen content, especially in the case shown in Figure 9. The third column in Figure 9 shows
the disparities in carbon, nitrate, and oxygen in the presence or absence of ET. The fig-
ure illustrates the variations in these components and highlights the impact of ET on
their dynamics. As a result of ET processes, the concentrations of oxygen and DOC in
the surface and topsoil layers of the subsurface increase. The accumulation of oxygen

in these areas leads to a modification of the redox conditions in the TAI subsurface re-
gion. The shift towards more oxidizing conditions facilitates the consumption of DOC,
intensifying oxidation reactions. Consequently, the increased rate of oxidation reactions
regulates the nitrification process, resulting in higher nitrate levels in deeper soil layers.

Species Concentration without and with Canopy Evapotransipration, and Species Concentration Shifts Due to Evapotransipration
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Figure 9: Comparison of oxygen, DOC, and nitrate concentrations in two scenarios (1
and 4) in three columns. The first column represents species concentrations without con-
sidering canopy ET, the second column represents concentrations when canopy ET is
considered, and the third column illustrates the change in species concentration due to the
consideration of canopy ET. The top row displays oxygen concentrations, the middle row
shows DOC concentrations, and the bottom row represents nitrate concentrations. The
contour maps visually represent the spatial patterns and relative changes in species con-
centrations, providing insights into the impact of canopy ET on the dynamics of oxygen,
DOC, and nitrate.

Other than the indirect effect of increasing concentration via evaporating water,
the decomposition process of vegetation affects the redox reaction process more directly
by creating an external DOC source. In scenario 5, we assigned the external DOC source
term to the vegetated region along the 2-D transect to analyze its effects on carbon cy-
cling. The DOC concentration was estimated based on the relationship between DOC
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concentration and precipitation, equation 7 [Oh and Choi, 2022]. To be specific, we al-
located the concentration of DOC, denoted as y and measured in M gC/L, to the pre-
cipitation variable, denoted as & and measured in mm/d. This assignment was made to
simulate the decomposition processes associated with rainfall in our research. By doing
that, a varying DOC source dependent on precipitation will be added to mimic the de-
composed DOC (see the figure in Supplementary Information). To analyze the influence
of external DOC sources on carbon cycling at the TAI, we compared the species concen-
tration in scenario 1 and scenario 5. The variation of oxygen, carbon, and nitrate is shown
in Figure 10.

y = 0.049 * x + 1.801 (7)

The dynamics of precipitation and related external DOC contribute to the hetero-
geneity of DOC distribution. Surface runoff can drive DOC-rich water from upland to
wetland regions on the surface. Within the TAI, A clear increase of DOC occurred in
the downwelling zone and was transported along the flow path within the subsurface (Fig-
ure 10). The increase of DOC led to more consumed oxygen along the flow path due to
the increase in reaction rate. Therefore, the oxygen concentration differs along a flow path
with more DOC. Meanwhile, the nitrate is also affected in the deep zone as DOC is trans-
ported into the deeper zone. This increases the denitrification reaction rate, leading to
the conumption of more nitrate.

Our results indicate that the addition of external carbon sources leads to an increase
in carbon concentration and alters the carbon cycling, nitrogen cycling, and oxygen con-
sumption rates. These impacts are not equally distributed along the coastal TAIs sub-
surface. Our findings are consistent with the study of McClain et al. [2003] on the de-
pendence of reaction conditions on flow paths. Similar to their study, we observed that
the quality of transport to a given region had a significant impact on the observed re-
sults. The consistency further emphasizes the importance of managing external carbon
sources in ecosystem management practice.

In this section, we analyzed the ecological influence of vegetation on exchange fluxes
and reaction conditions in the TAI. Results showed that transition and wetland areas
were particularly sensitive to these processes, with amplified upwelling fluxes during strong
ET. The concentrated reactants and addition of external carbon sources affected carbon
and nitrogen cycling, oxygen consumption rates, and carbon concentration with non-uniform
distribution in coastal TAIs. Therefore, considering vegetation and related products is
crucial for optimizing ecological outcomes. After analyzing hydrological processes, par-
ticularly events, the next section involves investigating the impact of reaction rates on
carbon cycling, taking into account the influence of significant hydrological events.

3.4 The Impact of Aerobic Respiration Rate on Carbon Cycling in Ecosys-
tems

Sampling from different regions of the coastal TAI shows that reaction conditions
substantially vary from upland to transition to wetland, shown in Table 1. To further
investigate the sensitivity of carbon cycling to redox reaction rate in these regions, we
conducted a series of simulations assuming different estimated reaction rate constants
for distinct zones of the TAIL From scenario 6 to 13, a constant aerobic respiration rate
constant was adopted for the entire 2-D model domain. Our analyses focus on the sub-
region between 120 meters and 180 meters, which was identified as the most active area
for exchange fluxes and redox transformations. By focusing on this specific range, we quan-
tified the effect of key factors on the dynamic behavior of the oxic zone in the TAI. Based
on previous studies, we compared the sensitivity of carbon cycling to aerobic respiration
rates under two distinct hydrological events: heavy rain (occurring on day 218) and strong
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Species Concentration without and with Decomposed DOC, and Species Concentration Shifts Due to Decomposed DOC
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Figure 10: Comparison of oxygen, DOC, and nitrate concentrations for two scenarios

(1 and 5) in three columns. The first column represents species concentrations with-

out considering decomposed DOC, the second column represents concentrations when
decomposed DOC is included, and the third column illustrates the change in species con-
centration resulting from the inclusion of decomposed DOC. The top row displays oxygen
concentrations, the middle row shows DOC concentrations, and the bottom row represents
nitrate concentrations. The contour maps visually depict the spatial patterns and relative
changes in species concentrations, providing insights into the impact of decomposed DOC
on the dynamics of oxygen, DOC, and nitrate.
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flooding (occurring on day 363). We examined the difference in carbon cycling between
fast and slow reaction rate cases for both events. Figure 11 for day 218 illustrates the
oxygen, DOC, and nitrate distribution during the heavy rain event, while the Figure 12
for day 363 represents the oxygen, DOC, and nitrate distribution during the strong in-
undation event. By comparing the response of reactive species concentrations between
these events, we can understand how aerobic respiration rates affect the carbon cycle of
different hydrological events in coastal TAIs.

Species Concentration under Lowest and Highest Aerobic Respiration Rate, and Species Concentration Shifts Due to Increased Aerobic Respiration Rate
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Figure 11: Comparison of species concentrations during a heavy rain event on day 218,
focusing on aerobic respiration rates. The graph consists of three columns. The first col-
umn represents species concentrations associated with the lowest aerobic respiration rate.
The second column represents species concentrations associated with the highest aerobic
respiration rate. The third column illustrates the shifts in species concentrations resulting
from the increase in aerobic respiration rate. The species analyzed include oxygen, DOC,
and nitrate, highlighting the impact of aerobic respiration rates on oxygen, DOC, and
nitrate dynamics.

Significant differences in carbon, nitrate, and oxygen were found between the high-
est and lowest aerobic rate cases shown in Figure 11. The higher rate of aerobic respi-
ration consumed more oxygen and DOC within the oxic zone. The largest difference oc-
curs in regions of high oxygen content, because the oxygen level is the reaction limiting
at the higher consumption rate. The amount of oxygen in the surface soil of the tran-
sition zone is not sufficient for the more active redox reaction processes and will be con-
sumed to the maximum extent. Thus, the largest difference is seen in higher oxygen lo-
cations. Correspondingly, DOC are involved in this process as electron donors, result-
ing in a similar difference pattern as seen in the higher rate conditions. There is a mi-
nor difference of DOC within the deeper zone compared to the difference in oxygen con-
centration in the topsoil, which resulted from denitrification processes. The nitrate dif-
ferences figure shows that the nitrate us higher under a more active aerobic respiration
rate case. Regulation of the reaction rate, as described in the equation 6, is responsible
for this phenomenon. When the rate of aerobic respiration increases, the regulatory ef-
fect decelerates the denitrification process. As a result, large amounts of nitrate accu-
mulate in the deeper anoxic soil regions. During intense flooding events, such as in Fig-
ure 12, there are notable changes in the location of areas where deficits occur and in the
absolute differences of oxygen, DOC, and nitrate levels. These changes can be attributed
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to the solute composition of rainfall, groundwater, and seawater. The occurrence of a
strong flooding event led to an influx of additional oxygen in both cases, resulting in a
reduction of the oxygen difference caused by variations in oxidation reactions. The dif-
ference in DOC consumption between fast and slow reactions was mitigated in the high
oxygen condition, and therefore, DOC consumption reduced the difference in DOC on
the TAT surface soil.

Species Concentration under Lowest and Highest Aerobic Respiration Rate, and Species Concentration Shifts Due to Increased Aerobic Respiration Rate
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Figure 12: The spatial distribution of key reactants, such as oxygen, DOC, and nitrate,
during a significant flooding event on day 363. The results illustrate reactant concentra-
tions associated with both the lowest and highest aerobic respiration rates. The figure
shows the differences in species concentration between the highest and lowest aerobic res-
piration rates observed during the strong flooding event on day 363.

The difference between high and low rate cases indicates that the reaction rates
have a significant influence on reaction processes and solute distribution. To assess the
impact of reaction rates on environmental conditions, we performed calculations to quan-
tify the proportion of oxic, hypoxic, and anoxic zones within the selected TAI. By em-
ploying defined thresholds of 2 Mg/L for hypoxic and 0.2 Mg/L for anoxic [Menendez
et al., 2022], we computed the respective areas of by the oxic, hypoxic, and anoxic zones.
The variations in the fraction of these zones for nine different rate conditions are illus-
trated in Figure 7.

The fraction of the oxic, hypoxic, and anoxic zones dynamically changed through-
out the year, primarily influenced by precipitation and tidal variations. In general, the
lower reaction rate sustained a high proportion (20%-40%) of the oxic zone and the higher
reaction rate case resulted in more anoxic conditions, with an anoxic zone fraction value
from 45% to 62.5%. As discussed in previous sections, precipitation affects the redox con-
dition in both the vertical and horizontal directions and enlarges the redox zone. Dur-
ing periods of heavy rainfall, the fraction of the oxic zone tends to increase, resulting in
a reduction in the proportion of the anoxic zone. Therefore, we see the peak of the oxic
zone when heavy rain occurs. However, the overall relationship between these zones also
depends on the reaction rates, especially in cases where the aerobic respiration rate is
relatively high. With high respiration rates, the accumulated oxygen will be continuously
consumed as the reaction proceeds. This will lead to a deficiency of oxygen at higher rate
conditions. Therefore, the fraction of oxic zone shows a tendency to increase and then
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decrease. The fraction of the oxidation zone in the high rate case decreases earlier than
in the slow rate case (scenario 12 and scenario 13). This decrease was sustained even when
a heavy rain event occurred during this process. This is because the dilution effect of
heavy rainfall in this low oxygen concentration case turns the oxic zone into a hypoxic
zone or even an anoxic zone. In contrast, the anoxic area showed an opposite trend to

the oxic area with the effect of rainfall and tidal changes. In all cases, the lowest frac-
tion of anoxic zone occurred during the occurrence of Harvey rain. Remarkably, we ob-
serve a more stable hypoxic zone. The variation of its area is only 10% of the total area
even for different reaction rates, compared to about 20% for the oxic and anoxic zones.
As an intermediate region between the oxic and anoxic zones, it can be transformed into
two external regions with the dynamic process of hydrology, while also giving rise to more
complex dynamics. For example the two cases at high reaction rates show different trends
than the other seven cases. This depends mainly on the fact that faster reaction rates
consume more oxygen, causing the original balance between chemical reaction consump-
tion and oxygen transport replenishment to change and become more sensitive.

Our results have shown that carbon storage in ecosystems decreases when the rate
of aerobic respiration increases, while a decrease in the rate of respiration leads to an in-
crease in carbon storage. These findings highlight the critical role of aerobic respiration
in the rate of carbon cycling and its impact on the overall carbon balance of ecosystems.
Furthermore, oxygen levels in TAI can be used as a measure of the rate of aerobic res-
piration.By comparing the variation of redox components among three different groups,
i.e., uplands, transition zones and wetlands, it is clear that redox conditions exhibit greater
dynamics in wetlands (Figure 13). A wider range of variation in wetland reaction rates
would lead to more dynamic changes in redox conditions and would have more impor-
tant implications for carbon storage.
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Impact of Aerobic Respiration Rate on the Proportion of Oxic, Hypoxic, and Anoxic Zones within the Transition-Wetland Region
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Figure 13: Three subfigures showcasing the distribution of oxic, hypoxic, and anoxic
zones in the Transition-Wetland region. Each subfigure has nine lines representing differ-
ent rate cases, demonstrating the changes in these fractions over time. The trend of the
oxic, hypoxic, and anoxic zone ratios varies over time, reflecting the dynamic nature of
oxygen availability within the wetland-transition region.
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4 Limitations of Current Work and Future Work

In our current model, we constrained the maximum reaction rate constant of den-
itrification for all scenarios due to limited data availability. This approach was suitable
for this study since aerobic respiration processes played a predominant role in our study
as the cybernetic reaction approach allowed us to vary denitrification rates through the
regulation component. However, similar to the variation observed in the maximum re-
action rate of aerobic respiration across coastal TAls, the relative parameters for den-
itrification should also exhibit variability. We have a sampling plan in place and will gather
the necessary data to incorporate these variations in the coming year. This will enable
us to conduct more accurate analyses in the future.

The estimation of the external DOC inputs was based on empirical equations that
rely on rainfall intensity. A study conducted by [O’Meara et al., 2019] employed the ELM
and PFLOTRAN to simulate vegetation dynamics and update biogeochemical represen-
tations. In order to more precisely quantify the decomposition effects of plants on the
entire ecosystem, we plan to integrate ELM into ATS-PFLOTRAN. This integration will
enable the calculation of decomposition processes, such as litterfall, particulate organic
carbon, and dissolved organic carbon, which are influenced by different plant types. These
calculations will be performed locally and assigned to the corresponding domains, lead-
ing to more accurate estimations of decomposition processes within the model.

Using a selected 2-D transect in modeling flow and transport is inherently a lim-
itation as it restricts the representation of 3-D solute movement in the field. This means
that the model does not capture the lateral flow that occurs perpendicular to the tran-
sect. This limitation can affect the accuracy and completeness of the results. In partic-
ular, it has been found that the uphill water level does not have a significant impact on
the downhill distribution and reaction of solutes. By examining the flow path shown in
the supplementary information, it is apparent that the flow direction is from right to left
in the left side of the domain, driven by the pressure gradient resulting from the topog-
raphy difference. This flow direction can also influence the transport of solutes such as
DOC and nitrate in groundwater. To better align with field measurement data and im-
prove the accuracy of the model, we plan to incorporate a 3-D model in future simula-
tions. This would allow for the inclusion of lateral flow and capture the full complexity
of solute movement in three dimensions.

5 Summary and Conclusions

Complex interactions among hydro-biogeochemical processes in coastal TAls are
vital to regulating the coastal ecosystem. These interactions have a significant impact
on carbon, nutrient, and redox processes. Therefore, understanding these intricate in-
teractions is crucial for accurately predicting carbon cycling and effectively managing
the water quality of these ecosystems. Our understanding of how hydraulic and ecolog-
ical processes interact and influence biogeochemical processes in the coastal ecosystem
remains incomplete, primarily due to limitations in modeling techniques. Here we an-
alyzed the effects of four key factors on carbon cycling in the coastal TAIs: aerobic res-
piration rate, precipitation and flooding, ET, and external carbon sources using a newly
integrated hydro-biogeochemical model with calibrated aerobic respiration rates supported
by field-measured data.

Numerical simulations revealed the formation of active exchange flows and reac-
tion hot spots at the TAlIs as a result of the dynamic interaction between hydrological
and biogeochemical processes. The coupled simulations of flow, reactive transport, and
land surface processes have generated valuable insights on the consequences of extreme
precipitation and sea level rise. We found that strong tidal flooding transports more oxy-
genated water to the transition zone of TAI, enhancing aerobic respiration, while heavy
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precipitations transport more terrestrial-derived organic matter to the coastal TAI, de-
pleting the oxygen in the system. Vegetation-induced ET also enhances the exchange
fluxes across the TAI by altering the local hydraulic gradient.

While the formation of persistent active exchange zones is largely shaped by the
site geomorphology and hydrology, the biogeochemical transformations in these zones
is highly sensitive to reaction rate constants, which vary substantially across the TAI.
The extent of the oxic, hypoxic, and anoxic zones differ significantly across the range of
aerobic respiration rates. Understanding these relationships is crucial for the manage-
ment and conservation of transitional areas and their associated ecosystem services.

Our results demonstrate the importance of considering multiple physical and bio-
geochemical processes in the study of coastal wetlands, as they indirectly and directly
affect the carbon cycle and ecosystems in space and time. The results suggest that changes
in the aerobic respiration rate, precipitation and flooding, ET, and external carbon sources
can all have significant impacts on carbon cycling rates and the overall carbon balance
of an ecosystem. These findings are important for understanding and managing the car-
bon cycle and its impact on climate change. The carbon cycle is a crucial process in the
Earth’s ecosystem, where carbon is continuously exchanged between the atmosphere, oceans,
land, and living organisms. The balance of carbon in the atmosphere directly affects the
Earth’s climate, making it important to understand the factors that influence carbon cy-
cling rates in ecosystems. While the results provide valuable insights into the system be-
havior, the findings of this study should be interpreted in the context of its exploratory
nature., It is important to recognize that further research and field measurements are
necessary to fully understand and validate these findings.

6 Open Research

In accordance with FAIR Data guidelines, we provide the following information re-
garding the availability of data and software used in this study. The data supporting this
research can be found in the following repositories: Data and codes used in this paper
are achieved in the ESS-DIVE (https://data.ess-dive.lbl.gov/view/doi:10.15485/
1986338 [Li et al., 2023]) and figshare (https://doi.org/10.6084/m9.figshare.c.
6759357.v1 [Ward and Moore, 2023].
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Introduction

The supporting information consists of five sections of text. Text S1 provides in-
formation about the generation of two dimensional (2-D) model and mesh. Text S2 ex-
plains the governing equations utilized in ATS. Text S3 presents hydro-geological data
and parameters used in the model. Text S4 includes ecological data relevant to vegetation-
related processes. Lastly, Text S5 illustrates the setup of simulations and part of results.
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Text S1: Developing Two Dimensional Model and Mesh.

A 2-D transect was chosen at the TEMPEST site, spanning from GW2 to GW8.
The selection of this transect was based on both the field sampling locations and the com-
pleteness of the data, and it was subsequently extended towards the ocean. By utiliz-
ing this transect, we enable the modeling of various land covers such as wetlands, marshes,
and open water. For all cases considered in this paper, the meshes were generated us-
ing watershed workflow [Coon and Shuai, 2022]. Initially, we utilized the digital eleva-
tion model Lidar data for the entire state of Maryland, which can be obtained from the
following URL: [https://imap.maryland.gov/Pages/lidar-dem-download-files.aspx]. This
data allowed us to accurately capture the elevation and topography of the domain at a
resolution of 0.3m/1ft. Then, mesh sensitivity analysis has been performed with progres-
sively refined meshes for both surface and subsurface domain. The most refined meshes
had an average grid size of about 0.05 m near the surface-subsurface interface.

Text. S2. The Governing Equation used in ATS.

Here, the diffusive wave model [Lal, 1998] of overland flow and Richards’s [Richards,
1931] model for variably saturated flow have been used to govern the fluid motion in the
river and the sediment groundwater, respectively.

0
M) +V a4 =@ (1)
ha/3
qs = —nh V(h+ Zy) (2)

Nmann\/ ‘VZb + 6|

where h is surface water depth [m], @Q is source [mol m~=2 s~!] term, it includes the source/sink
terms (rain, snow melt, and evaporation) and exchanged water from the subsurface [Coon

et al., 2020], Nymann is Manning coefficient [s m~1/3], Z, is surface elevation [m™'], € is
regularization [m], qs is the flux of surface water [mol m=1 s71].

%((bnls) +V.q=0Q, (3)

kK
q= —nzT(Vp + pg) (4)

where ¢ is soil porosity [-], n; is molar water density [mol m~=3], k, is relative permeabil-
ity [-], k is absolute permeability [m?], u is dynamic viscosity [Pa s, p is the mass wa-
ter density [kg m ™3], g is the gravity [m s—2].

The reactive transport of solute is modeled with an advection-diffusion/dispersion
equation in both surface and subsurface domain.

00,X,

ranie V- (hDsVnX1) + V- qsX; = QX; + R; (5)
00, X
o 2 V- (¢SwDgVnXs) + V- qsXz = QXa + R, (6)

where X; and X5 are the solute concentration of surface and subsurface water (mol frac-
tion), D; is the hydrodynamic dispersion coefficient in surface domain , X is the concen-
tration in the source term, R, is the concentration of the kinetic reactions in the sur-
face domain, Dy is the hydrodynamic dispersion coefficient in subsurface domain, R, is
the concentration of the kinetic reactions in the subsurface domain.

The surface water balance in terms of sources and sinks is expressed as follows:



Qs =SM + -Drain + Thrain —-F (7)

Here, SM represents snowmelt, D,..;, represents the drainage of liquid water from
the canopy, Th;qn represents the throughfall of rain, and E represents evaporation from
bare soil. These terms are all measured in units of meters per second [m/s].

In addition to the surface water balance, water conservation is also considered in
the snowpack and canopy. The conservation equations for water in the snowpack and
canopy account for the accumulation and loss of water within these compartments.

% = Dsnow + Thsnow —SM (8)
dt
dOcano
pr = I — Dsnow — Drain — Ecanopy )

Interception and throughfall are partitioned based on leaf area, and drainage or drip-
ping from the canopy to the land surface is given by a simple exponential decay in which
canopy storage decays back to a target maximum storage which is also a function of leaf
area.

I= ﬁ(l - 8_0.5LAI(PTain + Psnow) (10)
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P S} — Osat
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Text S3: Hydrogeological Data and Parameters used in Integrated Mod-
els.

Information on geologic formations, depth to bedrock, soil texture, and soil prop-
erties have been obtained from various sources, including NLCD (https://www.usgs.
gov/centers/eros/science/national-land-cover-database), GLYHMPS, SoilGrids
2017 [Hengl et al., 2017], and SSURGO (URL:https://www.nrcs.usda.gov/resources/
data-and-reports/soil-survey-geographic-database-ssurgo). We obtain soil in-
formation from the soil database using the watershed workflow [Coon and Shuai, 2022].
Highly permeable soils and low permeable soils have been assigned spatially. Therefore,
we set different soil porosity, soil hydraulic conductivity, and van Genuchten water re-
tention parameters for the two layers (see parameter values in Table S1 and Table S2.)

Table S1. Constant values of model parameters.

Parameter Value Parameter Value

hydrostatic water density (kg m~?) 1000 Gravity (m/s?) 9.80665

Sea level standard atmospheric pressure (pa) 101325 Manning coefficient (-) 0.1825
Molar density (kg/m?) 997 | Water dynamic viscosity (Pa - s) 0.00089
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Text S4: Ecological Data and Parameters used in Integrated Model.

Additionally, land cover types and meteorology data and plant types have been col-
lected using MODIS and Daymet data sources. For example, precipitation, evaporation,
and transpiration have been considered as the source or sink term for the domain shown
in above equations.

o

—— Deciduous Forest
Grassland/Herbaceous

NLCD LAI [-]
N W s w

=

'V\/WVAMA,,\ Nv/\r//a/\‘
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Figure S1. The leaf area index for two main vegetation types.

This study utilized default values for certain land cover parameters, such as the root-
ing depth curve and canopy albedo, which were sourced from the CLM technical note
paper [Oleson et al., 2013].

Text S5: Setup of the simulation and results

To have a properly initialized condition and accurately simulate the system, hot
spin-up, and cold spin-up are used for both flow and reactive parts. Using the steady-
state conditions, constant tide elevation and upland water level, we run the cold spin-
up for 1000 years to ensure that the model is properly initialized with the water level.
The process involves a 10-year hot spin-up using both dynamic flow boundary conditions
and constant boundary conditions for species. This process helps to ensure that the model
has a dynamic equilibrium condition. To be specific, the tidal dynamics as boundary con-
dition at the right face domain. The precipitation is from Daymet data, dynamic tidal
is from USGS tidal gage 01492600. The time step size in all simulations was allowed to
be dynamically adjusted to satisfy a specified maximum Courant number of 0.1. The sim-
ulations were run on the COMPASS supercomputer (URL:https://compass.pnnl.gov)
using 16 cores in parallel. The hot spin-up boundary condition is presented in Figure S9.

Figure S4 and Figure S5 showcase the temporal evolution of exchange fluxes for
scenario 2 and scenario 3 over a specific time period. The spatial distribution of fluxes
highlights areas of intense interaction and exchange between the surface and subsurface
domains. As we expected, dynamic tide influence transition, wetland, and open water
regions. High tide induced flooding process will enhance the downwelling flux at the tran-
sition region. Meanwhile, the downwelling flux located at the upland region is dominated
by the precipitation only. The strongest downwelling flux had been seen during the heavy
rain event (day 218). The figure provides valuable insights into the complex hydrody-
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Table S3. Parameter List for Deciduous Forest and Grassland

‘ Parameter ‘ Deciduous Forest ‘ Grassland ‘
| Rooting depth max [m] | 10 | 4 |
| Rooting profile alpha [-] ‘ 6 ‘ 11 ‘
| Rooting profile beta [-] | 2 | 2 |
| Mafic potential at fully closed stomata [Pa] | 224000 | 275000 |
| Mafic potential at fully open stomata [Pa] | 3500 | 7400 |
| Leaf on time [doy] | -1 | -1 |
| Leaf off time [doy] | -1 | -1 |
| Priestley-Taylor alpha of snow [-] | 1.26 | 1260 |
‘ Priestley-Taylor alpha of bare ground [-] ‘ 1.26 ‘ 1.26 ‘
‘ Priestley-Taylor alpha of canopy [-] ‘ 1.26 ‘ 1.26 ‘
| Priestley-Taylor alpha of transpiration [-] | 0.63 | 063 |
| Albedo of bare ground [-] | 0.4 | 0.4 |
| Emissivity of bare ground [-] | 0.98 | 098 |
| Albedo of canopy [-] | 0.1 | o011 |
| Emissivity of canopy [-] | 0.95 | 095 |
| Beer’s law extinction coefficient, shortwave [-] | 0.6 | 0.6 |
| Beer’s law extinction coefficient, longwave [-] | 5 | 5 |
| Snow transition depth [m] ‘ 0.02 ‘ 0.02 ‘
| Dessicated zone thickness [m] | 0.1 |01 |
‘ Clapp and Hornberger b [-] ‘ 1 ‘ 1 ‘

namic processes driven by tidal dynamics and varying precipitation, contributing to a
better understanding of the flow dynamics within the studied system.

In our analysis, we examined the results and visualized the flow path and the dis-
tribution of tracers in Figure S6. Upon observing the flow path, we observed a fluid move-
ment from right to left in the region extending from the left side to near the highest point
on the left side. This directional flow is primarily influenced by the pressure gradient.
Consequently, for this study, we utilized the water level height data from GW2 without
investigating the impact of its dynamic changes on the results. Because, our numerical
findings indicate that the variation in water level uphill had minimal effect on the TAI
region within the chosen 2D model. Subfigure a shows the flow path within the 2-D tran-
sects at the end of spin-up run. The tracer distribution from rain and seawater, as de-
picted in subfigures B and C, reveals that the primary mixing region is situated within
the transient and wetland areas. This observation highlights the significance of these re-
gions in the overall mixing processes. To ensure a continuous transport of dissolved or-
ganic carbon (DOC) and nitrate by groundwater to the TAI region in our 2D model, we
established the groundwater boundary by adding a constant concentration value to the
leftmost side. We also introduced the same concentration value at the vertical location
where the highest point is situated.
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Figure S3. Uphill water level, precipitation, and tide head for hot spin up run.

Temporal and Spatial Variation of Surface-Subsurface Exchange Fluxes with Dynamic Tide
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Figure S4. This figure shows the dynamic variations in flow exchange flux between the sur-

face and subsurface domains, primarily influenced by tidal changes.
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Figure S6. This figure illustrates the flow path and the distribution of tracers.

This figure exhibits the flow exchange flux between the surface and subsurface



Dynamic exchange flux of DOC and nitrate had been analyzed for scenario one shown
in Figure S7 and Figure S8. Strong upwelling fluxes of DOC and nitrate occurred in wet-
land and open water areas, mainly due to movement of groundwater. DOC and nitrate
in surface domain carried by upwelling fluxes will in turn be transported to the transi-
tion zone with the seawater inundation process, and then we noticed downwelling fluxes
of DOC and nitrate were formed within the transition zone. The intense of exchange fluxes
affected by both precipitation and dynamic tide changes.

Temporal and Spatial Variation of Surface-Subsurface Exchange Flux of DOC under Dynamic Tide and Precipitation
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Figure S7. Heatmap of DOC exchange fluxes along a two-dimensional transect.

The dynamic of oxygen saturation had been shown below, from the spin-up sim-
ulation results. We found the hot zone is located in the transition and wetland regions
in our case.

The comparison of exchange flux between Scenario 1 and Scenario 4 is illustrated
in Figure S10. During the summer season, it was observed that the correlation between
the two scenarios was low, indicating that the influence of canopy evapotranspiration on
the exchange flow flux was more pronounced.

It is important to note that this approach illustrates the limitations of the 2D model,
as in real-world scenarios, water level changes and material transport occur in directions
perpendicular to the 2D model. The primary focus of this paper revolves around exam-
ining the hydrological and ecological process changes on chemical reactions within a 2D
environment, hence the aforementioned setup was employed. Nevertheless, our results
underscore the necessity of incorporating a 3D model for comprehensive analysis. In fu-
ture perspectives, we outline our plan to conduct simulations using 3D models.
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Temporal and Spatial Variation of Surface-Subsurface Exchange Flux of Nitrate under Dynamic Tide and Precipitation
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S8. Heatmap of nitrate exchange fluxes along a two-dimensional transect.
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This figure illustrates the distribution of oxygen along the 2D transect, which

varies with dynamic precipitation and tidal changes. Beneath the exchange flux area, the shape

and size of the

oxic zone change with time.
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Averaged net exchange flux with vegetation (mol/s)

Averaged net exchange flux with vegetation (mol/s)

Figure S10.
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vegetation, during summer, the correlation is smallest among the four seasons.

—12—



References

Coon, E. T.; and P. Shuai (2022), Watershed workflow: A toolset for parameter-
izing data-intensive, integrated hydrologic models, Environmental Modelling &
Software, 157, 105,502.

Coon, E. T., J. D. Moulton, E. Kikinzon, M. Berndt, G. Manzini, R. Garimella,

K. Lipnikov, and S. L. Painter (2020), Coupling surface flow and subsurface flow
in complex soil structures using mimetic finite differences, Advances in Water
Resources, 144, 103,701.

Hengl, T., J. Mendes de Jesus, G. B. Heuvelink, M. Ruiperez Gonzalez,

M. Kilibarda, A. Blagoti¢, W. Shangguan, M. N. Wright, X. Geng, B. Bauer-
Marschallinger, et al. (2017), Soilgrids250m: Global gridded soil information based
on machine learning, PLoS one, 12(2), e0169,748.

Lal, A. W. (1998), Weighted implicit finite-volume model for overland flow, Journal
of Hydraulic Engineering, 124(9), 941-950.

Oleson, K., D. Lawrence, G. Bonan, B. Drewniak, M. Huang, C. Koven, S. Levis,
F. Li, W. Riley, Z. Subin, et al. (2013), Technical description of version 4.5 of the
community land model (clm)(ncar technical note no. ncar/tn-503+ str). citeseer,
National Center for Atmospheric Research, PO Box, 3000, 555.

Richards, L. A. (1931), Capillary conduction of liquids through porous mediums,
Physics, 1(5), 318-333.

—13—



