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Key Points: 14 

• A convolutional long short-term memory (ConvLSTM) network is constructed to predict 15 

the Antarctic sea ice for the next 60 days 16 

• The ConvLSTM network exhibited predictive skill of about 1 month in predicting daily 17 

spatial patterns of the Antarctic Sea ice concentration 18 

• The ConvLSTM network can predict the sea ice extent maximum and minimum 1 month 19 

in advance 20 
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Abstract 22 

Antarctic sea ice predictions are becoming increasingly important both scientifically and 23 

operationally due to climate change and increased human activities in the region. Conventional 24 

numerical models typically require extensive computational resources and exhibit limited 25 

predictive skill on the subseasonal-to-seasonal scale. In this study, a convolutional long short-term 26 

memory (ConvLSTM) deep neural network is constructed to predict the 60-day future Antarctic 27 

sea ice evolution using only satellite-derived sea ice concentration (SIC) from 1989 to 2016. The 28 

network is skillful for approximately one month in predicting the daily spatial distribution of 29 

Antarctic SIC between 2018 and 2022, with the best prediction skill found from June to September. 30 

ConvLSTM can also successfully predict extreme Antarctic sea ice extent (SIE) one month in 31 

advance, with the monthly mean SIE error mostly below 0.2 million km2, suggesting substantial 32 

potential for the application of machine learning techniques for skillful Antarctic sea ice prediction. 33 

Plain Language Summary 34 

Predicting the Antarctic sea ice evolution tends to be difficult due to the complex interaction 35 

between the components of the climate system in the polar regions. Here we introduce a 36 

convolutional long short-term memory (ConvLSTM) deep neural network, which is capable of 37 

representing the non-linear relationships between the predictors and predictands to formulate 38 

actual predictions on the evolution of the Antarctic sea ice cover up to 60 days in the future. Such 39 

machine learning-based approaches are emerging as alternatives to traditional prediction systems, 40 

where the prediction is informed by fundamental physical principles and empirical 41 

parameterizations. Our retrospective forecast experiments reveal that the ConvLSTM exhibits 42 

predictive skill of about one month in predicting daily spatial patterns of the Antarctic SIC between 43 

2018 and 2022, and yields satisfactory performances in capturing unusually low sea ice conditions. 44 

These encouraging results show the great potential of machine learning applications in the field of 45 

Antarctic sea ice prediction. 46 

1 Introduction 47 

Antarctic sea ice is a crucial component of the climate system. Its seasonal variability has a 48 

regulatory effect on the salinity structure of the Southern Ocean (Haumann et al., 2016; Goosse et 49 

al., 2018), CO2 uptake and release (Delille et al., 2014; Gray et al., 2018), and the global ocean 50 

circulation (e.g., Pellichero et al., 2018). In recent years, with increased human activities (e.g., 51 

fishing, scientific research, tourism and associated logistics), skillful subseasonal‐to‐seasonal (S2S) 52 

predictions of the Antarctic sea ice are becoming important to ensure safety and efficiency for 53 

these operations (Jung et al., 2016; Tejedo et al., 2022; Liu et al., 2022). Motivated by these 54 

scientific and practical necessities, the investigation of S2S prediction skill and predictability 55 

increasingly became a priority of the scientific community (Holland et al., 2013; Alley et al., 2019; 56 

Steele et al., 2021) and community projects, such as the Sea Ice Prediction Network South (SIPN 57 

South) (Massonnet et al., 2023), have emerged. 58 

Sea ice prediction, in particular on the S2S time scale, has traditionally been a challenge for polar 59 

researchers (e.g., Jung et al., 2016; Guemas et al., 2016; Zampieri et al., 2018; Zampieri et al., 60 

2019; Xiu et al., 2022). To date, coupled numerical models are the main tool for S2S sea ice 61 

forecasting in polar regions (Holmes et al., 2022), and the output of these models is distributed, 62 

for example, by the Copernicus Climate Change Service (C3S) (https://climate.copernicus.eu/) or 63 

the World Weather Research Program and the World Climate Research Program 64 
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(WWRP/WCRP) S2S Project (http://www.s2sprediction.net). Although S2S Antarctic sea ice 65 

predictions are believed to have promising potential and skillful winter sea ice extent (SIE) 66 

predictions up to 11 months in advance have been achieved in some regions (Bushuk et al., 2021), 67 

only one model currently has the predictive skill in terms of sea ice edge better than a 68 

climatological prediction at a lead time of 30 days (Zampieri et al., 2019). Improving Antarctic 69 

sea ice forecasting with coupled models still requires substantial effort for better parameterizations, 70 

initialization, increased spatial resolution, etc. An alternative but valuable method is formulating 71 

sea ice prediction based on statistical models, which exploits recurrent predictor-predictand 72 

relationships in past data (e.g., Chen and Yuan, 2004; Wang et al., 2016; Pei, 2021). For the 73 

Antarctic SIE, statistical models exhibit better performance than dynamical models in practical 74 

prediction exercises (Massonnet et al., 2023). However, the predictive skill of these statistical 75 

models is largely constrained by their insufficient nonlinear fitting capability (Wang et al., 2013). 76 

Given the abovementioned limitations of climate and statistical models, there is an urgent need for 77 

a more efficient strategy to deal with the highly-nonlinear problem of S2S Antarctic sea ice 78 

prediction.  79 

Deep Learning (DL) is a technique in the field of artificial intelligence (AI) that uses a deep neural 80 

network (DNN) to well capture the highly-nonlinear relationship between the features (i.e., 81 

predictors) and labels (i.e., predictands) (Schmidhuber, 2015). In recent years, DL has been applied 82 

to the sea ice prediction. Chi and Kim (2017) made the first attempt at using DL in the prediction 83 

of Arctic sea ice based on a fully-connected neural network and a long short-term memory (LSTM) 84 

network. Liu et al. (2021) predicted the weekly Arctic sea ice concentration (SIC) using a 85 

convolutional LSTM (ConvLSTM), which has predictive skills of up to 6 lead weeks in the 86 

operational forecast. Andersson et al. (2021) used an ensemble of U-Net to predict the binary sea 87 

ice probability for the next 6 months and showed that the U-Nets predict the sea ice edge position 88 

better than the SEAS5 model (Johnson et al., 2019) in extreme events. Ren et al. (2022) optimized 89 

the structure of the U-Net, and their DNN is skillful in predicting the daily Arctic SIC up to 28 90 

days in the future. However, most of the attempts at integrating AI and sea ice prediction are still 91 

in their infancy. The DNNs still have limited skill in quantitative daily sea ice prediction, and a 92 

coherent two-dimensional model for the prediction of the whole polar domain, rather than a time 93 

series for each pixel or part of the region is strongly required. Kim et al. (2020) and Asadi et al. 94 

(2021) trained 12 individual monthly models respectively for 12 calendar months. However, in 95 

practical application, it is desirable to use a single model to consistently complete a task. 96 

Importantly, as often happens in sea ice research, the existing literature is strongly focused on the 97 

Arctic, while the application of machine learning (ML) techniques for the prediction of Antarctic 98 

sea ice is less common. 99 

This paper aims to construct and test a ConvLSTM DNN to predict daily Antarctic sea ice 100 

concentration fields. ConvLSTM (Shi et al., 2015) is a neural network designed to deal with spatial 101 

and temporal information simultaneously and thus should have the ability to capture the spatial 102 

and temporal variation of sea ice. The scientific questions that we address in this study are the 103 

following: 104 

1) Can we perform reasonable sea ice concentration predictions by relying only on past SIC 105 

observations? 106 

2) How does the predictive skill of ConvLSTM vary regionally and seasonally? 107 
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To the best of our knowledge, this is the first application of ConvLSTM in Antarctic sea ice 108 

prediction. Once ConvLSTM DNN is successfully constructed, it can also be easily employed to 109 

make predictions of the annual SIE, thus contributing to established initiatives of the sea ice 110 

prediction community, such as the SIPN-South project. 111 

2 Data and Methods 112 

2.1 Model predictors and design of the training dataset 113 

The daily Antarctic sea ice concentration is the NASA-Team (Comiso, 2017), from 1st January 114 

1989 to 31st December 2021, released by the National Snow and Ice Data Center (NSIDC). In this 115 

paper, we regrid the SIC data from the original 25 km polar stereographic grid to the 100 km grid 116 

for the DL calculations. We divided the data into two groups. The data from January 1st, 1989 to 117 

December 31st, 2016 are assigned to the training set, and from January 1st, 2018 to December 31st, 118 

2022 to the independent testing set. The daily climatology and standard deviation of SIC are 119 

calculated from the training set. 120 

 121 

 122 
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Figure 1. Schematic diagram of ConvLSTM network for Antarctic sea ice concentration (SIC) 123 

prediction. (a) The feature-label dataset created with a rolling strategy. (b) The data flow of one 124 

sample in ConvLSTM. The inputs of day(1) – day(n) are regarded as features (i.e., the vector input 125 

into the model 𝒙𝒊), and the outputs of day(2) – day(n+1) are regarded as labels. The 𝒉𝒊 represents 126 

the hidden variable, and the 𝒄𝒊 represents the cell state. (c) The schematic diagram for constrained 127 

prediction schemes. The variables within the blue area refer to the given data, and the variables 128 

within the orange area refer to the predicted data. The dark blue arrow signals that the model is 129 

calculated once forward in time. 130 

 131 

In this study, we select six variables as the predictors. Three predictors are variables that contain 132 

SIC information: (1) the daily SIC data, (2) the daily climatology of SIC, and (3) its corresponding 133 

standard deviation. Three predictors are metadata or constant: the (4) sine and (5) cosine of the 134 

yearly time index, and (6) a gridded land mask (0 for land, 1 for ocean). It is worth noting that the 135 

metadata and constants employed here follow the approach of Andersson et al., 2021, such that 136 

the sine and cosine of the time index is a periodic sequence of 1 year. The dataset is created using 137 

a rolling strategy as illustrated in Figure 1a. 𝒙𝒊 represents the tensor containing six variables, and 138 

𝒚𝒊 represents the SIC for prediction. In this way, more than 10000 samples are obtained from the 139 

training set. All variables except the metadata and constants are Gaussian-normalized before the 140 

input into the model. 141 

2.2 The ConvLSTM neural network 142 

ConvLSTM is a neural network that combines the CNN (Lecun et al., 1998) and LSTM 143 

(Houchreiter and Schmidhuber, 1997), by embedding the convolutional cells into LSTM cells (i.e., 144 

ConvLSTM cell in Figure 1b). In this way, ConvLSTM can extract both spatial and temporal 145 

information and is a powerful tool for intricate 3D-spatiotemporal sequence prediction problems. 146 

Here we use a typical structure of the network and its hyperparameters: 5 hidden layers (the 147 

channel of which are [8,8,4,2,1]), kernel size of (5,5), a learning rate of 0.001, and weight decay 148 

of 0. The Mean Absolute Error (MAE) is used as the loss function, which is calculated for SICs 149 

across the entire Antarctic region between the ConvLSTM’s output and the corresponding SICs 150 

from the reanalysis. The ConvLSTM is trained with 300 epochs by applying a batch size of 32. 151 

The data flow of ConvLSTM of one sample is illustrated in Figure 1b. The time length of one 152 

sample is set to 90 days, thus the data of feature-label correspondence is a 90-day to 90-day series 153 

with a 1-day lag. Correspondingly, the constructed ConvLSTM model is a 1-lead prediction model.  154 

In practical predictions, the model iterates the prediction result recurrently, with a self-constrained 155 

strategy (to be described in Sect. 2.3). We give the model the data from 90 days before the 156 

initialization date, including the initialization date, to initialize the model (i.e., the data from day[-157 

89] to day[0]). The model will output the data for 90 days with a 1-day lag from the initialization 158 

(i.e., the predicted data is from day[-88] to day[1]). The last date (day[1]) is the predicted result 159 

for day[1] that we keep, while the first 89 days of prediction are discarded. Then, the data from 160 

day[-88] to day[1]–the features of day[1] are those just predicted–will be inputted into the model, 161 

and the model can output the predicted data of day[2]. Iteratively, we can get the predicted result 162 

for all the target days. The process of prediction can be summarized by Eq. 1: 163 

𝑙𝑎𝑏𝑒𝑙𝑝𝑟𝑒𝑑[𝑡0+𝛿𝑡]164 

= 𝐶𝑜𝑛𝑣𝐿𝑆𝑇𝑀(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑜𝑏𝑠[𝑡0+𝛿𝑡−𝑛,𝑡0+𝛿𝑡−𝑛+1,…,𝑡0]+𝑝𝑟𝑒𝑑&𝑟𝑒𝑎𝑙[𝑡0+1,𝑡0+2,…,𝑡0+𝛿𝑡−1])[−1]   (1) 165 
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where 𝑡0 is the day of initialization, 𝛿𝑡 is the lead time, 𝑛 is the time length (here 90 days), and 166 

[−1] means the last of the 90 outputs of ConvLSTM. 167 

2.3 Self-constrained prediction strategy 168 

Figure 1c shows the constrained prediction strategy. The constrained scheme is similar to Liu et 169 

al. (2021), i.e., the real feature data are input into the model as features in long-time prediction. It 170 

is a scheme that is usually used to test the maximum expected predictability given by the chosen 171 

forecast methods and input fields. In this paper, the selected predictors are themselves information 172 

on the sea ice, or alternatively metadata and constant. In this way, the predictors that are used to 173 

constrain the predictands are known at the initialization, thus the model can make an operational 174 

prediction using a constrained prediction strategy, which we call "self-constrained prediction 175 

strategy". 176 

3 Results 177 

3.1 Predictive skill of ConvLSTM 178 

To assess the predictive skill, we use the Root-Mean-Square Skill Score (RMSSS, Barnston et al., 179 

2015), Spatial Correlation (spCorr), and Integrated Ice Edge Error (IIEE, Goessling, et al., 2016, 180 

Goessling, 2018). Following Wang et al., (2018), we use three benchmark predictions, namely 181 

climatology, anomaly persistence, and damped anomaly persistence, to further evaluate the 182 

predictive skill of ConvLSTM. The skill metrics and benchmark predictions are described in detail 183 

in the supporting information (Text S1). Figure 2 shows the hemispheric-averaged metrics of 184 

ConvLSTM and the three benchmark predictions. Of the three benchmark predictions, the damped 185 

anomaly persistence is the most skillful at short lead times, while the climatology is superior after 186 

about 30 forecast days. Based on the climatological benchmark, the SIC prediction skill is best in 187 

the austral winter (JJA) (Figures 2j to 2l), while it is worst in the summer (Figures 2d to 2f). When 188 

compared to the damped anomaly persistence, the memory of spCorr is more skillful in terms of 189 

the RMSSS and IIEE metrics, and its performance steadily approaches that of the two benchmark 190 

forecasts as the lead time increases. 191 

In terms of RMSSS metrics, ConvLSTM remains skillful for over 40 days compared to the 192 

anomaly persistence throughout the year (the first column of Figure 2) and holds predictive skill 193 

for 20 days compared to the damped anomaly persistence (Figure 2a). During the austral winter 194 

and spring (SON), the ConvLSTM beats simple anomaly persistence for up to 60 lead days and 195 

shows the highest skill in JJA, when ConvLSTM beats all three benchmarks up to 40 days. As 196 

shown by the spCorr metric, the ConvLSTM-predicted SIC does not have a higher spatial 197 

correlation with the observations compared to that of the (damped) anomaly persistence 198 

benchmark, and this correlation decreases rapidly with time (Figure 2b). In austral summer (DJF) 199 

and winter (JJA), the ConvLSTM shows only an overall skill of 20 days compared to the 200 

climatological benchmark (Figure 2b) and a modest skill of 40 days compared to the anomaly 201 

persistence (Figures 2e, 2k). 202 

In contrast to the moderate performance on the point-to-point SIC comparison metrics (i.e., 203 

RMSSS and spCorr), the ConvLSTM shows better skill in predicting the Antarctic sea ice edge, 204 

which is relevant information for potential forecast users. Specifically, ConvLSTM has better 205 

predictive skills than the damped anomaly persistence up to 30 forecast days (Figure 2c), a signal 206 

significant in all seasons except spring (Figures 2f, 2i, and 2o). From the above comparison, 207 
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although the ConvLSTM is relatively unskilled in providing detailed spatial information of sea ice 208 

within the pack ice compared to the persistence benchmark, it performs better in predicting the 209 

distribution of sea ice edge. This is a general characteristic of AI predictions: they may be skillful 210 

enough for binary problems (e.g., the presence or not of sea ice in a grid cell), but less meaningful 211 

when examining the spatial variations of a continuous field in detail. 212 

 213 

 214 

Figure 2. 2018 to 2022 pan-Antarctic annual mean prediction skill quantified by RMSSS (a), 215 

spCorr (b), and the IIEE (c). (d-e-f), (g-h-i), (j-k-l), and (m-n-o) are the same as (a-b-c) but for 216 

December to February (DJF), March to May (MAM), June to August (JJA), and September to 217 

November (SON), respectively. RMSSS = Root-Mean-Square Skill Score; spCorr = Spatial 218 

Correlation; IIEE = Integrated Ice Edge Error. 219 

 220 

3.2 The spatial and temporal dependency of predictive skill of ConvLSTM 221 

Since different sources of predictability characterize the sea ice in each sector of the Southern 222 

Ocean (Bushuk et al., 2021), the forecast predictive skill also significantly varies regionally and 223 

temporally (Zampieri et al., 2019). In this section, we present the predictive skill of ConvLSTM 224 

in each sector of the Southern Ocean, namely: the Ross Sea (RS, 160° E–130° W), the 225 
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Amundsen/Bellingshausen seas (ABS, 130–60° W), the Weddell Sea (WS, 60° W–20° E), the 226 

Indian Ocean (IO, 20–90° E), and the Western Pacific Ocean (WPO, 90–160° E). Figure 3 shows 227 

the RMSSS and spCorr for regional SIC predictions of ConvLSTM. The skills vary by region and 228 

season. It is found that the regional SIC skill is comparable to or exceeds that of the anomaly 229 

persistence (refer to dot markers in Figure 3). For some target months and some regions, the 230 

predictive skill outperforms the anomaly persistence up to 60 lead days, indicating that 231 

ConvLSTM successfully captured some aspects of the sea ice variability at the S2S timescale.  232 

The forecast skill shows a strong seasonal dependency. In terms of RMSSS, although the skill of 233 

ConvLSTM is similar in each season for one-week predictions, it is lower in the austral autumn 234 

(MAM) than in other seasons at the S2S timescale. The skills show diagonal features in all regions 235 

in MAM and JJA, which means that the predictive skill is low when initialized in the Austral 236 

summer. The high skill that emerged at the pan-Antarctic scale from winter to early spring (JJAS), 237 

with the RMSSS exceeding 0.6 for up to 1 forecast month, also holds in the Ross Sea (RS), 238 

Weddell Sea (WS), and Indian Ocean sector (IO), where ConvLSTM still outperforms the damped 239 

anomaly persistence (supporting information Figure S1). On the contrary, in summer and autumn, 240 

ConvLSTM shows relatively low skill at the S2S timescale, especially in April in the RS and the 241 

WPO. As for the February prediction at 1 lead month, ConvLSTM performs better than the 242 

anomaly persistence in the RS and IO but shows lower skill than anomaly persistence in ABS, WS, 243 

WPO, and pan-Antarctic. 244 

The diagonal feature is still evident in the spCorr plots(the second column of Figure 2). Here, the 245 

diagonal feature peaks around September, revealing that the ConvLSTM has the highest skill for 246 

SIC spatial variation in this month. Similar to the RMSSS, the skill peaks in May in the WPO, 247 

suggesting that the season of the highest skill in this region is different from the others. The spCorr 248 

is evidently low in DJF and MAM when the SIE is low (corresponding to Figures 2e and 2h). 249 

 250 
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 251 

Figure 3. Seasonal predictive skill (RMSSS and spCorr) for the regional Antarctic SIC for 252 

different target months and prediction lead times. The six rows from top to bottom refer to pan-253 

Antarctic, Ross Sea (RS), Amundsen and Bellingshausen Sea (ABS), Weddell Sea (WS), Indian 254 

Ocean (IO), and West Pacific Ocean (WPO), respectively. The dot markers indicate months where 255 

the skill of ConvLSTM beats the anomaly persistence forecast. 256 

 257 
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3.3 The prediction for February and September 258 

To further examine the ConvLSTM’s capability to predict the sea ice minimum and maximum, we 259 

predict the SIE for February (sea ice minimum month) and September (sea ice maximum month) 260 

from 2017 to 2022 at 1 month lead time. The results are shown in Figure 4. The ConvLSTM 261 

generally gives a satisfactory prediction of the extent extremes. The difference between the 262 

predicted and observed SIC is mostly below  20%. In February, the sea ice mainly concentrates in 263 

the WS, and the prediction error in this sector varies by year. In February, ConvLSTM tends to 264 

slightly overestimate the SIC in RS and WPO. In September, the SIC in the IO is overestimated 265 

every year. However, the effects of overestimation and underestimation of SIC on the prediction 266 

of sea ice edges are small, and the predicted position of the sea ice edge is in good agreement with 267 

the observation (second and fourth columns of Figure 4). 268 

In terms of the SIE (Figure 4), ConvLSTM’s predictions are mostly in the range of one observed 269 

standard deviation and generally more reliable than that of benchmark predictions (e.g., the 270 

damped anomaly persistence). The SIE forecast error in September is generally larger than in 271 

February and this could be explained by the annual variation of the sea ice edge length, which is 272 

shorter in summer than in winter. It should be noted that in the February of 2017 and 2022, when 273 

SIE hit record low values, the ConvLSTM made reliable predictions. The ConvLSTM prediction 274 

shows a slight overestimation in February 2020 (Figure 4m) and an underestimation in September 275 

2019 and 2020 (Figures 4k, 4o). The minimum SIE event of February 2022 is characterized by a 276 

SIE decrease since September 2021 (Figure 4s), which the ConvLSTM fails to capture. 277 
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 278 

Figure 4. Comparison between the ConvLSTM 30-days predictions (orange lines), observations 279 

(green lines), and damped anomaly persistence (magenta lines) for February and September for 280 

the years 2017 to 2022. One standard deviation of the observations is displayed in gray shading. 281 

The maps show the difference between the predicted and observed monthly mean SIC in February 282 

2017, with the two ice edges indicated by the orange and green contours, respectively. The sea ice 283 

edge is the 15% contour of SIC. 284 

 285 
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4 Summary and Outlook 286 

We constructed a ConvLSTM DNN model to predict the daily Antarctic SIC based solely on 287 

information from the SIC observations. The model learns the information of one-step variation in 288 

the training set from 1st January 1989 to 31st December 2016 and then is used for SIC reforecasting 289 

from 2018 to 2022 through a self-constrained prediction strategy. By comparing the skills of the 290 

ConvLSTM with three benchmarks, our results indicate that the ConvLSTM model can maintain 291 

predictive skill for daily pan-Antarctic SIC for up to 1 lead month. The predictive skill of 292 

ConvLSTM has significant seasonality, with better performance from June to September. 293 

ConvLSTM also has good performances in predicting the SIE extremes 1 month in advance, with 294 

monthly mean SIE error below 0.2 million km2, and makes skillful predictions of the SIE record 295 

low in 2017 and 2022.  296 

Here, the design of the prediction method uses a self-constrained prediction strategy. Unlike the 297 

sequence-to-sequence method, the length of the period of prediction can be changed flexibly, 298 

which is preferred for practical applications of the prediction system. Indeed, operational 299 

predictions can be achieved independently by using the data from the statistics of SIC, metadata, 300 

and constant. As for the source of the predictive skill, we hypothesize that the SIC in the starting 301 

day provides the model with the initialization state of SIC, and the region where the SIC is more 302 

likely to change is provided by the standard deviation of SIC. The climatology, and sine/cosine of 303 

time index provide the model with information on the day of the year and the potential tendency 304 

of SIC. Finally, the land mask makes it possible for the model to distinguish between sea and land. 305 

In this way, the model is expected to outperform both the (damped) anomaly persistence and 306 

climatology prediction. The polar climate system is highly non-linear because of the ocean-ice-307 

atmosphere interactions. Thus, in the future, it might be necessary to introduce further oceanic or 308 

atmospheric variables to improve the skills of ConvLSTM. For example, information on the 309 

oceanic and atmospheric state could be provided from a dynamic numerical model, which would 310 

require an evolution of the current self-constrained model to a constrained model that interacts 311 

with a dynamical model. 312 

Future work is still needed to improve the skills of the model. The ConvLSTM employed here is 313 

based on a standard network structure, and it might benefit from customizations specific to the sea 314 

ice prediction problem. The quality and uncertainty of data capability the capability of the model. 315 

The amount of training samples is still small due to the limited observation record for SIC. This 316 

could be improved by pre-training using extra data, for example from the Coupled Model 317 

Intercomparison Project (CMIP, Eyring et al., 2016) database, which however provides only 318 

limited skill for historic simulations of the Southern Ocean sea ice (Roach et al., 2020). Finally, 319 

the computing power applied in this work is limited, and larger models could be tried in the future. 320 

Nevertheless, this work reveals that by capturing only the sea ice statistics, without other oceanic 321 

or atmospheric parameters, the DNN can formulate meaningful sea ice predictions and perform 322 

better than typical benchmark predictions. Based on an analysis of the empirical orthogonal 323 

functions for the sea ice concentration anomaly, which is included in the supplementary material 324 

(Figure S2), we argue that this is not an easy task. According to this, the initial success of 325 

ConvLSTM already shows that DNN can capture the tenuous non-linear relationships driving the 326 

sea ice evolution in the Antarctic region. These encouraging results suggest the considerable 327 

potential of applying this type of ML infrastructure to formulate reliable Antarctic sea ice 328 

prediction. 329 
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Introduction  

Text S1 describes the skill metrics and benchmark predictions. Text S2 describes and 

analyzes the empirical orthogonal function (EOF) result of sea ice concentration anomaly 

(SICA) (Figure S2). Figure S1 shows the ConvLSTM’s seasonal prediction skill for regional 

Antarctic SIC compared to damped anomaly persistence. Figure S2 shows the EOF result 

of SICA. 
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Text S1. Skill Metrics and benchmark predictions 

To assess the predictive skill, we use the Root-Mean-Square Skill Score (RMSSS, 

Barnston et al., 2015), Spatial Correlation (spCorr), and Integrated Ice Edge Error (IIEE, 

Goessling, et al., 2016, Goessling, 2018). RMSSS measures the amount of information 

captured by the model as a percentage of that contained in the real label and is calculated 

as 

𝑅𝑀𝑆𝑆𝑆(�̂�,  𝑦) = 1 −
√1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)2𝑛

𝑖=1

𝜎𝑦
    (1) 

where 𝑦𝑖 is the observed data, �̂�𝑖 is the predicted value, 𝜎𝑦 is the standard deviation of 𝑦𝑖 . 

We define an active grid cell region as Andersson et al. (2021) in the calculation of the 

spatial averaged RMSSS, to offset the seasonal variation of SIE. The region shrinks in 

summer and expands in winter based on the SIC, and the threshold was set as the mean 

observed SIC>1% in a given calendar month for the examination of SIC. 

The spCorr, measuring the predictive skill of spatial variation, is calculated as: 

𝑠𝑝𝐶𝑜𝑟𝑟(�̂�,  𝑦) =
∑ (�̂�𝑖 − �̅̂�)(𝑦𝑖 − �̅�)𝑛

𝑖=1

√∑ (�̂�𝑖 − �̅̂�)
2𝑛

𝑖=1 ∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

    (2) 

where the bar means the average.  

The IIEE is the sum of the area where the forecast and the truth disagree on the ice 

concentration being above or below 15%, thus measures the symmetric difference 

between the areas enclosed by the predicted and the true ice edge, and is calculated as  

𝐼𝐼𝐸𝐸 = ∫ 𝑚𝑎𝑥(𝑐𝑝 − 𝑐𝑜, 0) 𝑑𝐴

𝐴

+ ∫ 𝑚𝑎𝑥(𝑐𝑜 − 𝑐𝑝, 0) 𝑑𝐴

𝐴

     (3) 

where 𝐴  is the grid-cell area, 𝑐 = 1  where the SIC>15%, and 𝑐 = 0  elsewhere. The 

subscripts p and o denote the prediction and the observation. 

Following Wang et al., (2018), we use three benchmark predictions, namely 

climatology, anomaly persistence, and damped anomaly persistence, to further evaluate 

the predictive skill of ConvLSTM. The climatology predicts zero anomalies and the future 

state of SIC follows the climatological annual cycle. The anomaly persistence assumes the 

anomaly constant in time after the initialization, while the damped anomaly persistence 

assumes the anomaly dissipative in time after the initialization following the local 

autocorrelation (𝑟𝐴𝑢𝑡𝑜). At long lead times, the anomaly persistence prediction gradually 

approaches the climatology prediction as the 𝑟𝐴𝑢𝑡𝑜 vanishes. 

Text S2. The description of EOF of SICA 

Figure S2 shows the first three EOF analyses of SICA. The spatial pattern of the first 

mode is dominated by a dipole pattern of SICA, which is called Antarctic Dipole (ADP, Yuan 

and Martinson, 2001), with one pole centered in the central polar Pacific and the other 

opposite pole in the central polar Atlantic. The spatial pattern of the second mode looks 

like the first one being rotated eastward by a quarter of a wavelength. The spatial pattern 

of the third mode is a seasonal mode, which is evident in the significant meridional 

gradient. The first three modes account for about 7.82%, 4.56%, and 4.15% of the total 
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variance respectively, which are all below 10%. The Fourier spectrum decompositions of 

PC show that the energy spectrums of PCs’ period are all concentrated in the low frequency. 

Those features let the information about SICA seem like white noise. It reveals that 

predicting the SIC by capturing only the sea ice statistics without other oceanic or 

atmospheric parameters is not an easy task. 
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Figure S1. Seasonal prediction skill (RMSSS and spCorr) for regional Antarctic SIC for 

different target months and prediction lead times. The rows from top to bottom represent 

pan-Antarctic, Ross Sea (RS), Amundsen and Bellingshausen Sea (ABS), Weddell Sea (WS), 

Indian Ocean (IO), and West Pacific Ocean (WPO), respectively. The dot markers indicate 

months where the skill of ConvLSTM beats the damped anomaly persistence forecast. 
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Figure S2. The empirical orthogonal function (EOF) result of sea ice concentration anomaly 

(SICA) from 1st January 1989 to 31st December 2021. The row from the top to the bottom 

represents mode 1, mode 2, and mode 3, respectively and the column from the left to the 

right represents the spatial pattern, the principal components (PC) (the corresponding 

explained variance was listed), and the Fourier spectrum decomposition of PC respectively.  
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