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Abstract

In deltas and estuaries throughout the world, a fluvial-to-tidal transition zone (FTTZ) exists where both the river discharge

and the tidal motion drive the flow. It is unclear how bedform characteristics are impacted by changes in tidal flow strength,

and how this is reflected in the hydraulic roughness. To understand bedform geometry and variability in the FTTZ and possible

impacts on hydraulic roughness, we assess dune variability from multibeam bathymetric surveys, and we use a calibrated 2D

hydrodynamic model (Delft3D-FM) of a sand-bedded lowland river (Fraser River, Canada). We focus on a period of low river

discharge during which tidal impact is strong. We find that the fluvial-tidal to tidal regime change is not directly reflected in

dune height, but local patterns of increasing and decreasing dune height are present. The calibrated model is able to predict

local patterns of dune heights using tidally-averaged values of bed shear stress. However, the spatially variable dune morphology

hampers local dune height predictions. The fluvial-to-tidal regime change is reflected in dune shape, where dunes have lower

leeside angles and are more symmetrical in the tidal regime. Those tidal effects do not significantly impact the reach-scale

roughness, and predicted dune roughness using dune height and length is similar to the dune roughness inferred from model

calibration. Hydraulic model performance with a calibrated, constant roughness is not improved by implementing dune-derived

bed roughness. Instead, large-scale river morphology may explain differences in model roughness and corresponding estimates

from dune predictors.
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Key Points:10

• Hydraulic roughness in the fluvial-to-tidal transition zone can be predicted from11

dune geometry and agrees with calibrated model roughness.12

• Variation in dune symmetry and leeside angle across a fluvial-to-tidal transition13

zone has little impact on reach-scale hydraulic roughness.14

• Predicted spatial bedform patterns from modelled shear stress match measured15

bedform patterns, but absolute dune heights do not.16
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Abstract17

In deltas and estuaries throughout the world, a fluvial-to-tidal transition zone (FTTZ)18

exists where both the river discharge and the tidal motion drive the flow. It is unclear19

how bedform characteristics are impacted by changes in tidal flow strength, and how this20

is reflected in the hydraulic roughness. To understand bedform geometry and variabil-21

ity in the FTTZ and possible impacts on hydraulic roughness, we assess dune variabil-22

ity from multibeam bathymetric surveys, and we use a calibrated 2D hydrodynamic model23

(Delft3D-FM) of a sand-bedded lowland river (Fraser River, Canada). We focus on a pe-24

riod of low river discharge during which tidal impact is strong. We find that the fluvial-25

tidal to tidal regime change is not directly reflected in dune height, but local patterns26

of increasing and decreasing dune height are present. The calibrated model is able to pre-27

dict local patterns of dune heights using tidally-averaged values of bed shear stress. How-28

ever, the spatially variable dune morphology hampers local dune height predictions. The29

fluvial-to-tidal regime change is reflected in dune shape, where dunes have lower leeside30

angles and are more symmetrical in the tidal regime. Those tidal effects do not signif-31

icantly impact the reach-scale roughness, and predicted dune roughness using dune height32

and length is similar to the dune roughness inferred from model calibration. Hydraulic33

model performance with a calibrated, constant roughness is not improved by implement-34

ing dune-derived bed roughness. Instead, large-scale river morphology may explain dif-35

ferences in model roughness and corresponding estimates from dune predictors.36

Plain Language Summary37

Where rivers meet the sea, the flow will be driven by tides from the sea and by river38

flow, resulting in a fluvial-to-tidal transition zone. The transition can be abrupt or grad-39

ual, which might influence the bed of the river, which is covered by bedforms (dunes and40

ripples). Bedform geometry is important in understanding the degree of friction in the41

river, which in turn determines water levels. It is unclear how bedform characteristics42

and the related friction are impacted by change in tidal flow strength. This study of the43

Fraser River in Canada used survey data of the river bed and a computer model of the44

river flow to study the geometry of dunes and the corresponding friction in this transi-45

tional region. We find that dune height and length vary considerably, but that it was46

unrelated to this regime change. Instead, only the dune leeside, i.e. the downstream fac-47

ing side, was impacted. The difference in leeside angle before and after the regime change,48

did not result in a different friction produced by the dunes. Using the friction produced49

by dunes in the model, instead of a constant friction, does not improve model performance.50

Instead, large-scale river morphology determines roughness variations.51

1 Introduction52

Rivers debouching into a water body subject to tides have a fluvial-to-tidal transition53

zone (FTTZ). The FTTZ can be defined as the part of the river that is fully dominated by54

fluvial processes at its upstream end, and dominated by tidal and coastal processes at the55

downstream boundary (Phillips, 2022). The transition from fluvial to tidal can be gradual,56

but is often impacted by processes that modify the character of this transition by altering57

the channel bathymetry and adding friction (Godin, 1999; Horrevoets et al., 2004), such as58

an irregular underlying channel geology, bifurcations or confluences (Kästner et al., 2017), or59

dredging works (Gisen and Savenije, 2015). These changes can cause the gradual transition60

to become more abrupt, and a sudden change in tidal flow strength can lead to a change61

in hydraulic regime from a more fluvial to a more tidally dominated system. It is unclear62

how bedforms and their corresponding roughness respond to a change in hydraulic regime,63

while dune geometry and roughness prediction is essential for river management (ASCE64

Task Force, 2002; Best, 2005; Warmink et al., 2013), interpreting sedimentary rock records65

(Das et al., 2022), and understanding sediment fluxes (Venditti and Bradley, 2022).66
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Bedforms adjust to changes in the hydraulic regime, but not in a consistent manner.67

Until recently, it was often assumed that any spatial variability in dune geometry was caused68

by dunes that are not in equilibrium (Carling et al., 2000; Bridge, 2003; Holmes and Garcia,69

2008), and the primary geometry (dune height and length) of equilibrium dunes was assumed70

to scale with water depth (Yalin, 1964). However, recent research has shown significant local71

spatial variation in dune height (Bradley and Venditti, 2017; Murphy, 2023; Venditti and72

Bradley, 2022) in riverine systems, independent of the water depth. In the FTTZ, this73

variability is expected to be even more pronounced, since tidally-influenced currents impose74

spatially-varying water level fluctuations (and therefore bed shear stress changes) on diurnal75

and semi-diurnal time scales (Sassi et al., 2011; Hoitink et al., 2003). The resulting spatial76

longitudinal variability of dune geometry in the FTTZ is understudied, but two key studies77

exist.78

Prokocki et al. (2022) studied dunes in the lower 90 km of the Lower Columbia River79

(USA), and recognized differences in shape and 3D planform of dune geometry across the80

study reach. They related the changing dune morphology to downstream variations in grain81

size and spatiotemporal changes in tidal and fluvial flow. In the thalweg, they observed82

small-scale upstream-oriented dunes downstream, and larger scale downstream-oriented83

dunes upstream. Unfortunately, they did not report on flow conditions in those distinct84

regions, or on the resulting hydraulic roughness differences. Lefebvre et al. (2021) studied85

4-year long bathymetric data of the downstream 160 km of the Weser Estuary in Germany.86

They did not observe a clear trend in dune geometry in the longitudinal direction, but87

found dunes that are generally smaller than predicted based on the water depth. They did88

not provide information on the flow conditions or resulting roughness. Beyond these recent89

studies, the response of dune geometry in the FTTZ to shear-stress variation at the change90

from a fluvial to tidal regime is unknown, and it is uncertain if dune geometry predictors91

apply here.92

To date, it remains unclear to what extent variability in dune geometry is relevant for93

the large-scale roughness needed to model the FTTZ. Bedforms, especially dunes, are known94

to be a major source of roughness in lowland rivers (Gates and Al-Zahrani, 1996; Julien95

et al., 2002), and dune variability can impact roughness parametrizations. When modelling96

the FTTZ hydraulically, a roughness value must be chosen. Roughness is often represented97

by a single constant coefficient (Paarlberg et al., 2010), found by calibration, and is therefore98

a conceptualized and simplified representation of the physical process. To better include99

spatial variation in roughness in the FTTZ, De Brye et al. (2011) used a linearly decreasing100

roughness coefficient from a delta apex to the coast, to include the gradual transition from101

the riverine to the marine environment. However, proof for the validity of this approach102

is lacking. There is a need to improve hydraulic roughness parametrization in the FTTZ,103

since the output of hydrodynamic models strongly depends on an accurate specification of104

roughness (Lesser et al., 2004; Morvan et al., 2008; Wright and Crosato, 2011).105

In this research, we aim to increase understanding of bedform variability and related106

roughness that occurs at the transition from a shallow mixed tidal-fluvial regime to a tidal107

regime. To do so, we assess the bedform characteristics and the resulting hydraulic rough-108

ness of the FTTZ of the Lower Fraser River. The lower Fraser River is a sand-bedded109

lowland river in British Columbia, Canada, with a significant decrease in tidal energy 40110

kilometer landward of the river mouth (Wu et al., 2022). We aim to answer three research111

questions. 1) How are bedform characteristics impacted by the sudden change in tidal flow112

strength? 2) How can dune variability in the fluvial-to-tidal transition zone be explained113

and predicted? 3) To what extent does dune geometry and variability exert an impact on114

reach-scale hydraulic roughness, and which other factors can play a role in determining this115

bed roughness? Bathymetric field data from base flow conditions were used, allowing us to116

focus on the impact of the tides, which penetrate further upstream during base flow. A 2D117

hydrodynamic model is created to assess hydraulic roughness, and to explore the impacts118

of spatial variation in river and tidal flow.119
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2 Field site120

The Fraser River (Figure 1) is located in British Columbia, Canada, and drains 228,000121

km2 of mountainous terrain. The Fraser exits a series of bedrock canyons approximately122

185 km upstream of the river mouth at Sandheads, where it enters the gently-sloping Fraser123

Valley, past the towns of Hope (river kilometer (RK) 165) and Mission (RK 85). The124

Fraser River has an annual river discharge of 3,410 m3 s−1 at Mission (Water Survey of125

Canada (WSC) Station 08MH024), but flow rates vary between a mean low discharge of126

1,000 m3 s−1 in winter time (November - April) and a mean high discharge of 9,790 m3 s−1
127

during the snow melt-dominated freshet in May, June and early July (Attard et al., 2014;128

McLean et al., 1999). At New Westminster, 34 km upstream from the river mouth, the river129

bifurcates, forming the Fraser Delta where the Main Channel splits into two tributaries: the130

North Arm and the Main Channel. The Main Channel carries 88% of the flow, until it131

bifurcates into Canoe Pass (RK 13), which conveys approximately 18% of the total flow132

(Dashtgard et al., 2012; WCHL, 1977; NHC, 2008). The fluvial-to-tidal transition zone133

of the river is influenced by a predominantly semi-diurnal tide (Wu et al., 2022), with a134

mean tidal range at the mouth of approximately 3 m (Kostaschuk and Atwood, 1990). The135

tidal motion influences water levels up to Mission during high flow, but can penetrate up136

to Chilliwack (RK 120) during low flow creating a strong backwater effect (Kostaschuk and137

Atwood, 1990). It is an undammed, unregulated flow, which reflects climatic conditions.138

Human-made influences include dikes (90% of the reach), pipelines and bridge constructions,139

and dredging of the Main Channel occurs.140

The Port of Vancouver dredges from the river mouth (RK 0) to the Port Mann Pumping141

Station (RK 42), with the most significant dredging in the deltaic reach from RK 35 to the142

river mouth (Nelson, 2017) to maintain a constant fairway depth (McLean and Tassone,143

1989; Stewart and Tassone, 1989). The depth is larger in the tidal region, and has been144

made deeper by dredging. This results in a large decrease in momentum flux (Wu et al.,145

2022) at the upstream limit of the dredging works. Additionally, Wu et al. (2022) related146

this decrease in momentum flux to the influence of the Pitt River. They identified the147

junction of the Pitt River as the transition from a tidally-dominated to a river-dominated148

regime, and they noted the importance of this system for tidal attenuation. Therefore, two149

different regimes can be identified in the study area. The first regime, hereafter called the150

tidally-dominated regime, is characterized by a strong influence of tides and a large tidally-151

averaged water depth, and occurs seaward of RK 40. The second regime is the mixed152

tidal-fluvial regime, in which tides are less strong and the water depth is shallower, which153

occurs landward of RK 40. This roughly coincides with the upstream end of the modern154

Fraser Delta (RK 35) (Venditti et al., 2015; Venditti and Church, 2014), where the Fraser155

River bifurcates into the North Arm and the Main Channel.156

The difference in tidal strength in the two regimes does not impact grain sizes of bed157

sediments in the thalweg. The main transition of grain size characteristics occurs around RK158

100. Upstream of RK 100, the bed of the Fraser River consists of gravel, and downstream of159

a gravel-sand-transition near Mission, the main bed material is sand (Venditti and Church,160

2014) (median grain size (D50) 351 µm, mean 415 µm; Figure 2). There is a minor trend of161

downstream fining in the thalweg of the lower 50 km of the river, (1.14 µm per kilometer,162

Figure 5c), resulting on average in a decrease in D50 of approximately 100 µm over this163

reach, although there is a lot of scatter which can be related to gravel and mud deposits164

along the banks. The data underlying this figure is a compilation of multiple sources. The165

samples up until RK 48.5 were collected by McLaren and Ren (1995), who sampled bed166

material in the Main Channel and delta front at 0.5 km increments with a Shipek sampler.167

Although this grain size data is decades old, broad patterns are likely to be consistent with168

present conditions (Venditti and Church, 2014), and grain size shows little seasonal or year-169

to-year variation (Kostaschuk et al., 1989; McLean et al., 1999; Pretious, 1956). Venditti170

and Church (2014) measured 33 samples of RK 48.5 - 80, with a dredge sample in 2009,171

and Murphy (2023) collected 115 additional samples in this same reach using a pipe dredge.172

–4–
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They did not perform analysis on the fraction smaller than 63 µm. The Pitt system does not173

impact the sediment composition of the Fraser, since the net bedload transport is directed174

upstream toward Pitt lake (Ashley, 1980). In the delta, the river deposits its sand load in175

the channel and its banks, and its silt load on the distal margins and tidal flats (Venditti176

and Church, 2014) (Figure 2a, c, d). Seaward of the river mouth, the grain size decreases177

dramatically to a D50 of 22 µm. Locally, the river interacts with its bank and bed substrate.178

Gravel and clay patches are present at the outer banks on the north and south sides of the179

river. These patches are either modern deposits, such as gravel bars, or older Pleistocene180

glacial deposits (fine outwash deposits and coarse glacial till) (Nelson, 2017) (Supplementary181

Figures S1), constraining the river’s course.182

This study focuses on the Main Channel of the Fraser River, from the confined part183

of delta mouth at Steveston Harbor at RK 10, to Mission at RK 85 (Figure 1). The area184

is located in the FTTZ, and low-angled dunes (Bradley et al., 2013; Kostaschuk and Best,185

2005; Kostaschuk and Villard, 1996), with no or intermittent flow separation, cover the river186

bed. When assessing local scale processes, we focus on three zones in the FTTZ (Figure 2,187

and Supplementary Figure S7).The zones are located at RK 21.5-23 (zone 1; tidal regime),188

50-52.5 (zone 2; fluvial-tidal regime) and 57-59.5 (zone 3; fluvial-tidal regime). The selection189

of zones is based on three criteria. Firstly, a decreasing amount of tidal energy from zone 1190

to 3. Secondly, a simple geometry, without bifurcations or confluences, to limit the influence191

of complex currents on dune geometry. Thirdly, a limited amount of human influence on the192

river bed. Zone 1 is 1 km shorter than the other zones due to dredging along the downstream193

side and an engineering structure on the upstream side.194

3 Methods195

3.1 Hydraulic model setup196

A 2DH (two dimensional horizontal) hydraulic model was set up in the Delft3D Flexible197

Mesh (FM) model suite (Kernkamp et al., 2011). The model simulates depth-averaged flow198

quantities based on the two-dimensional shallow water equations. The numerical domain199

covers the Fraser River from river kilometer 85, to the offshore region of the Strait of Georgia200

reaches where depth exceeds >200 m. Bathymetry for the Main Channel is interpolated on201

an unstructured curvilinear grid with a median cell size of 30 m, and varies between 5 m in202

the river and 1000 m offshore. The bathymetry of the model of Wu et al. (2022) was taken as203

a basis, and the higher resolution MBES data described above were used for the bathymetry204

of the channels in the estuary. Bars that do not get submerged during an average yearly205

freshet (flood) were not well-represented in the bathymetry data, and its elevation in the206

model was manually increased till 10 m above mean sea level to prevent flooding.207

The main imposed upstream boundary condition is the discharge at Mission (RK 85) for208

the time period of November 2017 till October 2018. The discharge at Mission is estimated209

using a rating curve if the discharge exceeds 5,000 m3 s−1. At lower discharge conditions,210

tidal influences make the rating curve at Mission inaccurate, and therefore the discharge was211

calculated using the discharge at Hope (RK 165) and two smaller tributaries (Chilliwack212

River and Harrison River). Using this calculation method, discharges measured at Mission213

(larger than 5,000 m3 s−1), were on average underestimated by 3%, and no significant214

temporal delay was observed. Additionally, at two downstream confluences, a constant215

discharge of 315 m3 s−1 at Stave River (RK 74) and 130 m3 s−1 at Pitt River (RK 45)216

were added to the Fraser flow. Stave River is dammed at 3 km upstream, therefore having217

a controlled flow. The Pitt River drains a lake and has therefore a nearly constant outflow.218

At the downstream boundary, water levels influenced by tides are imposed. Eight primary219

tidal constituents, the most important overtide (M4) and compound tides are determined220

via the Delft Dashboard toolbox (Van Ormondt et al., 2020), using the TPXO8.0 database221

(Egbert and Erofeeva, 2002).222

–5–
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Figure 1. Study area of the Fraser River in British Columbia, Canada (a). b) The Fraser River

from river kilometer 10 (Steveston Harbor) to 85 (Mission). Green shaded area indicates the model

domain. Grey markers indicate gauging stations. c-e) three focus zones examined in this study,

f-h) example zoom ins of the dune fields. i-k) example profiles of the dune fields.

The amplitudes and phases at the downstream boundary were corrected to minimize223

the error in the model-data comparison at the Point Atkinson tidal gauging station. This224

correction was on average 0.8% of the tidal amplitude and 20◦ for the tidal phases, for the 13225

tidal components. The model was calibrated for low discharge (<1600 m3 s−1; Figure 3b), to226

simulate flow conditions that correspond to the low-discharge bathymetry. The calibration227

was performed by varying the Manning’s roughness coefficients and evaluating the resulting228

water levels and tidal amplitudes of the three most important tidal constituents at 7 gauging229

stations (RK 0, 9, 18.5, 35, 42, 70, 85) (Figure 2). The principal tidal constituent M2 is230

used for calibration, together with M4 and K1. Relative phase differences between M2 and231

M4 (the first overtide of M2) influence tidal duration asymmetry, the main mechanism for232

–6–
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Figure 2. Grain size distributions of bed sediment in the Fraser River. a, b, c) grain size

distribution along the north bank, thalweg and south bank. d) cumulative distribution at the north

bank, thalweg and south bank. e) median grain size (D50) in and outside of the thalweg. Markers

differentiate between samples taken in the thalweg (solid marker) or outside along the river banks

(indicated with ’x’). The data is from a data compilation by Venditti and Church (2014), which

includes reanalyzed observations from McLaren and Ren (1995), and recent observations by Murphy

(2023).

driving residual bed-load transport in estuaries (Van De Kreeke and Robaczewska, 1993).233

The diurnal tide K1 is relatively large at the west coast of North America, and interaction234

between diurnal and semi-diurnal frequencies can produce asymmetric tides as well (Hoitink235

et al., 2003).236

The tidal amplitudes were derived from harmonic analysis using t tide (Pawlowicz et237

al., 2002). The best performing model had a uniform Manning’s coefficient (roughness) of238

0.026 s m−1/3 (Figure 3). Disconnecting the hydraulic roughness at the regime transition at239

RK 40, thereby allowing for two different roughness values, did not improve the calibration240

(Supplementary materials Figure S3a). The uniform Manning’s coefficient (roughness) of241

0.026 s m−1/3 is slightly higher than the calibrated Manning’s coefficient of Wu et al.242

(2022), who used a uniform roughness of 0.015 s m−1/3. The difference in roughness value243

is attributed to the difference in grid resolution. Our model grid in the river domain is244

overall coarser than the model of Wu et al. (2022) who used a 10 m resolution, so that245

the schematization of the bathymetric data on our grid results into slightly wider channels.246

Our value for roughness is considered to be more appropriate for natural sand-bedded rivers247

(Chow, 1959).248

3.2 Field data and preprocessing249

Raw multibeam echosounder (MBES) riverbed data were provided by the Public Works250

and Government Services, Canada. The measured bathymetry comprises data of the Main251

Channel between river kilometer -1 to 85 and covers the navigation, but does not provide full252

bank-to-bank spatial coverage. Data were collected during base flow conditions in January,253

–7–



manuscript submitted to JGR: Earth Surface

Figure 3. a) Calibration of the model with uniform roughness. The observed tidal amplitude

of the tidal constituents M2 (black bars), K1 (dark grey bars), and M4 (light grey bars), and the

corresponding modelled tidal amplitudes are indicated. b) Discharge at Mission. Highlighted part

of the discharge curve indicates the timeframe of MBES data collection. c) Modelled water surface

slope over time, simulated with the model with nman = 0.026 s m−1/3. d) Modelled propagation

of the tidal wave per station, simulated with the model with nman = 0.026 s m−1/3.

–8–
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February and March of 2021. This period is characterized by relatively constant discharge254

and little change to the bed surface (Bradley and Venditti, 2021). During the survey period,255

the measured discharge (at an hourly interval) was relatively constant, with monthly mean256

values of 1416 m3 s−1 (SD 184 m3 s−1), 1051 m3 s−1 (SD 140 m3 s−1) and 1074 m3 s−1 (SD257

35 m3 s−1) at Hope (RK 165) for the three months, respectively (Water Survey of Canada,258

Station 08MF005).259

The MBES data is gridded onto a 1x1 m2 grid, and the resulting MBES datasets260

contain x, y and z coordinates. Next, all bed level data is converted from Cartesian (x, y)261

coordinates to curvilinear coordinates (s, n) with the same spatial resolution (Vermeulen262

et al., 2014a). Herein, s is the longitudinal direction, parallel to the river, and corresponds263

with river kilometers (RK) and n is the cross-sectional direction, wherein n = 0 m is defined264

as the central river axis, which roughly coincides with the thalweg.265

3.3 Data analysis266

3.3.1 Analysis of river bathymetry: dune detection267

Bathymetry was analyzed to derive dune characteristics. Three longitudinal profiles268

were taken, along the centerline and at approximately 80 m from the north and south bank.269

In three focus areas (Figure 1), a longitudinal profile was taken every 10 meters, resulting270

in 27, 41, 23 profiles for zones 1, 2 and 3 respectively, depending on the river width. To271

ensure that bedforms in all profiles were primarily caused by natural mobile bed conditions,272

we excluded bathymetry that showed extensive scour, human-made structures and dredging273

marks (Figure Supplementary Figures S2).274

From the filtered profiles, bedform characteristics were determined by using a standard275

Bedform Tracking Tool (Mark et al., 2008). In the tool, the default filter span (c = 1/6)276

was suitable to filter out small features such as measurement errors or outliers. Three span277

values (P0), corresponding with bedforms with a length of 20 m ±10, 50 m ±20 and 100 m278

±30, were used as input to detrend and smooth the profile. The span values in the tool are279

based on a spectral analysis yielding the dominant bedform wave lengths in each section.280

Based on the detrended and smoothed profile, a zero-crossings profile was defined,281

based on which individual dunes were identified, and dune characteristics were calculated.282

Dune characteristics include dune height ∆ (m), the vertical distance between the crest and283

downstream trough, dune length λ (m), the horizontal distance between two subsequent284

crests, leeside angle LSA (◦), the slope from a linear fit of the dune’s leeside, excluding the285

upper and lower 1/6 of the dune height, and the stoss side angle SSA (◦) calculated in the286

same maner as the leeside angle. The bedform slipface angle SFA (◦), the steepest part of287

the leeside angle, and is defined as the 95-percentile of the leeside angle. Finally, bedform288

asymmetry is calculated as the ratio between the length of the (seaward) leeside and the289

total bedform length (Lefebvre et al., 2021).290

Bedforms with heights smaller than 0.1 m are not distinguishable from the error of the291

survey, and are excluded from the analysis. Bedform lengths smaller than 3 m are excluded292

as well, since the resolution of the bathymetric data (1 m) is too small to detect small293

bedform features. Features with a height greater than 2.5 m (2% of all detected bedforms)294

or a length greater than 200 m (0.08% of all detected bedforms) are considered another295

type of bed fluctuation unrelated to dunes such as scour holes or wake deposits downstream296

of human-made structures. These had a different geometry than mobile dunes, which was297

confirmed by visual inspection of the batymetric data. Large dunes (>2.5 m) as found298

in previous studies (Kostaschuk and Luternauer, 1989; Venditti et al., 2019; Pretious and299

Blench, 1951) were not observed in the low-discharge bathymetry used in this study.300

–9–
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3.3.2 Analysis of river geometry301

River geometry was parametrized by river width, curvature, transverse bed slope and302

excess depth. River width W (m) was determined from a polygon following the longitudinal303

low water line, which is considered to be the discharge carrying section of the river under304

low discharge conditions. Cross-sectional area A (m2) was subsequently approximated from305

the tidally-averaged water depth and river width, assuming a trapezoidal shape of the cross-306

sectional area, where the river bank has a 60◦ slope. Curvature r (km−1) was defined as the307

inverse of bend radius following the approach of de Ruijsscher et al. (2020). Local transverse308

bed slope ξ (-) was defined as the slope between the two sides of the main river channel,309

longitudinally discretized at intervals of 100 m. Finally, an excess depth parameter De (-)310

was used as a measure to identify pools and scour holes (Vermeulen et al., 2014b), and was311

defined as:312

De = sign(r)

(
Dmax

Dr
–1

)
(1)

where Dr is the regional mean depth of a discretized section of 500 m long, and Dmax the313

local maximum depth in this section. Sign indicates the signum function, which returns the314

sign of a real number.315

3.3.3 Analysis of river hydrodynamics316

To assess local flow conditions and tidal attenuation, the hydrodynamic model was317

evaluated during low flow conditions in March 2018 (Figure 3b). The flow magnitude and318

direction, water depth and bed shear stress magnitude and direction per grid cell were saved319

every ten minutes in the simulation. The calculation of bed shear stresses in Delft3D is based320

on a logarithmic approximation of the near bed velocity and is explicitly solved. All output321

data were tidally-averaged using a Godin filter (Godin, 1972). The Godin filter removes the322

tidal and higher frequency variance to obtain a low-passed signal primarily caused by the323

river flow.324

Besides transforming the data into along and across-channel coordinates (s,n) (Ver-325

meulen et al., 2014a), the flow and shear stress vectors were rotated, to transform their326

orientation to along-channel direction (s-direction). This allowed differentiation between327

the in- and outgoing currents, which are in -s and s-direction, respectively. The percentage328

of time that the flow reverses and flows upstream (reversal time trev (%) was then calculated.329

3.3.4 Dune geometry prediction330

Flow data from the model was used to predict dune height ∆ (m), using dune height331

predictors that include some measure of flow strength (Van Rijn, 1984; Yalin, 1964; Karim,332

1995; Venditti and Bradley, 2022). Firstly, dune height was predicted using the widely ap-333

plied dune geometry predictor of Van Rijn (1984). This predictor is based on 84 laboratory334

experiments, with grain sizes ranging from 190 - 2300 µm, and 22 field data sets (490 - 3600335

µm) of relatively wide rivers (width / depth > 0.3) with unidirectional flow. This corre-336

sponds well with conditions found in the Fraser River, except that the Fraser experiences337

bidirectional currents. To account for this, values of water height and shear stress are tidally338

averaged, since bed-material sediment transport in the Lower Fraser River generally follows339

the pattern of mean velocity over the tidal cycle (Kostaschuk and Best, 2005). The tidal340

averaging is described in section 3.3.3. Dune height is thus:341

∆vRijn = 0.11h

(
D50

h

)0.3

(1− e−0.5T )(25− T ) (2)

in which D50 is median grain size (m), h is the water dept (m) and transport stage T is:342
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T =
(u∗)2 − (u∗c)2

(u∗c)2
(3)

where u∗ is the shear velocity (m s−1), and u∗c is the critical shear velocity (m s−1). Shear343

stress (τ , N m−2) relates to shear velocity and can be expressed non-dimentionally as the344

Shields number (θ) as in:345

τ = u∗2 ∗ ρw (4)

θ =
τ

(ρs − ρw)gD50
(5)

in which g is the gravitational acceleration (9.81 m s−2), ρs is the sediment density (2,650346

kg m−3 for quartz) and ρw is the water density (1,000 kg m−3 for fresh water). Therefore,347

equation 3 can be rewritten as:348

T =
τ − τc
τc

=
θ − θc
θc

(6)

When 50 µm < D50 < 5,000 µm, the critical shields number θc (-) can be approximated349

as (Zanke, 2003). The resulting values of θc are approximately 0.03 (medium sand).350

θc = 0.145Re−0.333
p + 0.045 ∗ 10−1100Re−1.5

p (7)

in which the particle Reynolds number Rep is:351

Rep = D
3/2
50

√
Rg

ν
(8)

where the relative submerged density R = (ρs− ρw)/ρw (-) and ν is the kinematic viscosity352

(m2 s−1), which is slightly dependent on water temperature as ν = 4 ∗ 10−5/(20 + t) in353

which t = temperature (◦C). Here, ν = 1.3 * 10−6 is used for 10 ◦C.354

We also predict dune height using the predictor of Yalin (1964):355

∆Y alin =
h

6

(
1− τc

τ

)
(9)

The predictor of Karim (1995) builds on that of Van Rijn (1984) and Allen (1978),356

and is based on the suspension criterion which utilizes the shear velocity and the particle357

fall velocity (ws). The predictor of Allen (1978) is not included in this research, since it is358

mostly based on laboratory experiments.359

∆Karim = h

(
0.04 + 0.294(

u∗

ws
) + 0.00316(

u∗

ws
)2 − 0.0319(

u∗

ws
)3 + 0.00272(

u∗

ws
)4
)

(10)

where ws can be defined as (Ferguson and Church, 2004):360

ws =
RgD2

50

C1ν + (0.75C2RgD3
50)0.5

(11)
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in which C1 and C2 are constants with values of 18 and 1.0, respectively, for slightly irregular361

particles.362

Finally, we test the equation of Venditti and Bradley (2022).363

∆V B = h
(

10(−0.397(log θ
θc

−1.14)2−0.503)
)

(12)

3.3.5 Hydraulic roughness estimation364

To estimate the impact of dunes on the water levels in the study reach, the hydraulic365

roughness was determined. The total predicted hydraulic roughness, expressed as a friction366

factor f̂ , results from form friction and grain friction (Einstein, 1950). Assuming dunes are367

the dominant structures causing form resistance, the total hydraulic roughness was predicted368

as in Van Rijn (1984):369

f̂ =
8g

(18 log( 12d
ks

))2
(13)

Herein, ks consists of form roughness height ksf and grain roughness height ksg:370

ks = ksg + ksf (14)

ksg = 3D90 (15)

where D90 is the 90th percentile of the grain size distribution, and371

ksf = 1.1γd∆(1− e
−25∆
λ ) (16)

where the calibration constant γd is taken as 0.7 in field conditions (Van Rijn, 1984).372

In the modelling suite of Delft3D, roughness values of Manning’s n, nman (s m−1/3),373

are converted to a Chézy coefficient C (m1/2s−1) via (Manning, 1891):374

C =
R

1/6
h

nman
(17)

in which Rh is the hydraulic radius, which can be simplified to the water depth h (m) for375

rivers that satisfy W � h.376

The Chézy coefficient is converted to the dimensionless Darcy-Weisbach friction factor377

fm according to Silberman et al. (1963):378

fm =
8g

C2
(18)

4 Results379

4.1 Hydraulics and morphology of the fluvial-to-tidal transition zone380

The tidally-averaged water depth in the study area fluctuates between 3 and 18 m381

(Figure 4a). In the mixed-fluvial tidal regime of the river (RK > 40), it increases gradually382

in seaward direction, and in the tidal regime (RK < 40) it remains constant. The local383

increase in water depth is reflected in the tidally averaged and instantaneous shear stress384

profiles (Figure 4b). The downstream-directed maximum shear stress increases from 0.4 N385

m−2 in the upstream area to 10 N m−2 at the river mouth. Similarly, the upstream-directed386
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maximum shear stress in relation to flow reversal (indicated by a minus sign in Figure 4c)387

increases to 6 N m−2. In contrast, the tidally-averaged shear stresses remain relatively388

constant over distance (fitting a linear model gives a slope of 10−5 N m−2 km−1). The389

tidally averaged shear stress is on average 0.64 N m−2 and fluctuates between -1.0 N m−2
390

(indicating an upstream directed shear stress at the most downstream area, RK 0) and 2.2391

N m−2 (at RK 67).392

The tidal effect on the water levels and flow direction weakens in the upstream direction,393

and the amplitude of the tidal constituents M2 and K1 decreases as the tides attenuate394

(Figure 4d). The M2 tidal constituent shows a particularly strong decrease from RK 10 to 40,395

while landwards the tidal attenuation is minimal. In the most upstream reach, bidirectional396

currents can still be observed (Figure 4c). During low flow conditions, upstream (flood) flow397

occurs for 45% of the time at the river mouth (about RK 10), and decreases to 25% at the398

most upstream location of the study reach.399

The morphology of the Fraser River does not show consistent trends in the stream-wise400

direction. The river width fluctuates between 500 and 1100 m (Figure 5a). The cross-401

sectional area of the river remains relatively constant in the more upstream part of the river402

(RK > 40), since river depth varies inversely with river width. The more downstream part403

experiences larger fluctuations in cross-sectional area, since water depth remains relatively404

constant (Figure 5a). The bed level (Figure 5b) shows large variations, but remains relatively405

constant in the downstream part. River curvature, transverse bed slope and depth excess406

are strongly related (R2 = 0.15 - 0.61, p < 0.005, Figure 5c), which reflects the low-sinuosity407

meandering morphology.408

4.2 Morphological response of dunes to tidal hydraulics409

Dune geometry in the study reach varies considerably (Figure 6), with dune heights up410

to 2.4 m (mean: 0.46, median: 0.39 m, SD: 0.28 m) and dune lengths up to 194 m (mean:411

24 m, median: 16, SD: 22 m). Multiple scales of superimposed bedforms co-exist, although412

most of the bed is covered by only primary dunes. Patterns in dune geometry are apparent,413

with some areas of relatively low and short dunes, and others with increasing or decreasing414

dune heights and lengths. For example, the thalweg has large dunes around RK 68, 77415

and 85, with increasing and decreasing dune heights upstream and downstream of those416

local maxima. Such patterns are not consistent over whole river width however, and where417

relatively large dunes prevail on one part of the river (e.g. north side), dunes can be small on418

the other parts (see for example around RK 68). This variation in dune height and length,419

along the cross-section and longitudinally, is expressed as the standard deviation of all dunes420

present in one unit of channel width. This allows for comparison between longitudinal and421

cross-sectional variability. The mean standard deviation in dune height and dune length in422

cross-sectional direction (0.20 m and 13.0 m, respectively) is twice as high as the variation423

along the longitudinal direction (on average 0.11 m and 6.8 m, respectively) (Figure 6).424

Local patterns in dune height and length are difficult to explain, and do not reflect425

the regime change around RK 40 or trends in grain size in the thalweg. However, visual426

inspection reveals dune occurrence is primarily determined by grain size along the outer427

banks – when the grain size is too large (gravel) or too small (clay), dunes will be absent428

(Supplementary Figure S2e and f). When the river cuts into a clay or gravel layer on the429

north or south sides of the channel, abrupt changes in dune geometry can result.430

The gradual increase in strength and duration of tidal currents in the seaward direction431

influences dune shape. Firstly, the dune crests become sharper (Figure 1 i-k). Secondly,432

the leeside and slipface angle of the dunes decrease in downstream direction (Figure 7a, b).433

In particular the slipface angle decreases faster in the tidal regime than in the fluvial-tidal434

regime. Since the stoss side angle remains relatively constant (with a slight increase in the435

tidal regime), dunes become more symmetrical in seaward direction (Figure 7c). When the436

asymmetry is equal to 0.5, dunes are perfectly symmetric. This is possible at nearly every437
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Figure 4. Hydraulic characteristics of the Lower Fraser River. a) water depth (h), b) tidally-

averaged, maximum and minimum shear stress (τ), c) reversal time (trev), d) tidal amplitude (Aξ)

of the M2 and K1 tide.

location up to a distance of 75 km from the river mouth, and becomes consistent at around438

40 km from the river mouth, indicating the impact of the regime change. Results from a439

two-paired student t-test shows that the leeside angle, slip face angle and asymmetry is440

significantly different (at a 95% confidence level) in the tidal and the fluvial-tidal regime,441

while stoss side angle is not. The leeside angle directly correlates with flow-reversal time442

(Figure 7d) and maximum shear stress (Figure 7e), showing lower leeside angles and more443

symmetric dunes in seaward direction, however large variation is observed.444

4.3 Dune geometry prediction from model output445

Dune height predictors whre applied to the FTTZ of the Fraer River at both small and446

large scales. The models were not specifically developed for tidal rivers with bidirectional447

currents, so input values were tidally-averaged.448
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Figure 5. Morphological characteristics of the Lower Fraser River. a) smoothed channel width

(W) and smoothed cross-sectional area (A), b) bed level z in meters above sea level, c) channel

shape, expressed in depth excess (De), transverse bed slope (ξ) and curvature (r)

The predictor of Van Rijn (1984) works well when all data is reach-averaged (predicted449

∆vRijn = 0.52 m, compared to measured ∆ = 0.50 m; Figure 8 a). However, it under-450

estimates dune height in the mixed fluvial-tidal regime (by about 20 cm at RK 80), and451

overestimates it in the tidally-dominated regime (by about 24 cm at RK 10). All other452

predictors are inaccurate and overestimate the dune height significantly, with an increasing453

error in the downstream direction (Figure 8 b-d). For example, the reach-averaged predicted454

dune heights are 0.87 m, 1.27 m and 1.83 m for the predictors of Yalin (1964), Karim (1995)455

and Venditti and Bradley (2022), respectively.456

Local variability in dune height in the study area is not captured in dune geometry457

predictors because of the considerable spatial variability in the measured dune geometry.458

To establish the degree to which local variability in dune properties relates to flow proper-459

ties obtained with the 2DH hydraulic model assuming a constant roughness, we focus on460

three zones in the FTTZ (Figure 2). In those zones, flow characteristics are modelled (see461

Supplementary Figures S7-S11) and the dune height predictor of (Van Rijn, 1984) (equation462
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Figure 6. Dune geometry. a, b, c) Dune height (∆; black) and dune length (λ; blue) throughout

the research area. Human-made structures, dredging marks, confluences, bifurcations and bars,

focus areas, and zones with no data are indicated (see legend). d, e) Standard deviation (σ) within

the mean multibeam echosounder coverage width (230 m) of dune height and dune length over

the cross-section, north bank, thalweg and south bank. In each bar, the central mark indicates the

median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively.

The whiskers extend to the most extreme data points, and outliers are not shown.

2) is applied to each zone using model output per grid cell. The dune height predictor of463

Van Rijn (1984) performs reasonably well in predicting the local spatial pattern of dune464

height in the three zones (Figure 9 a-c), but the mean dune height is overestimated for zone465

1 and 3, and underestimated for zone 2. To assess the performance of the van Rijn model466

in predicting dune patterns, a bias correction is performed. Numerical values were added467

to or subtracted from the predicted dune height in order to minimize the RMSE, and assess468

the overall patterns in the dune field rather than the actual value (Supplementary Figure469

S5). The bias-corrected RMSE values of dune height average 0.13 m, which indicates that470

the spatial pattern of dune heights is relatively well captured by the predictor. The van471

Rijn dune height predictor captures the main processes that determine dune height in tidal472

environments, but does not reliably predict absolute values. The dune height predictors of473

Yalin (1964), Karim (1995) and Venditti and Bradley (2022) perform worse on the local474

scale pattern (Figure 9 d-l). Notably, the bias correction improves their performance, (Sup-475

plementary Figure S6), but they capture the pattern less than well than the predictor of476

Van Rijn (1984).477
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Figure 7. Dune shape in the study area. a) leeside angle (LSA) and stoss side angle (SSA),

b) dune slipface angle (SFA), c) dune asymmetry, expressed as the ratio between the length of the

(seaward) leeside and the total bedform length. A value of 0.5 indicates symmetric dunes, values

of asymmetry smaller than 0.4 are defined as flood-asymmetric, while values larger than 0.6 are

ebb-asymmetric. Confidence intervals of linear regressions are shown. Subfigure d) and e) show

dune leeside angle against against reversal time (trev) and against maximum shear stress (τmax),

respectively.

4.4 Comparison of observed dune roughness and model roughness478

The variability in dune geometry is reflected in the hydraulic roughness generated by479

the dunes, which ultimately can be used in the hydraulic model to assess the importance of480

dunes for the large-scale hydraulic roughness.481 –17–
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Figure 8. Residual dune height (measured minus predicted) to assess dune height predictor

performance of the predictor of a) Van Rijn (1984), b) Yalin (1964), c) Karim (1995) and d)

Venditti and Bradley (2022). The measured data is based on the average of three longitudinal

transects, and includes the minimum and maximum values in a grey shading. The modelled data is

based on the model with a constant roughness of nman = 0.026 s m−1/3. In subfigure a) predicted

dune height with dune-adjusted roughness (varying between 0.024 and 0.028 s m−1/3) is displayed

in green.
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Figure 9. Dune height predictor performance of the predictor of Van Rijn (1984) (a,b,c), Yalin

(1964) (d,e,f), Karim (1995) (g,h,i) and Venditti and Bradley (2022) (j,k,l), compared to the mea-

sured dune height (m,n,o).
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Hydraulic roughness generated by dunes was calculated using equation 13, which in-482

cludes dune height and length, but does not include the leeside or stoss side angles. The483

predicted roughness decreases in the downstream direction (Figure 10), which is mainly484

caused by an increase in water depth. The main variability in roughness is due to variabil-485

ity in water depth, which is most pronounced in the upstream part (RK > 40) of the river486

(Figure 4). Additionally, local fluctuations in roughness correspond to the local patches of487

higher dunes, for example at RK ∼54, 63 and 68. The decrease in grain roughness due to a488

subtle degree of downstream fining has a small impact on overall roughness, because grain489

roughness values are only around 3% of typical form roughness values. In the downstream490

reach (RK < 40), smoothed roughness shows a persistent out-of-phase relation with the491

gradient in smoothed bed elevation (moving average filter of 8 km) (Figure 10a) that is492

absent in the upstream part of the river.493

Figure 10. Hydraulic roughness in the study area. a) smoothed roughness (f) (and original

roughness in grey) calculated from dune geometry (equation 13)(blue) and the gradient of the

smoothed bed level (∂z/∂s; black). b) roughness expressed in Mannings’ roughness coefficient

nman. Model roughness with a constant nman of 0.026 s m−1/3 (black), roughness calculated from

dune geometry (equation 13 and 17)(blue), and dune-adjusted model roughness (green).

.
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The calculated dune roughness differs slightly from the uniform roughness used in the494

from model (Manning’s roughness of nman = 0.026 s m−1/3). The derived friction coefficient495

fm from the model’s roughness (equation 17 and 18) displays the expected decrease in496

seaward direction, reflecting the increase in water depth. Dune roughness agrees reasonably497

well to the uniform model roughness (Figure 10b), but local fluctuations are not well-498

represented. In the upstream region (RK > 40), the model roughness is slightly lower than499

the dune roughness, while they are similar in the downstream region.500

To represent the effect of dune height variation on roughness in the hydrodynamic501

model, and to investigate if this can improve the calibration, the dune roughness as cal-502

culated by equation 13 is divided into three linear components: a uniform roughness of503

nman = 0.024 s m−1/3 from RK 0 - 10, a linearly increasing roughness of nman = 0.026504

to 0.027 s m−1/3 in the tidally dominated regime (RK 10 - 40), and a constant roughness505

of nman = 0.028 s m−1/3 in the mixed fluvial-tidal regime (RK > 40). A small transition506

area between the breaks is implemented to ensure a smooth transition to the new roughness507

regime. These roughness transitions correspond with the transition from the fluvial regime508

to the deltaic regime around RK 40, and the downstream change from a confined to a less509

confined channel at around RK 10 (Figure 1).510

The dune-derived roughness has little impact on the calibration of water levels and511

tidal amplitude of the M2, K1 and M4 tidal components (Supplementary Figure S3b). On512

average, the RMSE value of the modelled water height decreases from 0.36 m to 0.35 m,513

and the difference between the modelled and observed M2 amplitude increases from 3% to514

4% and K1 from 4% to 6%. Additionally, using the dune-derived roughness for dune height515

prediction with the Van Rijn predictor only slightly improves the predicted values (17 cm516

at RK 80 and RK 10) (Figure 8).517

5 Discussion518

5.1 How are bedform characteristics impacted by the sudden change in519

tidal flow strength during periods of low river discharge?520

During low river discharge conditions like studied in this research, the increase in wa-521

ter depth around RK 40 results into two different hydrodynamic regimes (Figure 11). The522

tidally-dominated regime is characterized by a large maximum absolute shear stresses, a523

large tidally-averaged water depth, relatively symmetrical dunes, low leeside and slipface524

angles and low hydraulic roughness. The mixed tidal-fluvial regime is characterized by a525

weaker tidal influence, a shallower and more variable water depth, lower maximum absolute526

shear stresses, asymmetric dunes, higher leeside and slipface angles, and a rougher hydrauli-527

cally regime. The increase in depth is the main reason that hydraulic roughness is lower528

in the tidal regime (Equation 13), since the sources of roughness in the Main Channel,529

sediment composition and dune height, are relatively constant.530

Contrasting flow conditions in the two regimes are not reflected in dune height or531

length. In other systems, dune height is sometimes found to decrease in tidally-influenced532

regions (Prokocki et al., 2022). Rapid local deposition of the sediment in the deltaic part533

of the Fraser might result in tidal dunes that are larger than expected (Villard and Church,534

2005), leading to a relatively constant dune height. The change in flow regime is reflected535

in the leeside angle, slip face angle, dune symmetry and dune crest shape. In particular536

slipface angles are significantly larger in the fluvial-tidal regime, on average 13◦ compared537

to 7◦ in the tidal regime. Dunes are on average asymmetric upstream of the bifurcation at538

RK 40 (Figure 7), and symmetric downstream of RK 40. This agrees with the findings of539

Kostaschuk and Villard (1996), who relate the symmetric dunes to high sediment transport540

rates due to the tides. Indeed, high maximum shear stresses (Figure 11b) are observed in541

the tidal regime, although tidally-averaged shear stresses remain relatively constant (Figure542

4b).543
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The reversal of the current switches the leeside and stoss side every tidal cycle, steep-544

ening both sides in a similar manner (Lefebvre and Winter, 2016). This could be one of the545

reasons for the large observed variability in angles, since the MBES data is simply a snap-546

shot of the riverbed. Bidirectional currents cause crest orientation to be time-dependent547

(Hendershot et al., 2016). Both the duration (trev) and the strength of the flow reversal548

(τ or Q) determine the dune shape. During low river discharge conditions, the maximum549

upstream-oriented discharge at RK 22 varies between 4000 and 6000 m3 s−1, depending on550

the spring-neap tide cycle. Only 30 km further upstream this has decreased by 66-75%,551

although the reversal time has only dropped by 9%.552

These observations partially agree with the findings of Lefebvre et al. (2021) and553

Prokocki et al. (2022). Prokocki et al. (2022) observed two different regimes in the Lower554

Columbia River, USA, based on dune geometry: (fluvial-)tidal dunes, and fluvial dunes.555

The former were restricted to the most downstream reach (RK < 30 km), and were up-556

stream oriented, predominately low-angled (based on maximum LSA), 2D dunes. Fluvial557

dunes were downstream oriented, and were higher and longer than the tidal dunes. The558

division of the regimes in the Columbia is clearer than in the Fraser, most likely because559

the division in the Columbia coincides with a change in grain size. In addition, the division560

between the two regimes in the Columbia shifts downstream with an increased discharge.561

During low discharge, the division is located slightly more downstream (RK 30) than in the562

Fraser (RK ∼40), which could be attributed to the Columbia’s lower tidal range.563

Lefebvre et al. (2021) also found an increase in dune symmetry in the downstream564

direction in the Weser Estuary, Germany, but they did not distinguish between two different565

regimes. However, their data shows that around 60 km from the river mouth, upstream of566

the estuarine turbidity maximum, the leeside angle of dunes decreases, and dunes become567

more symmetric. This transition seems to be slightly more gradual than in this study or in568

the study of Prokocki et al. (2022). The gradual transition is almost twice as far upstream569

as in the Fraser River, which is likely because the tidal effect in the Weser extends much570

further upstream than in the Fraser. In this study, and in those of Prokocki et al. (2022)571

and Lefebvre et al. (2021), the transition in dune morphology coincides with an increase in572

channel cross-sectional area, either by widening, deepening or both. The deeper regimes are573

more tidally-dominated, and the constriction upstream of the cross-sectional area leads to574

a rapid dissipation of tidal energy, that is reflected in the dune leeside angle and symmetry.575

5.2 How can dune variability in the fluvial-to-tidal transition zone during576

low river discharge be predicted and explained?577

Tidally-averaged bed shear stresses from the hydrodynamic model can be used to re-578

liably predict reach-averaged dune height using the predictor of Van Rijn (1984). Fur-579

thermore, the shear stress distribution predicted by the hydrodynamic model with con-580

stant roughness can predict local dune patterns (Figure 8b-g), thereby capturing the cross-581

sectional variability in dune heights as observed in Figure 6. Cross-sectional shear-stress582

variation, which is one of the input parameters of the dune predictor of Van Rijn (1984),583

largely explains the observed patterns. For example, in zone 1, dune height decreases down-584

stream, becasue river width increases and vflow velocity decreases, resulting in lower shear585

stresses (Supplementary Figure S10). In zone 2, dunes are the highest on the south side of586

the channel where the river is deepest and the flow velocity and shear stresses are highest.587

Finally, in zone 3, centrifugal acceleration generates higher flow velocity and larger dunes588

on the outside of the bend, whereas upstream the dunes are the largest on the inner bend589

because flow is accelerated by the momentum inherited from the bend upstream (Jackson,590

1975).591

Van Rijn (1984) and other dune height predictors tested did not accurately predict592

absolute magnitude of local dune height using tidally-averaged bed shear stresses from the593

hydrodynamic model. However, they do a good job of predicting the overall patterns of594

–22–



manuscript submitted to JGR: Earth Surface

Figure 11. Characteristics of the tidally-dominated regime, seaward of river kilometer (RK)

40, and the mixed tidal-fluvial regime, landward of RK 40. a) water depth (h), b) maximum

absolute shear stress (τmax), c) leeside angle (LSA), d) slipface angle (SFA), e) asymmetry, f)

friction coefficient (f) derived from dune geometry with equation 13. Mean values are indicated in

the figure.

dune height, suggesting that the right processes are captured by the predictors. The poor595

prediction of absolute values is likely related to number of factors that are not included596

in the predictors, including self-organization dunes in a shear stress field (Bradley and597

Venditti, 2019) (such as merging and splitting (Hendershot et al., 2018; Gabel, 1993), crest598

line deformation (Venditti et al., 2005)), local sediment dynamics not captured by low599

resolution bed sediment sampling such as local scour (Leclair, 2002), discharge fluctuations600

and associated hysteresis (Bradley and Venditti, 2021; Julien et al., 2002) and the potential601

presence of remnant dunes from earlier high-flow conditions. The influence of local factors602

can be seen in our three focus zones. The larger dunes observed in zone 2 may be related to603

the local sediment supply being higher here, so dunes develop to a maximum equilibrium size604

compared to zones 1 and 3. The dunes in zone 2 become longer in the downstream direction605

until they disappear, even though flow velocity and grain size do not change significantly.606

The disappearance of dunes in this area could be because the surface of the bed consists of a607

thin layer of medium sand overlying a deposit of Pleistocene or early Holocene sediment, such608

as cohesive clay (Clague et al., 1983) (see Supplementary Figure S1), that is not conducive609

to dune formation. Similarly, in zones 1 and 3, dunes do not develop where the outer bank610
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cuts into a clay layer (Supplementary Figure S9). Additionally, the dunes could be reworked611

remnants from the previous freshet (Bradley and Venditti, 2021) and their geometry could612

be related to the much stronger and predominantly downstream currents associated with613

high river discharge. However, Kostaschuk et al. (1989) found that dunes near Steveston614

(RK 10) adjusted to the post-freshet decline in discharge over a period of weeks, supporting615

our contention that the dunes observed herein (more than 6 months after the last freshet) are616

at least in quasi-equilibrium with low-flow conditions. Additionally, Bradley and Venditti617

(2021) interpreted low-amplitude bed undulations at RK ∼35 as relics from higher flow618

conditions with smaller dunes superimposed, the latter formed by the low-flow conditions.619

Kostaschuk et al. (1989) interpreted similar features as ‘washed-out’ dunes that represented620

a transition from large, freshet bedforms to small dunes adjusted to low river discharge. In621

this study we detrended the bed level prior to measuring dune geometry, thereby ensuring622

that the dunes that we analyzed were representative of low flows.623

The poor prediction of local dune geometry in the FTTZ and the observed variability624

in dune morphology has practical implications for scientists and engineers. Firstly, fairway625

depth cannot be maintained solely on the basis of on an average dune height, because height626

varies unpredictably over the river bed. Secondly, measurements of dune height from rock627

records cannot be reliably used to estimate paleo-hydraulic conditions (Das et al., 2022).628

Thirdly, models based on reach-averaged dune geometry may result in inaccurate estimates629

of form roughness and water levels and local values should be used instead. Finally, because630

the variability in dune height across the channel is twice that of dune height variation along631

the channel, the grid cell size in hydraulic models should be twice as large in the longitudinal632

direction than in the cross-river direction.633

5.3 To what extent does dune geometry and variability exert an impact on634

reach-scale hydraulic roughness?635

Hydraulic roughness is traditionally predicted using dune height and length (Bartholdy636

et al., 2010; Lefebvre and Winter, 2016; Soulsby, 1997; Van Rijn, 1984). However, recent637

research shows that the leeside angle of dunes might be important for roughness prediction638

(Lefebvre and Winter, 2016) and is poorly represented by dune height and length. Charac-639

teristics of the leeside angle determine the strength of flow separation zone (Lefebvre et al.,640

2014) which impacts form roughness (Lefebvre et al., 2013) induced by dunes. Large rivers641

are covered by low-angled dunes (LAD) with slip face angles (SFA) < 30◦ (Cisneros et al.,642

2020; Kostaschuk and Venditti, 2019) that generate less flow separation than high-angled643

dunes that have steeper slip face angles (Kwoll et al., 2016). However, weak or intermittent644

flow separation, with mean leeside angles (LSA) of only 10◦ still generate flow resistance645

(Kwoll et al., 2016). Lefebvre and Cisneros (2023) show that not only the leeside angle646

itself, but also the shape of the leeside impacts flow properties and turbulence. Based on647

numerical experiments, they found that LADs with a mean LSA of <10◦ and a SFA of <20◦648

are not capable of permanent flow separation. LADs are still able to generate turbulence649

(Kostaschuk and Villard, 1996; McLean and Smith, 1979) however, because the deceler-650

ated downstream flow generates a shear layer that causes eddy generation (Kostaschuk and651

Villard, 1999; Best and Kostaschuk, 2002), sand resuspension and roughness.652

In this study, the transition from a fluvial-tidal to a tidal regime and the corresponding653

change in dune leeside and slipface angle are not reflected in the reach-scale hydraulic654

roughness needed to attenuate the tidal motion in the model. Implementing a roughness655

change at the depth break at RK 40 could be used to parameterize the change in dune656

leeside angle at the regime transition. However, models with a higher roughness downstream657

than upstream performed slightly better than models with the highest roughness upstream658

(Supplementary Materials Text S3). This is contrary to the expectations based on the659

leeside angle observations and suggests a different source of roughness in the tidal regime (see660

below). Additionally, the dune roughness predictor (equation 2), based on dune height and661

dune length, yields very similar values to the calibrated model roughness (RMSE f = 0.0053).662
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This supports the application of the dune roughness predictor in a tidal environment and also663

indicates that dune leeside angle might not be important in determining reach-scale model664

roughness. Finally, local values of dune height and length are not required to accurately665

predict reach-scale model roughness, because hydraulic model performance is not improved666

by using local dune geometry. This in turn suggests that variable dune roughness might667

not be needed to simulate large-scale (tidal) flow. Similar conclusions were drawn from a668

fluvial system where dune roughness calculated from dune geometry explained only 31% of669

the variance of the roughness inferred from the water surface slope (deLange et al., 2021)670

and the remaining variance could not be explained by leeside angle statistics.671

The limited impact of local dune height, length and leeside angle on the hydraulic672

model could be due to several factors. Firstly, 3-dimensional dune fields such as those in our673

study area, generate less roughness than 2-dimensional dune fields (Venditti, 2007), which674

could explain the lack of model improvement when implementing dune-related roughness.675

Secondly, a complex leeside shape might have an effect on flow separation (Lefebvre and676

Cisneros, 2023) and form roughness. So even though the SFAs found in this study are large677

enough to generate flow separation, the shape of the leeside might prevent it. Thirdly, we678

evaluated the hydraulic model by assessing tidal attenuation and water level fluctuations679

and found minimal impact of local dune geometry. However, incorporating dune roughness680

could be important for prediction of residual sediment transport (Herrling et al., 2021),681

which is not implemented in our hydraulic model. Local values of shear stresses (for which682

detailed MBES data is needed) might be required for morphodynamic modelling, even if683

they are not needed for modelling tidal propagation in a hydrodynamic model. Finally,684

we evaluated the model on the reach-scale where other components of roughness dominate685

(see below). However these components are less relevant on the local scales, where dunes686

might be the main source of roughness. In addition, the prediction of hydraulic roughness687

generated by dunes deviates locally from the constant model roughness. As a result, in the688

mixed tidal-fluvial regime the dune-induced roughness is larger than needed for attenuation689

based on the calibrated roughness. For example, Davies and Robins (2017) found that the690

overall effective roughness of the bed is about half of the maximum local dune-induced691

roughness (expressed in ks). Halving the ks value in equation 13 results in a comparable692

dune roughness and calibrated roughness in the mixed fluvial-tidal regime (RMSE 0.0034 for693

RK > 40) (Supplementary Figure S4) but not in the tidally-dominated regime where dune694

roughness remains lower than calibrated roughness. This could be a result of the lower LSA695

in the tidal regime. However, including the LSA in roughness prediction using the equation696

developed by Lefebvre and Winter (2016) results in unrealistically low values of roughness.697

In general, evidence that the LSA impacts reach-scale model roughness is lacking.698

In our research area there are several reach-scale sources of roughness. Firstly, large-699

scale river geometry, which is included in the hydraulic model by the bathymetry. We700

observed an out-of-phase relation between hydraulic roughness and the smoothed gradient701

of the bed level in the tidally-dominated regime of our study area (Figure 10). A similar702

relation was observed in the Rhine and Waal rivers in the Netherlands by deLange et al.703

(2021), and they hypothesised that multi-kilometer depth oscillations induce flow divergence704

associated with depth increase, which in turn causes energy loss. This in turn is reflected in705

an elevated hydraulic roughness. However, this out-of-phase relation is not observed in the706

mixed tidal-fluvial regime in the Fraser, where increases in depth coincide with decreases in707

width, keeping the cross-sectional area relatively constant. As a result, changes in depth do708

not result in flow divergence or convergence and the out-of-phase relation does not develop.709

Secondly, intertidal areas affect reach-scale roughness. The calibrated friction in our model710

is an indication of the friction required to attenuate the tide. The model calibrated with a711

uniform Manning’s roughness (nman = 0.026 s m−1/3) performs reasonably well in modelling712

of water level and tidal amplitude, but regions with a significant decrease in tidal energy713

(between RK 9-18.5 and 35-42) are not well captured by the model (Figure 3). These regions714

possess intertidal areas (Supplementary Figure S11) which flood during high tide and are715

not properly represented in the model due to the lack of topographical data, resulting in a716
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local tidal attenuation that is too low. Finally, engineering works, such as the tunnel at RK717

18 and the bridge at RK 36, could be an extra source of roughness.718

6 Conclusions719

During low flow discharge, the Fraser River deepens downstream of 40 km from the river720

mouth, separating a fluvial-tidal regime landward and a tidal regime seaward. Bathymetric721

data and a hydraulic model of the lowermost 85 km of the river were used to explore the722

spatial variability and controls of dune morphology in this fluvial-to-tidal transition zone723

(FTTZ). Dune height was predicted using several semi-empirical equations to explore the724

potential for local and regional dune height prediction. Finally, the hydraulic model was725

used to assess the importance of dune generated roughness on model performance. From726

these investigations we conclude that:727

• There are no significant spatial trends in dune height or length, even though the river728

deepens at 40 km. Local variability in dune height and length dominates, and vari-729

ability in dune height and length is two times as large in the cross-sectional direction730

than in the longitudinal direction.731

• Dune height predictors provide a good first approximation of regional dune height732

and local spatial patterns, but local shear stress predictions need to be improved733

to enable prediction of local dune heights. Using shear stresses from the hydraulic734

model calibrated with a constant roughness of nman = 0.026 s m−1/3, the dune height735

predictor of Van Rijn (1984) is able to predict local local patterns of dune heights736

using tidally-averaged values of bed shear stress. Other tested predictors of dune737

height do a worse job.738

• Mean leeside angle and stoss side of dunes are lower in the tidal regime compared to739

the fluvial-tidal regime, and dunes become symmetric due to the stronger tidal influ-740

ence. These changes in dune morphology however do not affect reach-scale hydraulic741

roughness, because the calibrated model roughness is similar to the dune-derived742

roughness based on dune height and dune length. As a result, hydraulic model per-743

formance using a calibrated, constant, roughness is not improved by implementing744

dune-derived bed roughness.745

• Large-scale variations river morphology are more important than dune morphology746

in controlling variations in reach scale roughness. Reach-scale variations in depth747

can elevate hydraulic roughness in the tidal region, but this does not occur in the748

fluvial-tidal regime because changes in depth are compensated by changes in width,749

keeping the cross-sectional area of the channel relatively constant. Intertidal areas in750

the Fraser are likely a significant source of roughness, but are difficult to incorporate751

into hydraulic models because of limited topographic information.752
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Kästner, K. et al. (Mar. 2017). “Distributary channels in the fluvial to tidal transition zone”.875

In: Journal of Geophysical Research: Earth Surface 122.3, pp. 696–710. issn: 21699011.876

doi: 10.1002/2016JF004075. url: https://onlinelibrary.wiley.com/doi/abs/877

10.1002/2016JF004075.878

Kernkamp, Herman W.J. et al. (Aug. 2011). “Efficient scheme for the shallow water equa-879

tions on unstructured grids with application to the Continental Shelf”. In: Ocean880

Dynamics 61.8, pp. 1175–1188. issn: 16167341. doi: 10.1007/s10236-011-0423-6.881

Kostaschuk, R.A. and L.A. Atwood (1990). “River discharge and tidal controls on salt-882

wedge position and implications for channel shoaling: Fraser River, British Columbia”.883

In: Canadian Journal of Civil Engineering 17.3, pp. 452–459. issn: 03151468. doi:884

10.1139/l90-049.885

Kostaschuk, R.A., M.A. Church, and J.L. Luternauer (1989). “Bedforms, bed material,886

and bedload transport in a salt-wedge estuary: Fraser River, British Columbia”. In:887

Canadian Journal of Earth Sciences 26.7, pp. 1440–1452. doi: https://doi.org/10888

.1139/e89-122.889

Kostaschuk, R.A. and J.L. Luternauer (1989). “The role of the salt wedge in sediment890

resuspension and deposition: Fraser River Estuary, Canada”. In: J. Coastal Res. 5,891

pp. 93–101.892

Kostaschuk, R.A. and P.V. Villard (1999). “Turbulent sand suspension over dunes”. In:893

Proceedings of the 6th International Conference on Fluvial Sedimentology. Ed. by N.D.894

Smith and Rogers. J. Blackwell Sci., Malden, Mass.895

Kostaschuk, Ray A and Jeremy G Venditti (2019). “Why do large, deep rivers have low-angle896

dune beds?” In: Geology 47.10, pp. 919–922. issn: 19432682. doi: 10.1130/G46460.1.897

url: https://doi.org/10.1130/G46460.1.898

Kostaschuk, Ray and Jim Best (Dec. 2005). “Response of sand dunes to variations in tidal899

flow: Fraser Estuary, Canada”. In: Journal of Geophysical Research: Earth Surface900

110.4. issn: 21699011. doi: 10.1029/2004JF000176.901

Kostaschuk, Ray and Paul Villard (Jan. 1996). “Flow and sediment transport over large902

subaqueous dunes: Fraser River, Canada”. In: Sedimentology 45.1, pp. 849–863. issn:903

00370746. doi: 10.1111/j.1365-3091.1996.tb01506.x.904

Kwoll, E. et al. (Mar. 2016). “Flow structure and resistance over subaquaeous high- and905

low-angle dunes”. In: Journal of Geophysical Research: Earth Surface 121.3, pp. 545–906

564. issn: 21699011. doi: 10.1002/2013JF002871.Received.907

Leclair, Suzanne F. (2002). “Preservation of cross-strata due to the migration of subaqueous908

dunes: An experimental investigation”. In: Sedimentology 49.6, pp. 1157–1180. issn:909

00370746. doi: 10.1046/j.1365-3091.2002.00482.x.910

Lefebvre, A. and J Cisneros (2023). “The influence of dune lee side shape”. In: EGUsphere911

[preprint].912

Lefebvre, A. et al. (2014). “Flow separation and roughness lengths over large bedforms913

in a tidal environment: A numerical investigation”. In: Continental Shelf Research914

91, pp. 57–69. issn: 02784343. doi: 10 .1016/j .csr .2014 .09 .001. url: http:915

//dx.doi.org/10.1016/j.csr.2014.09.001.916

Lefebvre, Alice, Verner B. Ernstsen, and Christian Winter (2013). “Estimation of roughness917

lengths and flow separation over compound bedforms in a natural-tidal inlet”. In:918

Continental Shelf Research 61-62, pp. 98–111. issn: 02784343. doi: 10.1016/j.csr919

.2013.04.030.920

Lefebvre, Alice and Christian Winter (2016). “Predicting bed form roughness: the influence921

of lee side angle”. In: Geo-Marine Letters 36.2, pp. 121–133. issn: 14321157. doi:922

10.1007/s00367-016-0436-8.923

–29–



manuscript submitted to JGR: Earth Surface

Lefebvre, Alice et al. (2021). “Morphology of estuarine bedforms, Weser Estuary, Germany”.924

In: Earth Surface Processes and Landforms 47.1, pp. 242–256. issn: 10969837. doi:925

10.1002/esp.5243.926

Lesser, Giles R et al. (2004). “Development and validation of a three-dimensional morpho-927

logical model”. In: Coastal Engineering 51.8-9, pp. 883–915. issn: 03783839. doi: 10928

.1016/j.coastaleng.2004.07.014. url: www.elsevier.com/locate/coastaleng.929

Manning, R. (1891). “On the flow of water in open channels and pipes”. In: Transactions930

of the Institution of Civil engineers of Ireland.931

Mark, C. F. van der, Astrid Blom, and S. M.J.H. Hulscher (2008). “Quantification of variabil-932

ity in bedform geometry”. In: Journal of Geophysical Research: Earth Surface 113.3,933

pp. 1–11. issn: 21699011. doi: 10.1029/2007JF000940.934

McLaren, Patrick and Ping Ren (1995). Sediment transport patterns in the lower fraser river935

and fraser delta. Tech. rep.936

McLean, D.G and B.L. Tassone (1989). Effects of Dredging on Fraser River Channel Regime.937

Tech. rep. Public Works Canada and Environment Canada, Vancouver. Unpublished938

report 883-578, p. 25.939

McLean, David G., Michael Church, and Bruno Tassone (1999). “Sediment transport along940

lower Fraser River 1. Measurements and hydraulic computations”. In: Water Resources941

Research 35.8, pp. 2533–2548. issn: 00431397. doi: 10.1029/1999WR900101.942

McLean, Stephen R. and J. Dungan Smith (1979). “Turbulence measurements in the bound-943

ary layer over a sand wave field”. In: Journal of Geophysical Research 84.C12, p. 7791.944

issn: 0148-0227. doi: 10.1029/JC084iC12p07791.945
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Key Points:10

• Hydraulic roughness in the fluvial-to-tidal transition zone can be predicted from11

dune geometry and agrees with calibrated model roughness.12

• Variation in dune symmetry and leeside angle across a fluvial-to-tidal transition13

zone has little impact on reach-scale hydraulic roughness.14

• Predicted spatial bedform patterns from modelled shear stress match measured15

bedform patterns, but absolute dune heights do not.16
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Abstract17

In deltas and estuaries throughout the world, a fluvial-to-tidal transition zone (FTTZ)18

exists where both the river discharge and the tidal motion drive the flow. It is unclear19

how bedform characteristics are impacted by changes in tidal flow strength, and how this20

is reflected in the hydraulic roughness. To understand bedform geometry and variabil-21

ity in the FTTZ and possible impacts on hydraulic roughness, we assess dune variabil-22

ity from multibeam bathymetric surveys, and we use a calibrated 2D hydrodynamic model23

(Delft3D-FM) of a sand-bedded lowland river (Fraser River, Canada). We focus on a pe-24

riod of low river discharge during which tidal impact is strong. We find that the fluvial-25

tidal to tidal regime change is not directly reflected in dune height, but local patterns26

of increasing and decreasing dune height are present. The calibrated model is able to pre-27

dict local patterns of dune heights using tidally-averaged values of bed shear stress. How-28

ever, the spatially variable dune morphology hampers local dune height predictions. The29

fluvial-to-tidal regime change is reflected in dune shape, where dunes have lower leeside30

angles and are more symmetrical in the tidal regime. Those tidal effects do not signif-31

icantly impact the reach-scale roughness, and predicted dune roughness using dune height32

and length is similar to the dune roughness inferred from model calibration. Hydraulic33

model performance with a calibrated, constant roughness is not improved by implement-34

ing dune-derived bed roughness. Instead, large-scale river morphology may explain dif-35

ferences in model roughness and corresponding estimates from dune predictors.36

Plain Language Summary37

Where rivers meet the sea, the flow will be driven by tides from the sea and by river38

flow, resulting in a fluvial-to-tidal transition zone. The transition can be abrupt or grad-39

ual, which might influence the bed of the river, which is covered by bedforms (dunes and40

ripples). Bedform geometry is important in understanding the degree of friction in the41

river, which in turn determines water levels. It is unclear how bedform characteristics42

and the related friction are impacted by change in tidal flow strength. This study of the43

Fraser River in Canada used survey data of the river bed and a computer model of the44

river flow to study the geometry of dunes and the corresponding friction in this transi-45

tional region. We find that dune height and length vary considerably, but that it was46

unrelated to this regime change. Instead, only the dune leeside, i.e. the downstream fac-47

ing side, was impacted. The difference in leeside angle before and after the regime change,48

did not result in a different friction produced by the dunes. Using the friction produced49

by dunes in the model, instead of a constant friction, does not improve model performance.50

Instead, large-scale river morphology determines roughness variations.51

1 Introduction52

Rivers debouching into a water body subject to tides have a fluvial-to-tidal transition53

zone (FTTZ). The FTTZ can be defined as the part of the river that is fully dominated by54

fluvial processes at its upstream end, and dominated by tidal and coastal processes at the55

downstream boundary (Phillips, 2022). The transition from fluvial to tidal can be gradual,56

but is often impacted by processes that modify the character of this transition by altering57

the channel bathymetry and adding friction (Godin, 1999; Horrevoets et al., 2004), such as58

an irregular underlying channel geology, bifurcations or confluences (Kästner et al., 2017), or59

dredging works (Gisen and Savenije, 2015). These changes can cause the gradual transition60

to become more abrupt, and a sudden change in tidal flow strength can lead to a change61

in hydraulic regime from a more fluvial to a more tidally dominated system. It is unclear62

how bedforms and their corresponding roughness respond to a change in hydraulic regime,63

while dune geometry and roughness prediction is essential for river management (ASCE64

Task Force, 2002; Best, 2005; Warmink et al., 2013), interpreting sedimentary rock records65

(Das et al., 2022), and understanding sediment fluxes (Venditti and Bradley, 2022).66
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Bedforms adjust to changes in the hydraulic regime, but not in a consistent manner.67

Until recently, it was often assumed that any spatial variability in dune geometry was caused68

by dunes that are not in equilibrium (Carling et al., 2000; Bridge, 2003; Holmes and Garcia,69

2008), and the primary geometry (dune height and length) of equilibrium dunes was assumed70

to scale with water depth (Yalin, 1964). However, recent research has shown significant local71

spatial variation in dune height (Bradley and Venditti, 2017; Murphy, 2023; Venditti and72

Bradley, 2022) in riverine systems, independent of the water depth. In the FTTZ, this73

variability is expected to be even more pronounced, since tidally-influenced currents impose74

spatially-varying water level fluctuations (and therefore bed shear stress changes) on diurnal75

and semi-diurnal time scales (Sassi et al., 2011; Hoitink et al., 2003). The resulting spatial76

longitudinal variability of dune geometry in the FTTZ is understudied, but two key studies77

exist.78

Prokocki et al. (2022) studied dunes in the lower 90 km of the Lower Columbia River79

(USA), and recognized differences in shape and 3D planform of dune geometry across the80

study reach. They related the changing dune morphology to downstream variations in grain81

size and spatiotemporal changes in tidal and fluvial flow. In the thalweg, they observed82

small-scale upstream-oriented dunes downstream, and larger scale downstream-oriented83

dunes upstream. Unfortunately, they did not report on flow conditions in those distinct84

regions, or on the resulting hydraulic roughness differences. Lefebvre et al. (2021) studied85

4-year long bathymetric data of the downstream 160 km of the Weser Estuary in Germany.86

They did not observe a clear trend in dune geometry in the longitudinal direction, but87

found dunes that are generally smaller than predicted based on the water depth. They did88

not provide information on the flow conditions or resulting roughness. Beyond these recent89

studies, the response of dune geometry in the FTTZ to shear-stress variation at the change90

from a fluvial to tidal regime is unknown, and it is uncertain if dune geometry predictors91

apply here.92

To date, it remains unclear to what extent variability in dune geometry is relevant for93

the large-scale roughness needed to model the FTTZ. Bedforms, especially dunes, are known94

to be a major source of roughness in lowland rivers (Gates and Al-Zahrani, 1996; Julien95

et al., 2002), and dune variability can impact roughness parametrizations. When modelling96

the FTTZ hydraulically, a roughness value must be chosen. Roughness is often represented97

by a single constant coefficient (Paarlberg et al., 2010), found by calibration, and is therefore98

a conceptualized and simplified representation of the physical process. To better include99

spatial variation in roughness in the FTTZ, De Brye et al. (2011) used a linearly decreasing100

roughness coefficient from a delta apex to the coast, to include the gradual transition from101

the riverine to the marine environment. However, proof for the validity of this approach102

is lacking. There is a need to improve hydraulic roughness parametrization in the FTTZ,103

since the output of hydrodynamic models strongly depends on an accurate specification of104

roughness (Lesser et al., 2004; Morvan et al., 2008; Wright and Crosato, 2011).105

In this research, we aim to increase understanding of bedform variability and related106

roughness that occurs at the transition from a shallow mixed tidal-fluvial regime to a tidal107

regime. To do so, we assess the bedform characteristics and the resulting hydraulic rough-108

ness of the FTTZ of the Lower Fraser River. The lower Fraser River is a sand-bedded109

lowland river in British Columbia, Canada, with a significant decrease in tidal energy 40110

kilometer landward of the river mouth (Wu et al., 2022). We aim to answer three research111

questions. 1) How are bedform characteristics impacted by the sudden change in tidal flow112

strength? 2) How can dune variability in the fluvial-to-tidal transition zone be explained113

and predicted? 3) To what extent does dune geometry and variability exert an impact on114

reach-scale hydraulic roughness, and which other factors can play a role in determining this115

bed roughness? Bathymetric field data from base flow conditions were used, allowing us to116

focus on the impact of the tides, which penetrate further upstream during base flow. A 2D117

hydrodynamic model is created to assess hydraulic roughness, and to explore the impacts118

of spatial variation in river and tidal flow.119
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2 Field site120

The Fraser River (Figure 1) is located in British Columbia, Canada, and drains 228,000121

km2 of mountainous terrain. The Fraser exits a series of bedrock canyons approximately122

185 km upstream of the river mouth at Sandheads, where it enters the gently-sloping Fraser123

Valley, past the towns of Hope (river kilometer (RK) 165) and Mission (RK 85). The124

Fraser River has an annual river discharge of 3,410 m3 s−1 at Mission (Water Survey of125

Canada (WSC) Station 08MH024), but flow rates vary between a mean low discharge of126

1,000 m3 s−1 in winter time (November - April) and a mean high discharge of 9,790 m3 s−1
127

during the snow melt-dominated freshet in May, June and early July (Attard et al., 2014;128

McLean et al., 1999). At New Westminster, 34 km upstream from the river mouth, the river129

bifurcates, forming the Fraser Delta where the Main Channel splits into two tributaries: the130

North Arm and the Main Channel. The Main Channel carries 88% of the flow, until it131

bifurcates into Canoe Pass (RK 13), which conveys approximately 18% of the total flow132

(Dashtgard et al., 2012; WCHL, 1977; NHC, 2008). The fluvial-to-tidal transition zone133

of the river is influenced by a predominantly semi-diurnal tide (Wu et al., 2022), with a134

mean tidal range at the mouth of approximately 3 m (Kostaschuk and Atwood, 1990). The135

tidal motion influences water levels up to Mission during high flow, but can penetrate up136

to Chilliwack (RK 120) during low flow creating a strong backwater effect (Kostaschuk and137

Atwood, 1990). It is an undammed, unregulated flow, which reflects climatic conditions.138

Human-made influences include dikes (90% of the reach), pipelines and bridge constructions,139

and dredging of the Main Channel occurs.140

The Port of Vancouver dredges from the river mouth (RK 0) to the Port Mann Pumping141

Station (RK 42), with the most significant dredging in the deltaic reach from RK 35 to the142

river mouth (Nelson, 2017) to maintain a constant fairway depth (McLean and Tassone,143

1989; Stewart and Tassone, 1989). The depth is larger in the tidal region, and has been144

made deeper by dredging. This results in a large decrease in momentum flux (Wu et al.,145

2022) at the upstream limit of the dredging works. Additionally, Wu et al. (2022) related146

this decrease in momentum flux to the influence of the Pitt River. They identified the147

junction of the Pitt River as the transition from a tidally-dominated to a river-dominated148

regime, and they noted the importance of this system for tidal attenuation. Therefore, two149

different regimes can be identified in the study area. The first regime, hereafter called the150

tidally-dominated regime, is characterized by a strong influence of tides and a large tidally-151

averaged water depth, and occurs seaward of RK 40. The second regime is the mixed152

tidal-fluvial regime, in which tides are less strong and the water depth is shallower, which153

occurs landward of RK 40. This roughly coincides with the upstream end of the modern154

Fraser Delta (RK 35) (Venditti et al., 2015; Venditti and Church, 2014), where the Fraser155

River bifurcates into the North Arm and the Main Channel.156

The difference in tidal strength in the two regimes does not impact grain sizes of bed157

sediments in the thalweg. The main transition of grain size characteristics occurs around RK158

100. Upstream of RK 100, the bed of the Fraser River consists of gravel, and downstream of159

a gravel-sand-transition near Mission, the main bed material is sand (Venditti and Church,160

2014) (median grain size (D50) 351 µm, mean 415 µm; Figure 2). There is a minor trend of161

downstream fining in the thalweg of the lower 50 km of the river, (1.14 µm per kilometer,162

Figure 5c), resulting on average in a decrease in D50 of approximately 100 µm over this163

reach, although there is a lot of scatter which can be related to gravel and mud deposits164

along the banks. The data underlying this figure is a compilation of multiple sources. The165

samples up until RK 48.5 were collected by McLaren and Ren (1995), who sampled bed166

material in the Main Channel and delta front at 0.5 km increments with a Shipek sampler.167

Although this grain size data is decades old, broad patterns are likely to be consistent with168

present conditions (Venditti and Church, 2014), and grain size shows little seasonal or year-169

to-year variation (Kostaschuk et al., 1989; McLean et al., 1999; Pretious, 1956). Venditti170

and Church (2014) measured 33 samples of RK 48.5 - 80, with a dredge sample in 2009,171

and Murphy (2023) collected 115 additional samples in this same reach using a pipe dredge.172
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They did not perform analysis on the fraction smaller than 63 µm. The Pitt system does not173

impact the sediment composition of the Fraser, since the net bedload transport is directed174

upstream toward Pitt lake (Ashley, 1980). In the delta, the river deposits its sand load in175

the channel and its banks, and its silt load on the distal margins and tidal flats (Venditti176

and Church, 2014) (Figure 2a, c, d). Seaward of the river mouth, the grain size decreases177

dramatically to a D50 of 22 µm. Locally, the river interacts with its bank and bed substrate.178

Gravel and clay patches are present at the outer banks on the north and south sides of the179

river. These patches are either modern deposits, such as gravel bars, or older Pleistocene180

glacial deposits (fine outwash deposits and coarse glacial till) (Nelson, 2017) (Supplementary181

Figures S1), constraining the river’s course.182

This study focuses on the Main Channel of the Fraser River, from the confined part183

of delta mouth at Steveston Harbor at RK 10, to Mission at RK 85 (Figure 1). The area184

is located in the FTTZ, and low-angled dunes (Bradley et al., 2013; Kostaschuk and Best,185

2005; Kostaschuk and Villard, 1996), with no or intermittent flow separation, cover the river186

bed. When assessing local scale processes, we focus on three zones in the FTTZ (Figure 2,187

and Supplementary Figure S7).The zones are located at RK 21.5-23 (zone 1; tidal regime),188

50-52.5 (zone 2; fluvial-tidal regime) and 57-59.5 (zone 3; fluvial-tidal regime). The selection189

of zones is based on three criteria. Firstly, a decreasing amount of tidal energy from zone 1190

to 3. Secondly, a simple geometry, without bifurcations or confluences, to limit the influence191

of complex currents on dune geometry. Thirdly, a limited amount of human influence on the192

river bed. Zone 1 is 1 km shorter than the other zones due to dredging along the downstream193

side and an engineering structure on the upstream side.194

3 Methods195

3.1 Hydraulic model setup196

A 2DH (two dimensional horizontal) hydraulic model was set up in the Delft3D Flexible197

Mesh (FM) model suite (Kernkamp et al., 2011). The model simulates depth-averaged flow198

quantities based on the two-dimensional shallow water equations. The numerical domain199

covers the Fraser River from river kilometer 85, to the offshore region of the Strait of Georgia200

reaches where depth exceeds >200 m. Bathymetry for the Main Channel is interpolated on201

an unstructured curvilinear grid with a median cell size of 30 m, and varies between 5 m in202

the river and 1000 m offshore. The bathymetry of the model of Wu et al. (2022) was taken as203

a basis, and the higher resolution MBES data described above were used for the bathymetry204

of the channels in the estuary. Bars that do not get submerged during an average yearly205

freshet (flood) were not well-represented in the bathymetry data, and its elevation in the206

model was manually increased till 10 m above mean sea level to prevent flooding.207

The main imposed upstream boundary condition is the discharge at Mission (RK 85) for208

the time period of November 2017 till October 2018. The discharge at Mission is estimated209

using a rating curve if the discharge exceeds 5,000 m3 s−1. At lower discharge conditions,210

tidal influences make the rating curve at Mission inaccurate, and therefore the discharge was211

calculated using the discharge at Hope (RK 165) and two smaller tributaries (Chilliwack212

River and Harrison River). Using this calculation method, discharges measured at Mission213

(larger than 5,000 m3 s−1), were on average underestimated by 3%, and no significant214

temporal delay was observed. Additionally, at two downstream confluences, a constant215

discharge of 315 m3 s−1 at Stave River (RK 74) and 130 m3 s−1 at Pitt River (RK 45)216

were added to the Fraser flow. Stave River is dammed at 3 km upstream, therefore having217

a controlled flow. The Pitt River drains a lake and has therefore a nearly constant outflow.218

At the downstream boundary, water levels influenced by tides are imposed. Eight primary219

tidal constituents, the most important overtide (M4) and compound tides are determined220

via the Delft Dashboard toolbox (Van Ormondt et al., 2020), using the TPXO8.0 database221

(Egbert and Erofeeva, 2002).222
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Figure 1. Study area of the Fraser River in British Columbia, Canada (a). b) The Fraser River

from river kilometer 10 (Steveston Harbor) to 85 (Mission). Green shaded area indicates the model

domain. Grey markers indicate gauging stations. c-e) three focus zones examined in this study,

f-h) example zoom ins of the dune fields. i-k) example profiles of the dune fields.

The amplitudes and phases at the downstream boundary were corrected to minimize223

the error in the model-data comparison at the Point Atkinson tidal gauging station. This224

correction was on average 0.8% of the tidal amplitude and 20◦ for the tidal phases, for the 13225

tidal components. The model was calibrated for low discharge (<1600 m3 s−1; Figure 3b), to226

simulate flow conditions that correspond to the low-discharge bathymetry. The calibration227

was performed by varying the Manning’s roughness coefficients and evaluating the resulting228

water levels and tidal amplitudes of the three most important tidal constituents at 7 gauging229

stations (RK 0, 9, 18.5, 35, 42, 70, 85) (Figure 2). The principal tidal constituent M2 is230

used for calibration, together with M4 and K1. Relative phase differences between M2 and231

M4 (the first overtide of M2) influence tidal duration asymmetry, the main mechanism for232
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Figure 2. Grain size distributions of bed sediment in the Fraser River. a, b, c) grain size

distribution along the north bank, thalweg and south bank. d) cumulative distribution at the north

bank, thalweg and south bank. e) median grain size (D50) in and outside of the thalweg. Markers

differentiate between samples taken in the thalweg (solid marker) or outside along the river banks

(indicated with ’x’). The data is from a data compilation by Venditti and Church (2014), which

includes reanalyzed observations from McLaren and Ren (1995), and recent observations by Murphy

(2023).

driving residual bed-load transport in estuaries (Van De Kreeke and Robaczewska, 1993).233

The diurnal tide K1 is relatively large at the west coast of North America, and interaction234

between diurnal and semi-diurnal frequencies can produce asymmetric tides as well (Hoitink235

et al., 2003).236

The tidal amplitudes were derived from harmonic analysis using t tide (Pawlowicz et237

al., 2002). The best performing model had a uniform Manning’s coefficient (roughness) of238

0.026 s m−1/3 (Figure 3). Disconnecting the hydraulic roughness at the regime transition at239

RK 40, thereby allowing for two different roughness values, did not improve the calibration240

(Supplementary materials Figure S3a). The uniform Manning’s coefficient (roughness) of241

0.026 s m−1/3 is slightly higher than the calibrated Manning’s coefficient of Wu et al.242

(2022), who used a uniform roughness of 0.015 s m−1/3. The difference in roughness value243

is attributed to the difference in grid resolution. Our model grid in the river domain is244

overall coarser than the model of Wu et al. (2022) who used a 10 m resolution, so that245

the schematization of the bathymetric data on our grid results into slightly wider channels.246

Our value for roughness is considered to be more appropriate for natural sand-bedded rivers247

(Chow, 1959).248

3.2 Field data and preprocessing249

Raw multibeam echosounder (MBES) riverbed data were provided by the Public Works250

and Government Services, Canada. The measured bathymetry comprises data of the Main251

Channel between river kilometer -1 to 85 and covers the navigation, but does not provide full252

bank-to-bank spatial coverage. Data were collected during base flow conditions in January,253
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Figure 3. a) Calibration of the model with uniform roughness. The observed tidal amplitude

of the tidal constituents M2 (black bars), K1 (dark grey bars), and M4 (light grey bars), and the

corresponding modelled tidal amplitudes are indicated. b) Discharge at Mission. Highlighted part

of the discharge curve indicates the timeframe of MBES data collection. c) Modelled water surface

slope over time, simulated with the model with nman = 0.026 s m−1/3. d) Modelled propagation

of the tidal wave per station, simulated with the model with nman = 0.026 s m−1/3.
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February and March of 2021. This period is characterized by relatively constant discharge254

and little change to the bed surface (Bradley and Venditti, 2021). During the survey period,255

the measured discharge (at an hourly interval) was relatively constant, with monthly mean256

values of 1416 m3 s−1 (SD 184 m3 s−1), 1051 m3 s−1 (SD 140 m3 s−1) and 1074 m3 s−1 (SD257

35 m3 s−1) at Hope (RK 165) for the three months, respectively (Water Survey of Canada,258

Station 08MF005).259

The MBES data is gridded onto a 1x1 m2 grid, and the resulting MBES datasets260

contain x, y and z coordinates. Next, all bed level data is converted from Cartesian (x, y)261

coordinates to curvilinear coordinates (s, n) with the same spatial resolution (Vermeulen262

et al., 2014a). Herein, s is the longitudinal direction, parallel to the river, and corresponds263

with river kilometers (RK) and n is the cross-sectional direction, wherein n = 0 m is defined264

as the central river axis, which roughly coincides with the thalweg.265

3.3 Data analysis266

3.3.1 Analysis of river bathymetry: dune detection267

Bathymetry was analyzed to derive dune characteristics. Three longitudinal profiles268

were taken, along the centerline and at approximately 80 m from the north and south bank.269

In three focus areas (Figure 1), a longitudinal profile was taken every 10 meters, resulting270

in 27, 41, 23 profiles for zones 1, 2 and 3 respectively, depending on the river width. To271

ensure that bedforms in all profiles were primarily caused by natural mobile bed conditions,272

we excluded bathymetry that showed extensive scour, human-made structures and dredging273

marks (Figure Supplementary Figures S2).274

From the filtered profiles, bedform characteristics were determined by using a standard275

Bedform Tracking Tool (Mark et al., 2008). In the tool, the default filter span (c = 1/6)276

was suitable to filter out small features such as measurement errors or outliers. Three span277

values (P0), corresponding with bedforms with a length of 20 m ±10, 50 m ±20 and 100 m278

±30, were used as input to detrend and smooth the profile. The span values in the tool are279

based on a spectral analysis yielding the dominant bedform wave lengths in each section.280

Based on the detrended and smoothed profile, a zero-crossings profile was defined,281

based on which individual dunes were identified, and dune characteristics were calculated.282

Dune characteristics include dune height ∆ (m), the vertical distance between the crest and283

downstream trough, dune length λ (m), the horizontal distance between two subsequent284

crests, leeside angle LSA (◦), the slope from a linear fit of the dune’s leeside, excluding the285

upper and lower 1/6 of the dune height, and the stoss side angle SSA (◦) calculated in the286

same maner as the leeside angle. The bedform slipface angle SFA (◦), the steepest part of287

the leeside angle, and is defined as the 95-percentile of the leeside angle. Finally, bedform288

asymmetry is calculated as the ratio between the length of the (seaward) leeside and the289

total bedform length (Lefebvre et al., 2021).290

Bedforms with heights smaller than 0.1 m are not distinguishable from the error of the291

survey, and are excluded from the analysis. Bedform lengths smaller than 3 m are excluded292

as well, since the resolution of the bathymetric data (1 m) is too small to detect small293

bedform features. Features with a height greater than 2.5 m (2% of all detected bedforms)294

or a length greater than 200 m (0.08% of all detected bedforms) are considered another295

type of bed fluctuation unrelated to dunes such as scour holes or wake deposits downstream296

of human-made structures. These had a different geometry than mobile dunes, which was297

confirmed by visual inspection of the batymetric data. Large dunes (>2.5 m) as found298

in previous studies (Kostaschuk and Luternauer, 1989; Venditti et al., 2019; Pretious and299

Blench, 1951) were not observed in the low-discharge bathymetry used in this study.300
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3.3.2 Analysis of river geometry301

River geometry was parametrized by river width, curvature, transverse bed slope and302

excess depth. River width W (m) was determined from a polygon following the longitudinal303

low water line, which is considered to be the discharge carrying section of the river under304

low discharge conditions. Cross-sectional area A (m2) was subsequently approximated from305

the tidally-averaged water depth and river width, assuming a trapezoidal shape of the cross-306

sectional area, where the river bank has a 60◦ slope. Curvature r (km−1) was defined as the307

inverse of bend radius following the approach of de Ruijsscher et al. (2020). Local transverse308

bed slope ξ (-) was defined as the slope between the two sides of the main river channel,309

longitudinally discretized at intervals of 100 m. Finally, an excess depth parameter De (-)310

was used as a measure to identify pools and scour holes (Vermeulen et al., 2014b), and was311

defined as:312

De = sign(r)

(
Dmax

Dr
–1

)
(1)

where Dr is the regional mean depth of a discretized section of 500 m long, and Dmax the313

local maximum depth in this section. Sign indicates the signum function, which returns the314

sign of a real number.315

3.3.3 Analysis of river hydrodynamics316

To assess local flow conditions and tidal attenuation, the hydrodynamic model was317

evaluated during low flow conditions in March 2018 (Figure 3b). The flow magnitude and318

direction, water depth and bed shear stress magnitude and direction per grid cell were saved319

every ten minutes in the simulation. The calculation of bed shear stresses in Delft3D is based320

on a logarithmic approximation of the near bed velocity and is explicitly solved. All output321

data were tidally-averaged using a Godin filter (Godin, 1972). The Godin filter removes the322

tidal and higher frequency variance to obtain a low-passed signal primarily caused by the323

river flow.324

Besides transforming the data into along and across-channel coordinates (s,n) (Ver-325

meulen et al., 2014a), the flow and shear stress vectors were rotated, to transform their326

orientation to along-channel direction (s-direction). This allowed differentiation between327

the in- and outgoing currents, which are in -s and s-direction, respectively. The percentage328

of time that the flow reverses and flows upstream (reversal time trev (%) was then calculated.329

3.3.4 Dune geometry prediction330

Flow data from the model was used to predict dune height ∆ (m), using dune height331

predictors that include some measure of flow strength (Van Rijn, 1984; Yalin, 1964; Karim,332

1995; Venditti and Bradley, 2022). Firstly, dune height was predicted using the widely ap-333

plied dune geometry predictor of Van Rijn (1984). This predictor is based on 84 laboratory334

experiments, with grain sizes ranging from 190 - 2300 µm, and 22 field data sets (490 - 3600335

µm) of relatively wide rivers (width / depth > 0.3) with unidirectional flow. This corre-336

sponds well with conditions found in the Fraser River, except that the Fraser experiences337

bidirectional currents. To account for this, values of water height and shear stress are tidally338

averaged, since bed-material sediment transport in the Lower Fraser River generally follows339

the pattern of mean velocity over the tidal cycle (Kostaschuk and Best, 2005). The tidal340

averaging is described in section 3.3.3. Dune height is thus:341

∆vRijn = 0.11h

(
D50

h

)0.3

(1− e−0.5T )(25− T ) (2)

in which D50 is median grain size (m), h is the water dept (m) and transport stage T is:342
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T =
(u∗)2 − (u∗c)2

(u∗c)2
(3)

where u∗ is the shear velocity (m s−1), and u∗c is the critical shear velocity (m s−1). Shear343

stress (τ , N m−2) relates to shear velocity and can be expressed non-dimentionally as the344

Shields number (θ) as in:345

τ = u∗2 ∗ ρw (4)

θ =
τ

(ρs − ρw)gD50
(5)

in which g is the gravitational acceleration (9.81 m s−2), ρs is the sediment density (2,650346

kg m−3 for quartz) and ρw is the water density (1,000 kg m−3 for fresh water). Therefore,347

equation 3 can be rewritten as:348

T =
τ − τc
τc

=
θ − θc
θc

(6)

When 50 µm < D50 < 5,000 µm, the critical shields number θc (-) can be approximated349

as (Zanke, 2003). The resulting values of θc are approximately 0.03 (medium sand).350

θc = 0.145Re−0.333
p + 0.045 ∗ 10−1100Re−1.5

p (7)

in which the particle Reynolds number Rep is:351

Rep = D
3/2
50

√
Rg

ν
(8)

where the relative submerged density R = (ρs− ρw)/ρw (-) and ν is the kinematic viscosity352

(m2 s−1), which is slightly dependent on water temperature as ν = 4 ∗ 10−5/(20 + t) in353

which t = temperature (◦C). Here, ν = 1.3 * 10−6 is used for 10 ◦C.354

We also predict dune height using the predictor of Yalin (1964):355

∆Y alin =
h

6

(
1− τc

τ

)
(9)

The predictor of Karim (1995) builds on that of Van Rijn (1984) and Allen (1978),356

and is based on the suspension criterion which utilizes the shear velocity and the particle357

fall velocity (ws). The predictor of Allen (1978) is not included in this research, since it is358

mostly based on laboratory experiments.359

∆Karim = h

(
0.04 + 0.294(

u∗

ws
) + 0.00316(

u∗

ws
)2 − 0.0319(

u∗

ws
)3 + 0.00272(

u∗

ws
)4
)

(10)

where ws can be defined as (Ferguson and Church, 2004):360

ws =
RgD2

50

C1ν + (0.75C2RgD3
50)0.5

(11)
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in which C1 and C2 are constants with values of 18 and 1.0, respectively, for slightly irregular361

particles.362

Finally, we test the equation of Venditti and Bradley (2022).363

∆V B = h
(

10(−0.397(log θ
θc

−1.14)2−0.503)
)

(12)

3.3.5 Hydraulic roughness estimation364

To estimate the impact of dunes on the water levels in the study reach, the hydraulic365

roughness was determined. The total predicted hydraulic roughness, expressed as a friction366

factor f̂ , results from form friction and grain friction (Einstein, 1950). Assuming dunes are367

the dominant structures causing form resistance, the total hydraulic roughness was predicted368

as in Van Rijn (1984):369

f̂ =
8g

(18 log( 12d
ks

))2
(13)

Herein, ks consists of form roughness height ksf and grain roughness height ksg:370

ks = ksg + ksf (14)

ksg = 3D90 (15)

where D90 is the 90th percentile of the grain size distribution, and371

ksf = 1.1γd∆(1− e
−25∆
λ ) (16)

where the calibration constant γd is taken as 0.7 in field conditions (Van Rijn, 1984).372

In the modelling suite of Delft3D, roughness values of Manning’s n, nman (s m−1/3),373

are converted to a Chézy coefficient C (m1/2s−1) via (Manning, 1891):374

C =
R

1/6
h

nman
(17)

in which Rh is the hydraulic radius, which can be simplified to the water depth h (m) for375

rivers that satisfy W � h.376

The Chézy coefficient is converted to the dimensionless Darcy-Weisbach friction factor377

fm according to Silberman et al. (1963):378

fm =
8g

C2
(18)

4 Results379

4.1 Hydraulics and morphology of the fluvial-to-tidal transition zone380

The tidally-averaged water depth in the study area fluctuates between 3 and 18 m381

(Figure 4a). In the mixed-fluvial tidal regime of the river (RK > 40), it increases gradually382

in seaward direction, and in the tidal regime (RK < 40) it remains constant. The local383

increase in water depth is reflected in the tidally averaged and instantaneous shear stress384

profiles (Figure 4b). The downstream-directed maximum shear stress increases from 0.4 N385

m−2 in the upstream area to 10 N m−2 at the river mouth. Similarly, the upstream-directed386
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maximum shear stress in relation to flow reversal (indicated by a minus sign in Figure 4c)387

increases to 6 N m−2. In contrast, the tidally-averaged shear stresses remain relatively388

constant over distance (fitting a linear model gives a slope of 10−5 N m−2 km−1). The389

tidally averaged shear stress is on average 0.64 N m−2 and fluctuates between -1.0 N m−2
390

(indicating an upstream directed shear stress at the most downstream area, RK 0) and 2.2391

N m−2 (at RK 67).392

The tidal effect on the water levels and flow direction weakens in the upstream direction,393

and the amplitude of the tidal constituents M2 and K1 decreases as the tides attenuate394

(Figure 4d). The M2 tidal constituent shows a particularly strong decrease from RK 10 to 40,395

while landwards the tidal attenuation is minimal. In the most upstream reach, bidirectional396

currents can still be observed (Figure 4c). During low flow conditions, upstream (flood) flow397

occurs for 45% of the time at the river mouth (about RK 10), and decreases to 25% at the398

most upstream location of the study reach.399

The morphology of the Fraser River does not show consistent trends in the stream-wise400

direction. The river width fluctuates between 500 and 1100 m (Figure 5a). The cross-401

sectional area of the river remains relatively constant in the more upstream part of the river402

(RK > 40), since river depth varies inversely with river width. The more downstream part403

experiences larger fluctuations in cross-sectional area, since water depth remains relatively404

constant (Figure 5a). The bed level (Figure 5b) shows large variations, but remains relatively405

constant in the downstream part. River curvature, transverse bed slope and depth excess406

are strongly related (R2 = 0.15 - 0.61, p < 0.005, Figure 5c), which reflects the low-sinuosity407

meandering morphology.408

4.2 Morphological response of dunes to tidal hydraulics409

Dune geometry in the study reach varies considerably (Figure 6), with dune heights up410

to 2.4 m (mean: 0.46, median: 0.39 m, SD: 0.28 m) and dune lengths up to 194 m (mean:411

24 m, median: 16, SD: 22 m). Multiple scales of superimposed bedforms co-exist, although412

most of the bed is covered by only primary dunes. Patterns in dune geometry are apparent,413

with some areas of relatively low and short dunes, and others with increasing or decreasing414

dune heights and lengths. For example, the thalweg has large dunes around RK 68, 77415

and 85, with increasing and decreasing dune heights upstream and downstream of those416

local maxima. Such patterns are not consistent over whole river width however, and where417

relatively large dunes prevail on one part of the river (e.g. north side), dunes can be small on418

the other parts (see for example around RK 68). This variation in dune height and length,419

along the cross-section and longitudinally, is expressed as the standard deviation of all dunes420

present in one unit of channel width. This allows for comparison between longitudinal and421

cross-sectional variability. The mean standard deviation in dune height and dune length in422

cross-sectional direction (0.20 m and 13.0 m, respectively) is twice as high as the variation423

along the longitudinal direction (on average 0.11 m and 6.8 m, respectively) (Figure 6).424

Local patterns in dune height and length are difficult to explain, and do not reflect425

the regime change around RK 40 or trends in grain size in the thalweg. However, visual426

inspection reveals dune occurrence is primarily determined by grain size along the outer427

banks – when the grain size is too large (gravel) or too small (clay), dunes will be absent428

(Supplementary Figure S2e and f). When the river cuts into a clay or gravel layer on the429

north or south sides of the channel, abrupt changes in dune geometry can result.430

The gradual increase in strength and duration of tidal currents in the seaward direction431

influences dune shape. Firstly, the dune crests become sharper (Figure 1 i-k). Secondly,432

the leeside and slipface angle of the dunes decrease in downstream direction (Figure 7a, b).433

In particular the slipface angle decreases faster in the tidal regime than in the fluvial-tidal434

regime. Since the stoss side angle remains relatively constant (with a slight increase in the435

tidal regime), dunes become more symmetrical in seaward direction (Figure 7c). When the436

asymmetry is equal to 0.5, dunes are perfectly symmetric. This is possible at nearly every437
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Figure 4. Hydraulic characteristics of the Lower Fraser River. a) water depth (h), b) tidally-

averaged, maximum and minimum shear stress (τ), c) reversal time (trev), d) tidal amplitude (Aξ)

of the M2 and K1 tide.

location up to a distance of 75 km from the river mouth, and becomes consistent at around438

40 km from the river mouth, indicating the impact of the regime change. Results from a439

two-paired student t-test shows that the leeside angle, slip face angle and asymmetry is440

significantly different (at a 95% confidence level) in the tidal and the fluvial-tidal regime,441

while stoss side angle is not. The leeside angle directly correlates with flow-reversal time442

(Figure 7d) and maximum shear stress (Figure 7e), showing lower leeside angles and more443

symmetric dunes in seaward direction, however large variation is observed.444

4.3 Dune geometry prediction from model output445

Dune height predictors whre applied to the FTTZ of the Fraer River at both small and446

large scales. The models were not specifically developed for tidal rivers with bidirectional447

currents, so input values were tidally-averaged.448
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Figure 5. Morphological characteristics of the Lower Fraser River. a) smoothed channel width

(W) and smoothed cross-sectional area (A), b) bed level z in meters above sea level, c) channel

shape, expressed in depth excess (De), transverse bed slope (ξ) and curvature (r)

The predictor of Van Rijn (1984) works well when all data is reach-averaged (predicted449

∆vRijn = 0.52 m, compared to measured ∆ = 0.50 m; Figure 8 a). However, it under-450

estimates dune height in the mixed fluvial-tidal regime (by about 20 cm at RK 80), and451

overestimates it in the tidally-dominated regime (by about 24 cm at RK 10). All other452

predictors are inaccurate and overestimate the dune height significantly, with an increasing453

error in the downstream direction (Figure 8 b-d). For example, the reach-averaged predicted454

dune heights are 0.87 m, 1.27 m and 1.83 m for the predictors of Yalin (1964), Karim (1995)455

and Venditti and Bradley (2022), respectively.456

Local variability in dune height in the study area is not captured in dune geometry457

predictors because of the considerable spatial variability in the measured dune geometry.458

To establish the degree to which local variability in dune properties relates to flow proper-459

ties obtained with the 2DH hydraulic model assuming a constant roughness, we focus on460

three zones in the FTTZ (Figure 2). In those zones, flow characteristics are modelled (see461

Supplementary Figures S7-S11) and the dune height predictor of (Van Rijn, 1984) (equation462
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Figure 6. Dune geometry. a, b, c) Dune height (∆; black) and dune length (λ; blue) throughout

the research area. Human-made structures, dredging marks, confluences, bifurcations and bars,

focus areas, and zones with no data are indicated (see legend). d, e) Standard deviation (σ) within

the mean multibeam echosounder coverage width (230 m) of dune height and dune length over

the cross-section, north bank, thalweg and south bank. In each bar, the central mark indicates the

median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively.

The whiskers extend to the most extreme data points, and outliers are not shown.

2) is applied to each zone using model output per grid cell. The dune height predictor of463

Van Rijn (1984) performs reasonably well in predicting the local spatial pattern of dune464

height in the three zones (Figure 9 a-c), but the mean dune height is overestimated for zone465

1 and 3, and underestimated for zone 2. To assess the performance of the van Rijn model466

in predicting dune patterns, a bias correction is performed. Numerical values were added467

to or subtracted from the predicted dune height in order to minimize the RMSE, and assess468

the overall patterns in the dune field rather than the actual value (Supplementary Figure469

S5). The bias-corrected RMSE values of dune height average 0.13 m, which indicates that470

the spatial pattern of dune heights is relatively well captured by the predictor. The van471

Rijn dune height predictor captures the main processes that determine dune height in tidal472

environments, but does not reliably predict absolute values. The dune height predictors of473

Yalin (1964), Karim (1995) and Venditti and Bradley (2022) perform worse on the local474

scale pattern (Figure 9 d-l). Notably, the bias correction improves their performance, (Sup-475

plementary Figure S6), but they capture the pattern less than well than the predictor of476

Van Rijn (1984).477
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Figure 7. Dune shape in the study area. a) leeside angle (LSA) and stoss side angle (SSA),

b) dune slipface angle (SFA), c) dune asymmetry, expressed as the ratio between the length of the

(seaward) leeside and the total bedform length. A value of 0.5 indicates symmetric dunes, values

of asymmetry smaller than 0.4 are defined as flood-asymmetric, while values larger than 0.6 are

ebb-asymmetric. Confidence intervals of linear regressions are shown. Subfigure d) and e) show

dune leeside angle against against reversal time (trev) and against maximum shear stress (τmax),

respectively.

4.4 Comparison of observed dune roughness and model roughness478

The variability in dune geometry is reflected in the hydraulic roughness generated by479

the dunes, which ultimately can be used in the hydraulic model to assess the importance of480

dunes for the large-scale hydraulic roughness.481 –17–
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Figure 8. Residual dune height (measured minus predicted) to assess dune height predictor

performance of the predictor of a) Van Rijn (1984), b) Yalin (1964), c) Karim (1995) and d)

Venditti and Bradley (2022). The measured data is based on the average of three longitudinal

transects, and includes the minimum and maximum values in a grey shading. The modelled data is

based on the model with a constant roughness of nman = 0.026 s m−1/3. In subfigure a) predicted

dune height with dune-adjusted roughness (varying between 0.024 and 0.028 s m−1/3) is displayed

in green.
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Figure 9. Dune height predictor performance of the predictor of Van Rijn (1984) (a,b,c), Yalin

(1964) (d,e,f), Karim (1995) (g,h,i) and Venditti and Bradley (2022) (j,k,l), compared to the mea-

sured dune height (m,n,o).
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Hydraulic roughness generated by dunes was calculated using equation 13, which in-482

cludes dune height and length, but does not include the leeside or stoss side angles. The483

predicted roughness decreases in the downstream direction (Figure 10), which is mainly484

caused by an increase in water depth. The main variability in roughness is due to variabil-485

ity in water depth, which is most pronounced in the upstream part (RK > 40) of the river486

(Figure 4). Additionally, local fluctuations in roughness correspond to the local patches of487

higher dunes, for example at RK ∼54, 63 and 68. The decrease in grain roughness due to a488

subtle degree of downstream fining has a small impact on overall roughness, because grain489

roughness values are only around 3% of typical form roughness values. In the downstream490

reach (RK < 40), smoothed roughness shows a persistent out-of-phase relation with the491

gradient in smoothed bed elevation (moving average filter of 8 km) (Figure 10a) that is492

absent in the upstream part of the river.493

Figure 10. Hydraulic roughness in the study area. a) smoothed roughness (f) (and original

roughness in grey) calculated from dune geometry (equation 13)(blue) and the gradient of the

smoothed bed level (∂z/∂s; black). b) roughness expressed in Mannings’ roughness coefficient

nman. Model roughness with a constant nman of 0.026 s m−1/3 (black), roughness calculated from

dune geometry (equation 13 and 17)(blue), and dune-adjusted model roughness (green).

.
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The calculated dune roughness differs slightly from the uniform roughness used in the494

from model (Manning’s roughness of nman = 0.026 s m−1/3). The derived friction coefficient495

fm from the model’s roughness (equation 17 and 18) displays the expected decrease in496

seaward direction, reflecting the increase in water depth. Dune roughness agrees reasonably497

well to the uniform model roughness (Figure 10b), but local fluctuations are not well-498

represented. In the upstream region (RK > 40), the model roughness is slightly lower than499

the dune roughness, while they are similar in the downstream region.500

To represent the effect of dune height variation on roughness in the hydrodynamic501

model, and to investigate if this can improve the calibration, the dune roughness as cal-502

culated by equation 13 is divided into three linear components: a uniform roughness of503

nman = 0.024 s m−1/3 from RK 0 - 10, a linearly increasing roughness of nman = 0.026504

to 0.027 s m−1/3 in the tidally dominated regime (RK 10 - 40), and a constant roughness505

of nman = 0.028 s m−1/3 in the mixed fluvial-tidal regime (RK > 40). A small transition506

area between the breaks is implemented to ensure a smooth transition to the new roughness507

regime. These roughness transitions correspond with the transition from the fluvial regime508

to the deltaic regime around RK 40, and the downstream change from a confined to a less509

confined channel at around RK 10 (Figure 1).510

The dune-derived roughness has little impact on the calibration of water levels and511

tidal amplitude of the M2, K1 and M4 tidal components (Supplementary Figure S3b). On512

average, the RMSE value of the modelled water height decreases from 0.36 m to 0.35 m,513

and the difference between the modelled and observed M2 amplitude increases from 3% to514

4% and K1 from 4% to 6%. Additionally, using the dune-derived roughness for dune height515

prediction with the Van Rijn predictor only slightly improves the predicted values (17 cm516

at RK 80 and RK 10) (Figure 8).517

5 Discussion518

5.1 How are bedform characteristics impacted by the sudden change in519

tidal flow strength during periods of low river discharge?520

During low river discharge conditions like studied in this research, the increase in wa-521

ter depth around RK 40 results into two different hydrodynamic regimes (Figure 11). The522

tidally-dominated regime is characterized by a large maximum absolute shear stresses, a523

large tidally-averaged water depth, relatively symmetrical dunes, low leeside and slipface524

angles and low hydraulic roughness. The mixed tidal-fluvial regime is characterized by a525

weaker tidal influence, a shallower and more variable water depth, lower maximum absolute526

shear stresses, asymmetric dunes, higher leeside and slipface angles, and a rougher hydrauli-527

cally regime. The increase in depth is the main reason that hydraulic roughness is lower528

in the tidal regime (Equation 13), since the sources of roughness in the Main Channel,529

sediment composition and dune height, are relatively constant.530

Contrasting flow conditions in the two regimes are not reflected in dune height or531

length. In other systems, dune height is sometimes found to decrease in tidally-influenced532

regions (Prokocki et al., 2022). Rapid local deposition of the sediment in the deltaic part533

of the Fraser might result in tidal dunes that are larger than expected (Villard and Church,534

2005), leading to a relatively constant dune height. The change in flow regime is reflected535

in the leeside angle, slip face angle, dune symmetry and dune crest shape. In particular536

slipface angles are significantly larger in the fluvial-tidal regime, on average 13◦ compared537

to 7◦ in the tidal regime. Dunes are on average asymmetric upstream of the bifurcation at538

RK 40 (Figure 7), and symmetric downstream of RK 40. This agrees with the findings of539

Kostaschuk and Villard (1996), who relate the symmetric dunes to high sediment transport540

rates due to the tides. Indeed, high maximum shear stresses (Figure 11b) are observed in541

the tidal regime, although tidally-averaged shear stresses remain relatively constant (Figure542

4b).543
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The reversal of the current switches the leeside and stoss side every tidal cycle, steep-544

ening both sides in a similar manner (Lefebvre and Winter, 2016). This could be one of the545

reasons for the large observed variability in angles, since the MBES data is simply a snap-546

shot of the riverbed. Bidirectional currents cause crest orientation to be time-dependent547

(Hendershot et al., 2016). Both the duration (trev) and the strength of the flow reversal548

(τ or Q) determine the dune shape. During low river discharge conditions, the maximum549

upstream-oriented discharge at RK 22 varies between 4000 and 6000 m3 s−1, depending on550

the spring-neap tide cycle. Only 30 km further upstream this has decreased by 66-75%,551

although the reversal time has only dropped by 9%.552

These observations partially agree with the findings of Lefebvre et al. (2021) and553

Prokocki et al. (2022). Prokocki et al. (2022) observed two different regimes in the Lower554

Columbia River, USA, based on dune geometry: (fluvial-)tidal dunes, and fluvial dunes.555

The former were restricted to the most downstream reach (RK < 30 km), and were up-556

stream oriented, predominately low-angled (based on maximum LSA), 2D dunes. Fluvial557

dunes were downstream oriented, and were higher and longer than the tidal dunes. The558

division of the regimes in the Columbia is clearer than in the Fraser, most likely because559

the division in the Columbia coincides with a change in grain size. In addition, the division560

between the two regimes in the Columbia shifts downstream with an increased discharge.561

During low discharge, the division is located slightly more downstream (RK 30) than in the562

Fraser (RK ∼40), which could be attributed to the Columbia’s lower tidal range.563

Lefebvre et al. (2021) also found an increase in dune symmetry in the downstream564

direction in the Weser Estuary, Germany, but they did not distinguish between two different565

regimes. However, their data shows that around 60 km from the river mouth, upstream of566

the estuarine turbidity maximum, the leeside angle of dunes decreases, and dunes become567

more symmetric. This transition seems to be slightly more gradual than in this study or in568

the study of Prokocki et al. (2022). The gradual transition is almost twice as far upstream569

as in the Fraser River, which is likely because the tidal effect in the Weser extends much570

further upstream than in the Fraser. In this study, and in those of Prokocki et al. (2022)571

and Lefebvre et al. (2021), the transition in dune morphology coincides with an increase in572

channel cross-sectional area, either by widening, deepening or both. The deeper regimes are573

more tidally-dominated, and the constriction upstream of the cross-sectional area leads to574

a rapid dissipation of tidal energy, that is reflected in the dune leeside angle and symmetry.575

5.2 How can dune variability in the fluvial-to-tidal transition zone during576

low river discharge be predicted and explained?577

Tidally-averaged bed shear stresses from the hydrodynamic model can be used to re-578

liably predict reach-averaged dune height using the predictor of Van Rijn (1984). Fur-579

thermore, the shear stress distribution predicted by the hydrodynamic model with con-580

stant roughness can predict local dune patterns (Figure 8b-g), thereby capturing the cross-581

sectional variability in dune heights as observed in Figure 6. Cross-sectional shear-stress582

variation, which is one of the input parameters of the dune predictor of Van Rijn (1984),583

largely explains the observed patterns. For example, in zone 1, dune height decreases down-584

stream, becasue river width increases and vflow velocity decreases, resulting in lower shear585

stresses (Supplementary Figure S10). In zone 2, dunes are the highest on the south side of586

the channel where the river is deepest and the flow velocity and shear stresses are highest.587

Finally, in zone 3, centrifugal acceleration generates higher flow velocity and larger dunes588

on the outside of the bend, whereas upstream the dunes are the largest on the inner bend589

because flow is accelerated by the momentum inherited from the bend upstream (Jackson,590

1975).591

Van Rijn (1984) and other dune height predictors tested did not accurately predict592

absolute magnitude of local dune height using tidally-averaged bed shear stresses from the593

hydrodynamic model. However, they do a good job of predicting the overall patterns of594
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Figure 11. Characteristics of the tidally-dominated regime, seaward of river kilometer (RK)

40, and the mixed tidal-fluvial regime, landward of RK 40. a) water depth (h), b) maximum

absolute shear stress (τmax), c) leeside angle (LSA), d) slipface angle (SFA), e) asymmetry, f)

friction coefficient (f) derived from dune geometry with equation 13. Mean values are indicated in

the figure.

dune height, suggesting that the right processes are captured by the predictors. The poor595

prediction of absolute values is likely related to number of factors that are not included596

in the predictors, including self-organization dunes in a shear stress field (Bradley and597

Venditti, 2019) (such as merging and splitting (Hendershot et al., 2018; Gabel, 1993), crest598

line deformation (Venditti et al., 2005)), local sediment dynamics not captured by low599

resolution bed sediment sampling such as local scour (Leclair, 2002), discharge fluctuations600

and associated hysteresis (Bradley and Venditti, 2021; Julien et al., 2002) and the potential601

presence of remnant dunes from earlier high-flow conditions. The influence of local factors602

can be seen in our three focus zones. The larger dunes observed in zone 2 may be related to603

the local sediment supply being higher here, so dunes develop to a maximum equilibrium size604

compared to zones 1 and 3. The dunes in zone 2 become longer in the downstream direction605

until they disappear, even though flow velocity and grain size do not change significantly.606

The disappearance of dunes in this area could be because the surface of the bed consists of a607

thin layer of medium sand overlying a deposit of Pleistocene or early Holocene sediment, such608

as cohesive clay (Clague et al., 1983) (see Supplementary Figure S1), that is not conducive609

to dune formation. Similarly, in zones 1 and 3, dunes do not develop where the outer bank610
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cuts into a clay layer (Supplementary Figure S9). Additionally, the dunes could be reworked611

remnants from the previous freshet (Bradley and Venditti, 2021) and their geometry could612

be related to the much stronger and predominantly downstream currents associated with613

high river discharge. However, Kostaschuk et al. (1989) found that dunes near Steveston614

(RK 10) adjusted to the post-freshet decline in discharge over a period of weeks, supporting615

our contention that the dunes observed herein (more than 6 months after the last freshet) are616

at least in quasi-equilibrium with low-flow conditions. Additionally, Bradley and Venditti617

(2021) interpreted low-amplitude bed undulations at RK ∼35 as relics from higher flow618

conditions with smaller dunes superimposed, the latter formed by the low-flow conditions.619

Kostaschuk et al. (1989) interpreted similar features as ‘washed-out’ dunes that represented620

a transition from large, freshet bedforms to small dunes adjusted to low river discharge. In621

this study we detrended the bed level prior to measuring dune geometry, thereby ensuring622

that the dunes that we analyzed were representative of low flows.623

The poor prediction of local dune geometry in the FTTZ and the observed variability624

in dune morphology has practical implications for scientists and engineers. Firstly, fairway625

depth cannot be maintained solely on the basis of on an average dune height, because height626

varies unpredictably over the river bed. Secondly, measurements of dune height from rock627

records cannot be reliably used to estimate paleo-hydraulic conditions (Das et al., 2022).628

Thirdly, models based on reach-averaged dune geometry may result in inaccurate estimates629

of form roughness and water levels and local values should be used instead. Finally, because630

the variability in dune height across the channel is twice that of dune height variation along631

the channel, the grid cell size in hydraulic models should be twice as large in the longitudinal632

direction than in the cross-river direction.633

5.3 To what extent does dune geometry and variability exert an impact on634

reach-scale hydraulic roughness?635

Hydraulic roughness is traditionally predicted using dune height and length (Bartholdy636

et al., 2010; Lefebvre and Winter, 2016; Soulsby, 1997; Van Rijn, 1984). However, recent637

research shows that the leeside angle of dunes might be important for roughness prediction638

(Lefebvre and Winter, 2016) and is poorly represented by dune height and length. Charac-639

teristics of the leeside angle determine the strength of flow separation zone (Lefebvre et al.,640

2014) which impacts form roughness (Lefebvre et al., 2013) induced by dunes. Large rivers641

are covered by low-angled dunes (LAD) with slip face angles (SFA) < 30◦ (Cisneros et al.,642

2020; Kostaschuk and Venditti, 2019) that generate less flow separation than high-angled643

dunes that have steeper slip face angles (Kwoll et al., 2016). However, weak or intermittent644

flow separation, with mean leeside angles (LSA) of only 10◦ still generate flow resistance645

(Kwoll et al., 2016). Lefebvre and Cisneros (2023) show that not only the leeside angle646

itself, but also the shape of the leeside impacts flow properties and turbulence. Based on647

numerical experiments, they found that LADs with a mean LSA of <10◦ and a SFA of <20◦648

are not capable of permanent flow separation. LADs are still able to generate turbulence649

(Kostaschuk and Villard, 1996; McLean and Smith, 1979) however, because the deceler-650

ated downstream flow generates a shear layer that causes eddy generation (Kostaschuk and651

Villard, 1999; Best and Kostaschuk, 2002), sand resuspension and roughness.652

In this study, the transition from a fluvial-tidal to a tidal regime and the corresponding653

change in dune leeside and slipface angle are not reflected in the reach-scale hydraulic654

roughness needed to attenuate the tidal motion in the model. Implementing a roughness655

change at the depth break at RK 40 could be used to parameterize the change in dune656

leeside angle at the regime transition. However, models with a higher roughness downstream657

than upstream performed slightly better than models with the highest roughness upstream658

(Supplementary Materials Text S3). This is contrary to the expectations based on the659

leeside angle observations and suggests a different source of roughness in the tidal regime (see660

below). Additionally, the dune roughness predictor (equation 2), based on dune height and661

dune length, yields very similar values to the calibrated model roughness (RMSE f = 0.0053).662
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This supports the application of the dune roughness predictor in a tidal environment and also663

indicates that dune leeside angle might not be important in determining reach-scale model664

roughness. Finally, local values of dune height and length are not required to accurately665

predict reach-scale model roughness, because hydraulic model performance is not improved666

by using local dune geometry. This in turn suggests that variable dune roughness might667

not be needed to simulate large-scale (tidal) flow. Similar conclusions were drawn from a668

fluvial system where dune roughness calculated from dune geometry explained only 31% of669

the variance of the roughness inferred from the water surface slope (deLange et al., 2021)670

and the remaining variance could not be explained by leeside angle statistics.671

The limited impact of local dune height, length and leeside angle on the hydraulic672

model could be due to several factors. Firstly, 3-dimensional dune fields such as those in our673

study area, generate less roughness than 2-dimensional dune fields (Venditti, 2007), which674

could explain the lack of model improvement when implementing dune-related roughness.675

Secondly, a complex leeside shape might have an effect on flow separation (Lefebvre and676

Cisneros, 2023) and form roughness. So even though the SFAs found in this study are large677

enough to generate flow separation, the shape of the leeside might prevent it. Thirdly, we678

evaluated the hydraulic model by assessing tidal attenuation and water level fluctuations679

and found minimal impact of local dune geometry. However, incorporating dune roughness680

could be important for prediction of residual sediment transport (Herrling et al., 2021),681

which is not implemented in our hydraulic model. Local values of shear stresses (for which682

detailed MBES data is needed) might be required for morphodynamic modelling, even if683

they are not needed for modelling tidal propagation in a hydrodynamic model. Finally,684

we evaluated the model on the reach-scale where other components of roughness dominate685

(see below). However these components are less relevant on the local scales, where dunes686

might be the main source of roughness. In addition, the prediction of hydraulic roughness687

generated by dunes deviates locally from the constant model roughness. As a result, in the688

mixed tidal-fluvial regime the dune-induced roughness is larger than needed for attenuation689

based on the calibrated roughness. For example, Davies and Robins (2017) found that the690

overall effective roughness of the bed is about half of the maximum local dune-induced691

roughness (expressed in ks). Halving the ks value in equation 13 results in a comparable692

dune roughness and calibrated roughness in the mixed fluvial-tidal regime (RMSE 0.0034 for693

RK > 40) (Supplementary Figure S4) but not in the tidally-dominated regime where dune694

roughness remains lower than calibrated roughness. This could be a result of the lower LSA695

in the tidal regime. However, including the LSA in roughness prediction using the equation696

developed by Lefebvre and Winter (2016) results in unrealistically low values of roughness.697

In general, evidence that the LSA impacts reach-scale model roughness is lacking.698

In our research area there are several reach-scale sources of roughness. Firstly, large-699

scale river geometry, which is included in the hydraulic model by the bathymetry. We700

observed an out-of-phase relation between hydraulic roughness and the smoothed gradient701

of the bed level in the tidally-dominated regime of our study area (Figure 10). A similar702

relation was observed in the Rhine and Waal rivers in the Netherlands by deLange et al.703

(2021), and they hypothesised that multi-kilometer depth oscillations induce flow divergence704

associated with depth increase, which in turn causes energy loss. This in turn is reflected in705

an elevated hydraulic roughness. However, this out-of-phase relation is not observed in the706

mixed tidal-fluvial regime in the Fraser, where increases in depth coincide with decreases in707

width, keeping the cross-sectional area relatively constant. As a result, changes in depth do708

not result in flow divergence or convergence and the out-of-phase relation does not develop.709

Secondly, intertidal areas affect reach-scale roughness. The calibrated friction in our model710

is an indication of the friction required to attenuate the tide. The model calibrated with a711

uniform Manning’s roughness (nman = 0.026 s m−1/3) performs reasonably well in modelling712

of water level and tidal amplitude, but regions with a significant decrease in tidal energy713

(between RK 9-18.5 and 35-42) are not well captured by the model (Figure 3). These regions714

possess intertidal areas (Supplementary Figure S11) which flood during high tide and are715

not properly represented in the model due to the lack of topographical data, resulting in a716
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local tidal attenuation that is too low. Finally, engineering works, such as the tunnel at RK717

18 and the bridge at RK 36, could be an extra source of roughness.718

6 Conclusions719

During low flow discharge, the Fraser River deepens downstream of 40 km from the river720

mouth, separating a fluvial-tidal regime landward and a tidal regime seaward. Bathymetric721

data and a hydraulic model of the lowermost 85 km of the river were used to explore the722

spatial variability and controls of dune morphology in this fluvial-to-tidal transition zone723

(FTTZ). Dune height was predicted using several semi-empirical equations to explore the724

potential for local and regional dune height prediction. Finally, the hydraulic model was725

used to assess the importance of dune generated roughness on model performance. From726

these investigations we conclude that:727

• There are no significant spatial trends in dune height or length, even though the river728

deepens at 40 km. Local variability in dune height and length dominates, and vari-729

ability in dune height and length is two times as large in the cross-sectional direction730

than in the longitudinal direction.731

• Dune height predictors provide a good first approximation of regional dune height732

and local spatial patterns, but local shear stress predictions need to be improved733

to enable prediction of local dune heights. Using shear stresses from the hydraulic734

model calibrated with a constant roughness of nman = 0.026 s m−1/3, the dune height735

predictor of Van Rijn (1984) is able to predict local local patterns of dune heights736

using tidally-averaged values of bed shear stress. Other tested predictors of dune737

height do a worse job.738

• Mean leeside angle and stoss side of dunes are lower in the tidal regime compared to739

the fluvial-tidal regime, and dunes become symmetric due to the stronger tidal influ-740

ence. These changes in dune morphology however do not affect reach-scale hydraulic741

roughness, because the calibrated model roughness is similar to the dune-derived742

roughness based on dune height and dune length. As a result, hydraulic model per-743

formance using a calibrated, constant, roughness is not improved by implementing744

dune-derived bed roughness.745

• Large-scale variations river morphology are more important than dune morphology746

in controlling variations in reach scale roughness. Reach-scale variations in depth747

can elevate hydraulic roughness in the tidal region, but this does not occur in the748

fluvial-tidal regime because changes in depth are compensated by changes in width,749

keeping the cross-sectional area of the channel relatively constant. Intertidal areas in750

the Fraser are likely a significant source of roughness, but are difficult to incorporate751

into hydraulic models because of limited topographic information.752
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Waldschläger1, R. Kostaschuk3, J.G. Venditti3, A.J.F. Hoitink1

1Wageningen University, Department of Environmental Sciences, Hydrology and Quantitative Water Management, Wageningen, the

Netherlands

2Northwest Hydraulic Consultants Ltd., North Vancouver, British Columbia, Canada

3School of Environmental Science, Simon Fraser University, Burnaby, British Columbia, Canada

Contents of this file

1. Text S1 - S6

2. Figures S1 - S11

3. Table S1 - S3

Introduction In these supplementary materials, six topics will be discussed and/or vi-

sualised. These include surface geology of the lower Fraser river, examples of bathymetric

data where (human-made) irregularities are visible, the model calibration and evaluation,

figures visualising the predictive capacity for dune patterns of several dune height predic-

tors, some additional figures on the local focus areas, and a figure indicating the intertidal

areas.

July 13, 2023, 9:41am



X - 2 :

Text S1: Surface geology The surface geology (Figure S1) determines the underlying

material of the Fraser river, and is often exposed on the channel margin. At the outer

banks of the river, gravel and clay patches are present (Figure 2a and c). These patches

of gravel and clay are either caused by modern deposits, such as gravel bars, or by earlier

deposited sediments constraining the river’s course. When the river cuts into a clay or

gravel layer, abrupt changes in dune geometry can be visible.

Text S2: Examples of bathymetric data with (human-made) irregularities

see Figure S2

Text S3: Model calibration and evaluation

The model was calibrated by assessing the tidal amplitude of the M2, M4 and K1 tidal

constituents, during low water levels in winter 2018. A uniform roughness of 0.026 s m−1/3

performs the best. The performance of best performing model, and the other tests using

different values of uniform roughness, are summarized in Table S2, indicating the Root

Mean Square Error of the observed and modelled water level (between 0.27 and 0.43 m),

the correlation coefficient R2 between the observed and modelled water level (between

0.67 and 0.87), and the difference in observed and modelled tidal amplitude of the M2,

K1 and M4 tidal constituents (observed divided by modelled values), with a maximum

over/under estimation of 5%, 6% and 390%, respectively).

When implementing a roughness break at the regime change and testing various rough-

ness values before and after the regime change, the calibration can improve slightly for

certain parameters at certain stations (Figure S3a). However, there is no model that

performs better in all aspects than the uniform roughness model (Table S1).

When implementing dune-adjusted roughness, the calibration does not improve (Fig-

ure S3b and Table S2). When using 1/2 ks in equation 2, following the suggestion of

Davies and Robins (2017) that the total effective hydraulic roughness is half of the dune
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roughness, the dune roughness corresponds well with the calibrated model roughness in

the mixed fluvial-tidal regime (RK > 40) (Figure S4).

Text S4: Dune height prediction see Figure S5 and S6

Text S5: Additional information on focus zones see Figure S7 , S8, S9 and S10

Text S6: Intertidal areas see Figure S11
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Figure S1. Surficial geology map (a), zoomed in on the focus areas (b, c, d). Adjusted from

Turner et al. (1998).
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Figure S2. Example of bathymetric data with a, b) dredging marks, c, d) human-made

structures e, f) gravel deposits, featuring no dunes. Median grain size (µm) is indicated.
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Figure S3. Performance of the model, with a disconnected roughness at the regime change

at RK 40 (a) and dune-adjusted roughness (b). The observed tidal amplitude of the tidal

constituents M2 (black bars), K1 (dark grey bars), and M4 (light grey bars) are indicated by

bars, and the corresponding modelled tidal amplitudes for the various models are indicated with

lines.
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Figure S4. Hydraulic roughness in the study area expressed in f. Roughness calculated

from dune geometry (equation13 in main manuscript)(black), model roughness with a constant

Manning’s n of 0.026 s m−1/3 (green) and roughness calculated from dune geometry, using 1/2

ks.
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Table S1. Model evaluation of the model with uniform roughness (nman=0.026) and a

roughness break at RK 40, allowing two constant roughness value downstream and upstream of

this break. The models are evaluated with the Root Mean Square Error (RMSE) of the observed

and modelled water level (h), and the difference in observed and modelled tidal amplitude (Aζ)

of the M2, K1 and M4 tidal constituents (observed divided by modelled values). The mean of

the latter is calculated as the absolute values of Aζ - 1.
Roughness model Point Atkinson Steveston Harbour Deas Island Tunnel New Westminster Port Mann Pumping St Whonock Mission Mean all stations

0.026 0.341 0.363 0.346 0.430 0.380 0.305 0.266 0.347
0.026-0.027 0.341 0.363 0.347 0.431 0.379 0.306 0.270 0.348
0.026-0.025 0.341 0.362 0.345 0.429 0.381 0.305 0.264 0.347
0.027-0.026 0.340 0.363 0.344 0.422 0.377 0.306 0.267 0.346
0.025-0.026 0.341 0.363 0.348 0.439 0.385 0.305 0.265 0.349
0.027-0.025 0.340 0.362 0.344 0.421 0.378 0.305 0.265 0.345
0.025-0.027 0.341 0.364 0.348 0.439 0.384 0.305 0.269 0.350

RMSE h (m) 0.024-0.028 0.341 0.365 0.351 0.449 0.388 0.305 0.273 0.353
0.026 1.01 1.03 0.99 1.04 0.95 1.00 1.03 0.024

0.026-0.027 1.01 1.03 0.99 1.03 0.94 1.03 1.06 0.031
0.026-0.025 1.01 1.03 0.99 1.05 0.96 0.99 1.00 0.021
0.027-0.026 1.01 1.04 1.00 1.07 0.98 1.03 1.05 0.030
0.025-0.026 1.01 1.02 0.98 1.01 0.92 0.98 1.00 0.024
0.027-0.025 1.01 1.04 1.01 1.08 0.99 1.01 1.02 0.024
0.025-0.027 1.01 1.02 0.97 1.00 0.91 1.00 1.03 0.026

A M2 (obs/mod) 0.024-0.028 1.01 1.02 0.96 0.97 0.87 1.00 1.04 0.038
0.026 0.94 0.97 0.96 1.00 0.95 1.06 1.06 0.043

0.026-0.027 0.94 0.97 0.96 1.00 0.95 1.08 1.08 0.047
0.026-0.025 0.94 0.97 0.96 1.01 0.96 1.06 1.05 0.039
0.027-0.026 0.94 0.98 0.97 1.03 0.98 1.08 1.08 0.046
0.025-0.026 0.94 0.97 0.95 0.98 0.93 1.05 1.04 0.045
0.027-0.025 0.94 0.98 0.97 1.03 0.98 1.07 1.06 0.042
0.025-0.027 0.94 0.97 0.95 0.98 0.92 1.06 1.06 0.051

A K1 (obs/mod) 0.024-0.028 0.94 0.96 0.94 0.96 0.90 1.05 1.06 0.060
0.026 0.48 3.90 1.27 0.96 0.88 0.56 0.75 0.65

0.026-0.027 0.48 3.99 1.30 0.96 0.87 0.57 0.76 0.66
0.026-0.025 0.48 3.80 1.25 0.96 0.88 0.55 0.73 0.64
0.027-0.026 0.49 3.73 1.23 0.96 0.88 0.57 0.76 0.61
0.025-0.026 0.47 4.03 1.32 0.97 0.87 0.55 0.73 0.68
0.027-0.025 0.49 3.62 1.21 0.96 0.89 0.56 0.75 0.60
0.025-0.027 0.47 4.09 1.35 0.97 0.87 0.56 0.75 0.69

A M4 (obs/mod) 0.024-0.028 0.46 4.12 1.45 0.98 0.87 0.56 0.75 0.71

Table S2. Model evaluation of the model with uniform roughness (nman=0.026) and with

dune adjusted roughness. The models are evaluated with the Root Mean Square Error (RMSE)

of the observed and modelled water level (h), the correlation coefficient R2 between the observed

and modelled water level (h), and the difference in observed and modelled tidal amplitude (Aζ)

of the M2, K1 and M4 tidal constituents (observed divided by modelled values). *the mean of

the absolute values of Aζ - 1
Roughness model Point Atkinson Steveston Harbour Deas Island Tunnel New Westminster Port Mann Pumping St Whonock Mission Mean all stations

RMSE h (m) constant 0.34 0.36 0.42 0.43 0.38 0.31 0.27 0.36
dune 0.34 0.36 0.34 0.44 0.37 0.31 0.27 0.35

R-squared h constant 0.87 0.84 0.85 0.74 0.74 0.67 0.72 0.78
dune 0.87 0.85 0.85 0.75 0.76 0.66 0.7 0.78

Aζ M2 (obs/mod) constant 1.01 1.03 0.99 1.04 0.95 1.00 1.03 0.03*
dune 1.00 1.00 0.96 1.00 0.92 1.04 1.08 0.04*

Aζ K1 (obs/mod) constant 0.94 0.97 0.96 1.00 0.95 1.06 1.06 0.04*
dune 0.94 0.96 0.95 0.99 0.93 1.09 1.09 0.06*

Aζ M4 (obs/mod) constant 0.48 3.9 1.27 0.96 0.88 0.56 0.75 0.65*
dune 0.46 3.89 1.47 0.97 0.88 0.57 0.78 0.67*
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Table S3. Statistics (mean, *median in parenthesis), Root Mean Square Error (RMSE)) of

the measured and predicted dune height (based on the uniform roughness model with n=0.026 s

m−1/3 and the predictor of Van Rijn (1984)) for the three focus zones and the total study area.

∆ (m) Zone 1 Zone 2 Zone 3 Whole
area

Measured 0.42 (0.39) 0.74 (0.73) 0.37 (0.36) 0.49 (0.44)
Predicted Mean* 0.80 (0.78) 0.29 (0.27) 0.42 (0.46) 0.44 (0.47)
with tidally-averaged shear stress RMSE 0.42 0.55 0.29 0.41
Predicted Mean* 0.28 (0.30) 0.73 (0.76) 0.84 (0.85) 0.66 (0.65)
with maximum shear stress RMSE 0.27 0.32 0.58 0.41
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Figure S5. Predicted dune height compared to the measured dune height over the cross-

section (a, c, e) and along the river (b, d, f). Dune height is predicted with equation 2 in main

manuscript. The RMSE between the predicted and measured dune height is indicated as numbers

in the sub-figures. Bias correction is performed to reduce the RMSE and compare the patterns

of predicted and measured dune height. In parenthesis the amount of bias correction is shown.
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Figure S6. Predicted dune height compared to the measured dune height over the cross-section

(a, c, e) and along the river (b, d, f). Dune height is predicted with equation 2, 9, 10 and 12, all

in the main manuscript. The RMSE between the bias-corrected predicted and measured dune

height is indicated as numbers in the sub-figures. Bias correction is performed to reduce the

RMSE and compare the patterns of predicted and measured dune height. In parenthesis the

amount of bias correction is shown.
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Figure S7. Characteristics of the focus areas. a) width (W), b) bed level (z), c) curvature

(r), d) median grain size (D50), e) tidally-averaged flow velocity (uav), f) maximum flow velocity

(umax), g) dune height (∆), h) dune length (λ).
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Figure S8. Dune fields in focus areas.
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Figure S9. Bed level and grain size (D50) in focus areas.
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Figure S10. Tidally-averaged flow velocity (blue) in focus areas. Stream lines are indicated

in black. Dune height along three the steam lines is shown.

July 13, 2023, 9:41am



X - 16 :

Figure S11. Intertidal areas between Steveston Harbour and Deas Island Tunnel (a), and

New Westminster and Port Mann Pumping Station (b). Intertidal areas are shaded in blue.
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