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Abstract

A physically based analytical model is formulated to simulate the thaw depth of active layer under changing boundary condition

of soil heat flux. The energy conservation statement leads to a nonlinear integral equation of the thaw depth using an approx-

imate temperature profile as an analytical solution of the diffusion equation describing the heat transfer in the active layer.

The time-varying soil surface heat flux is estimated using non-gradient models when field observations are not available. The

proposed model was validated against field observations at three Arctic forest and tundra sites. The simulated thaw depth and

soil temperature profiles are in good agreement with observations hinting the potential for model application at larger spatial

scales.
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Abstract19

A physically based analytical model is formulated to simulate the thaw depth of active20

layer under changing boundary condition of soil heat flux. The energy conservation state-21

ment leads to a nonlinear integral equation of the thaw depth using an approximate tem-22

perature profile as an analytical solution of the diffusion equation describing the heat23

transfer in the active layer. The time-varying soil surface heat flux is estimated using24

non-gradient models when field observations are not available. The proposed model was25

validated against field observations at three Arctic forest and tundra sites. The simu-26

lated thaw depth and soil temperature profiles are in good agreement with observations27

hinting the potential for model application at larger spatial scales.28

Plain Language Summary29

An analytical model considering soil energy budget is developed to predict the thaw30

depth of permafrost in Arctic regions. When field data is unavailable, alternative mod-31

els are applied to estimate the soil surface heat flux. The validation of this model across32

three Arctic forest and tundra sites has revealed a high degree of accuracy in its simu-33

lated thaw depth and soil temperature profiles compared to field observations. These re-34

sults suggest the model’s potential for future applications at broader spatial scales.35

1 Introduction36

The enhanced warming rates of Arctic regions over the past decades (ACIA, 2004;37

Bekryaev et al., 2010; Chapin et al., 2005; Overpeck et al., 1997; Serreze et al., 2000) have38

stimulated active research on permafrost dynamics (e.g. Jorgenson et al., 2006; Oelke39

et al., 2003; V. E. Romanovsky et al., 2010; Yi et al., 2018). There is a high interest to40

further our understanding of the effect of increasing surface temperatures on the freeze-41

thaw cycles in the ground surface layer in which the water phase seasonally alternates42

between liquid and solid – commonly referred to as the ‘active layer’. Moreover, recent43

studies have been shifting the emphasis of modeling thermodynamic processes from the44

annual to sub-daily time scales (e.g. Bui et al., 2020; Evans & Ge, 2017; Riseborough45

et al., 2008; Walvoord & Kurylyk, 2016). These time scales permit improved process un-46

derstanding of how climate change can impact the seasonality and variability of the ac-47

tive layer dynamics. Such understanding is crucial for the livelihoods of communities who48

rely on the state of the ground for transportation or animal husbandry (Crate et al., 2017).49

This knowledge is also of utmost importance for understanding the dynamics of the bio-50

geochemical processes in Arctic soils as seasonal swings to above freezing temperatures51

leads to the substantial enhancement of decomposition rates of the accumulated carbon52

stocks (Schuur et al., 2015). The maximum depth of seasonal thaw penetration also in-53

forms engineering decisions related to infrastructure in the Arctic (Streletskiy et al., 2012).54

While the physics of freeze-thaw processes has been extensively studied (e.g. Miller,55

1980), analytical treatment of the related problems has remained limited. Analytical so-56

lutions of heat conduction in porous media under various initial and boundary condi-57

tions are well-developed for cases without water phase change (e.g. Carslaw & Jaeger,58

1947; Crank, 1975). Developing analytical solutions of thaw depth has been challeng-59

ing primarily due to the strong nonlinearity of the governing equation caused by the thaw-60

ing front as a moving boundary of the solution domain. The typical for natural environ-61

ments temporal variation of the surface boundary conditions of temperature or heat flux62

also complicates the derivation of analytical solutions of the heat transfer equation.63

Problems involving a moving freeze-thaw boundary are called Stefan problems (Vuik,64

1993). The traditional models of freeze-thaw processes in porous media are formulated65

based on the two-phase (liquid and solid water) Stefan problem, aiming to resolve the66

thaw depth with constant temperature boundary condition applied at the surface of a67

semi-infinite soil column (e.g. Alexiades, 1992; Lunardini, 1981) (Appendix A). Com-68
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mon assumptions postulate that (a) temperature distribution of the water liquid phase69

is described by a heat diffusion equation (A1), and (b) the temperature of the water solid70

(ice) phase remains constant at the melting point (e.g. Lunardini, 1981). The rate of solid-71

to-liquid phase change at the thawing front and equal to the conductive heat flux, known72

as the Stefan condition, is imposed as the boundary condition at thawing front (A3).73

The two-phase Stefan problem is strongly nonlinear due to the moving thawing front,74

whose location needs to be found as part of the solution. The analytical solution of tem-75

perature and thawing front location of the Stefan problem, referred to as the “Neumann76

similarity solution” or the “Neumann solution” (A4, A5), predicts that the thaw depth77

location is proportional to the square root of time since the onset of thaw process. Un-78

der certain conditions of the physical parameters (i.e., heat capacity of liquid water and79

latent heat of fusion), the Neumann solution becomes the Stefan solution (Lunardini,80

1981) in which the thaw depth becomes a function of the constant surface temperature81

(A7). To our knowledge, an analytical solution of temperature and thaw depth under82

temporally changing surface temperature condition does not exist. Therefore, analyt-83

ical models of the thawing front based on the classical two-phase Stefan problem do not84

capture the effect of changing surface temperature and/or soil heat flux on the thaw depth85

– which are more realistic conditions of seasonal thaw. A modified Stefan solution (Ladanyi86

& Andersland, 2004; Lunardini, 1981) for the estimation of active layer thickness (ALT)87

uses the degree-days thawing (DDT) index (Van Everdingen, 1998). This modified Ste-88

fan solution has been shown to outperform the classical solution in modeling active layer89

freeze-thaw cycles at the annual scale (e.g. K. M. Hinkel & Nicholas, 1995; Nelson et al.,90

1997). However, it cannot accurately simulate thaw depth at the sub-daily time scales91

due to neglect of soil surface energy conservation and time-varying soil properties such92

as thermal conductivity and diffusivity (K. M. Hinkel & Nicholas, 1995).93

In natural environments, surface temperature and ground heat flux vary diurnally94

and seasonally and therefore there are both theoretical and practical needs to advance95

analytical solutions that can capture such a variability. For example, a semi-empirical96

solution of the Stefan Problem at the annual scale was proposed by assuming the sinu-97

soidal seasonal variation of air temperature (Kudryavtsev et al., 1977). This semi-empirical98

solution was applied to estimate ALT in the coastal region of Alaska (V. Romanovsky99

& Osterkamp, 1997). It was found that thaw depth depends not only on the thawing in-100

dex, which is defined as the cumulative number of degree-days above 0 degree Celsius101

for a given time, but also on the time history of surface temperature. Further applica-102

tion of the semi-empirical solution to ALT dynamics for the northern hemisphere (Anisimov103

et al., 1997) suggests that the semi-empirical model is not well constrained by the bi-104

ases in evaluation of surface energy budget.105

Furthermore, analytical solutions can have a prognostic value in models that re-106

solve the coupled dynamics of land-surface energy and water budgets. The modified Ste-107

fan solution with the thawing index has been used to describe freeze-thaw cycles in the108

Arctic region in the coupled land-atmosphere models such as SiB2 (Sellers et al., 1996;109

Li & Koike, 2003), SHAW (Flerchinger, 2000), and Community Land Model, CLM (Oleson110

et al., 2013). It was found that the modified Stefan solution is not efficient in meeting111

energy budget in the thawing procedure. For example, the modified Stefan solution us-112

ing thawing index in CLM over-estimates freeze/thaw depth due to ignoring soil con-113

ductive heat flux (e.g. Gao et al., 2019).114

Driven by the need to improve a description of freeze-thaw dynamics under tem-115

porally varying boundary conditions, the objective of this study is to formulate an an-116

alytical model of thaw depth under the changing surface ground heat flux. This model117

will be applicable for the cases of sub-daily to seasonal time scale flux variations allow-118

ing to simulate freeze-thaw processes for a range of assessment scenarios.119
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2 Model Formulation120

The conservation of energy for the active layer is expressed as

∫ S(t)

0

Cs[T (x, t)− Tm]dx+ λfρi

∫ S(t)

0

θi(x)dx =

∫ t

0

G(τ)dτ (1)

where S(t) (m) is the thaw depth at time t, T (x, t) (◦C) is the soil temperature with depth121

x, G (Wm−2) is the ground heat flux, θi(x) is the pre-thawing ice content profile, and122

τ the integration (dummy) time variable. The parameters include the bulk soil volumet-123

ric heat capacity Cs, density of ice ρi (kgm
−3), latent heat of fusion λf (3.34×105 Jkg−1),124

and the melting-point of water Tm (0◦C). Thawing starts when active layer reaches isother-125

mal condition at Tm (e.g. Frauenfeld et al., 2007; Outcalt et al., 1990). The first inte-126

gral on the left-hand side represents the thermal energy storage from the surface down127

to the thawing front, and the second term is the latent heat associated with the fusion128

of ice over the same depth range. The integral on the right-hand side is the total energy129

supply for ice melting and heat storage due to the soil surface heat flux into the active130

layer.131

An analytical solution of T (x, t) for a one-dimensional semi-infinite domain (Carslaw
& Jaeger, 1947) without phase change (i.e., without accounting for the heat of fusion of
ice) is

T (x, t) = T0 +
1

Is
√
π

∫ t

0

exp

[
− x2

4αs(t− τ)

]
G(τ)dτ√
t− τ

(2)

where Is is the bulk soil thermal inertia (Jm−2K−1s−1/2), αs is the bulk soil thermal dif-132

fusivity (m2s−1), and T0 is the initial soil temperature (◦C) assumed to be uniform with133

depth (taken as Tm in this study). For the case of ice melting, the temperature profile134

during the thawing period may be represented by the temperature profile without phase135

change (taken as T (x, t) in Eq. (2)) superimposed by a temperature correction term (taken136

as −T (S(t), t)) caused by the phase change, when liquid-ice interface is varying slowly137

in time (Mamode, 2013). Thawing front temperature remaining at Tm requires that T (S(t), t) =138

Tm in Eq. (1), which implies that the temperature profile above the thawing front depth139

is warmer than Tm and the difference T (x, t) − T (S(t), t) is positive according to Eq.140

(2). Substituting Eq. (2) into Eq. (1) leads to a nonlinear integral equation of S(t),141

λfρi

∫ S(t)

0

θi(x)dx =

∫ t

0

G(τ)

[
erfc

(
S(τ)

2
√

αs(t− τ)

)
+

S(τ)√
αsπ(t− τ)

exp

(
− S2(τ)

4αs(t− τ)

)]
dτ

(3)
where erfc is the complementary error function, and the integration lower limit τ = 0142

is the time when the land surface starts to thaw.143

Flux G in Eqs. (1) – (3) is surface ground heat flux at the top of vertically homo-144

geneous mineral soil subjected to freeze-thaw cycles. The application of Eq. (3) is straight-145

forward if the time series of G are available from measurements. When such observations146

are unavailable, the heat flux needs to be estimated from meteorological data or soil tem-147

perature data. In the permafrost regions, the problem is complicated by the presence148

of a thick peat layer, i.e., a partially decomposed biomass material that usually covers149

mineral soil (Robinson et al., 2003). Flux G can be derived from the conductive heat flux150

Q at the surface of the peat layer. The maximum entropy production (MEP) model (J. Wang151

& Bras, 2009, 2011), which has been successfully applied to modeling surface energy bud-152
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get of the Arctic permafrost (El Sharif et al., 2019), is used for modeling Q,153

Q = Rn − E −H

Rn =

[
1 +B(σ) +

B(σ)

σ

Is

I0|H| 16

]
H

E = B(σ)H

B(σ) = 6

(√
1 +

11

36
σ − 1

)
, σ ≡ λ2

cpRv

qs
T 2
s

(4)154

where E (Wm−2) and H (Wm−2) are latent and sensible heat fluxes, respectively, Rn155

(Wm−2) is the net radiative flux, Ts (K) is the soil surface temperature, qs is the sur-156

face specific humidity, Is (Jm−2K−1s−1/2) is the soil thermal inertia, I0 is the “appar-157

ent thermal inertia of the air” (J. Wang & Bras, 2009), λ (2.5×106 Jkg−1) is the latent158

heat of vaporization of liquid water, cp (103 Jkg−1K−1) is the specific heat of the air at159

constant pressure, and Rv (461 Jkg−1K−1) is the gas constant of water vapor. Radia-160

tion fluxes towards the land surface are conventionally defined as positive and the signs161

of Q, E, and H are opposite to those of radiation fluxes.162

Soil surface heat flux G at the bottom of peat layer in Eqs. (1) – (3) is expressed
in terms of Q (Z.-H. Wang & Bou-Zeid, 2012; Yang & Wang, 2014).

G(t) =

∫ t

0

erfc

[
D

2
√
αt(t− τ)

]
dQ(τ) (5)

where D is the depth of the peat layer (m), αt the thermal diffusivity of the bulk peat163

layer material (m2 s−1), and τ = 0 is the same starting time as in Eq. (3).164

3 Study Sites and Field Data165

Soil temperature, soil heat flux, and other meteorological variables were collected166

in 2019 at a moss-lichen tundra site (66°53.652’N, 66°45.881’E) and two larch forest sites167

(66°53.923’N, 66°45.442’E; 66°53.760’N, 66°45.623’E) on the eastern slope of Polar Urals,168

Yamal-Nenets Autonomous District, Russia (Ivanov et al., 2018). The three sites (labeled169

as ‘TR (tundra)’, ‘T (trees)1’, and ‘T (trees)2’) are located in the tundra-forest transi-170

tional zone of the Arctic region at the boundary of discontinuous permafrost region (Obu171

et al., 2019). The mean frost-free period is 94 days and the growing season lasts from172

mid-June to mid-August. The mean annual precipitation is 500-600 mm with about 50%173

in the form of snow and sleet. Moss–lichen tundra with rock outcrops and deciduous shrub174

communities are the dominant land covers. Two ‘Trees’ sites are mountain heath tun-175

dra encroached by the Siberian larch in the past 30 years. The current surface canopy176

cover are 50% (Trees 1) and 30% (Trees 2), 7-8 m average height, and individual trees177

reaching 10 m. Sensors are identical at all sites for measuring 30-min resolution soil tem-178

perature at five depths (6, 20, 40, 70, 100 cm). Surface temperature was measured us-179

ing infrared radiometers (SI-111; Apogee Instruments, Inc., Logan, Utah, USA). Net ra-180

diation and shortwave radiation (single-channel NR Lite2 Net Radiometer and CMP 3181

Pyranometer; Kipp and Zonen, Delft, Netherlands) were measured at 8 m (‘Tundra’) and182

13.5 m (‘Trees’) heights. Soil heat fluxes were measured by soil heat flux plate (HFP01;183

HuksefluxUSA, Inc., Center Moriches, NY, USA) buried at 6 cm depth into mineral soil184

with a peat layer of varying thickness among the different sites: 8 cm at TR, 5 cm at185

T1, and 6 cm at T2. Soil water content and temperature were measured using multivari-186

able time differential reflectometer (TDR) sensors (CS655; Campbell Scientific, Inc., Lo-187

gan, Utah, USA).188
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Table 1: The volumetric ice content profile θi(x) at the three sites with field observations
prior to the thaw period. ‘NA’ for site T1 indicates that ice was not present at the depth
of 100 cm at this site.

Depth (cm)
Sites

T1 T2 TR

6 0.10 0.20 0.33

20 0.15 0.16 0.30

40 0.15 0.20 0.23

70 0.16 0.08 0.25

100 NA 0.13 0.32

The observed thaw depths are identified by the abrupt changes in the time series
of liquid water content and soil temperature (Patterson & Smith, 1981). The process of
active-layer thaw is strongly affected by the ice content (Brown et al., 2000). As in-situ
soil ice content data do not exist, pre-thawing ice content θi(x) (Table 1) is estimated
from the difference of pre- and post-thawing soil liquid water content (Overduin & Kane,
2006). Depth dependence of θi(x) is caused by soil moisture distribution at the onset of
seasonal freezing and it informs water content-dependent model parameters including
thermal diffusivity αs and thermal inertia Is (K. M. Hinkel & Nicholas, 1995; Ochsner
& Baker, 2008). In this analysis, αs is estimated by numerically solving the inverse prob-
lem (e.g. McGaw et al., 1978; Nelson et al., 1985; K. Hinkel et al., 2001) of one-dimensional
heat diffusion equation:

dT

dt
= αs

d2T

dx2
(6)

The time derivative can be approximated as:

dT

dt
=

T j+1
i − T j−1

i

2∆t
(7)

And the space derivative can be approximated as:

d2T

dx2
=

T j−1
i − 2T j

i + T j+1
i

∆x2
(8)

where ∆t and ∆x are time and space resolutions, taken as 1 hour and 0.2 m respectively.189

The inversely estimated diffusivities αs at the three studied sites are summarized in Ta-190

ble 2.191

Table 2: Inversely estimated diffusivities αs at the three field sites.

Period
Sites

T1 (mm2s−1) T2 (mm2s−1) TR (mm2s−1)

∼June 24th 0.94 1.82 1.62

June 24th ∼Aug 9th 0.56 0.85 1.18

Aug 9th ∼ 0.69 0.93 1.20

–6–
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4 Results192

The developed model of thaw depth in Eq. (3) is validated by comparing the mod-193

eled thaw depth and temperature profile with field observations at sites with different194

characteristics of seasonal freeze-thaw cycles.195

4.1 Model Simulations196

Flux G estimated using Eqs. (4) - (5) is in close agreement with the direct mea-197

surements at the study sites (Fig. 1), with the corresponding statistics summarized in198

Table 3. Accurate estimation of G provides reliable input of the proposed model of thaw199

depth. The corresponding soil heat flux estimated under the condition of the Stefan so-200

lution (A8) is also shown in Fig. 1. The Stefan model substantially overestimates G at201

the beginning of thawing and underestimates G in later stages, suggesting a substantial202

bias in the energy budget of the Stefan model. The effect of the energy budget imbal-203

ance on the thaw depth in the classical solution is discussed in detail below.204

Figure 1: The proposed Eqs. (4) - (5) and classical Eq. (A8) modeled G vs. in-situ
hourly observations at the three field study sites.

–7–
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Table 3: Statistics of the modeled (‘Model’) soil heat flux compared to half-hourly ob-
servations (‘OBS’). R2 is the coefficient of determination; RMSE is the root mean square
error.

Sites
Mean
OBS

(Wm−2)

Model
Mean

(Wm−2)
R2 RMSE

(Wm−2)

T1 7.89 7.94 0.80 4.63

T2 10.5 11.9 0.80 6.21

TR 18.50 17.33 0.83 9.68

The modeled thaw depth S(t) at the study sites is shown in Fig. 2. At T1 site, wa-205

ter content at 70 and 100 cm are observed to change almost simultaneously, indicating206

that the soil beyond 70 cm was not fully frozen during the pre-thawing season. It im-207

plies that the maximum depth of freezing at the T1 site is 70 cm. The occurrence of an208

unfrozen layer is possibly due to the isolated talik (Lunardini, 1981), which remained un-209

frozen during the winter season. At the T2 site, thawing starts on June 11th and the ac-210

tive layer thickness is larger than 1 m (the maximum monitoring depth). Thawing starts211

on May 31st and June 3rd at T1 and TR site, respectively.212

Figure 2: A comparison of the observed thaw depth (‘OBS’) with results of the two
classical solution based models (Eq. (A7) and Eq. (A9)), and the proposed model (Eq.
(3)) with non-gradient modeled ground heat flux (indicated as ‘w/ mol G’) and observed
ground heat flux (‘w/obs G’) at the field study sites. The soil parameters remain un-
changed below 1 m (the maximum measurement depth): κL = 0.12 W m−1 K−1 in Eq.
(A7) and Ts = 0.39 ◦C the mean observed surface temperature of the thawing season.

Fig. 2 shows that both the observed and simulated thaw depths do not necessar-213

ily follow the square root of time evolution as described by the Stefan solution in Eq.214

(A7). The thawing rates at all sites accelerate during the period from mid-June to early215

–8–
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July, corresponding to the higher soil heat flux during this interval (Fig. 1). The increas-216

ing thawing rates in the middle of thawing season are also likely to be attributed to the217

lower ice content (e.g. Table 1, T2: 40 cm to 70 cm; TR: 20 cm to 40cm).218

This comparison analysis highlights the crucial role of soil surface heat flux in mod-219

eling thaw depth at sub-seasonal time scales. As compared to the Stefan solution based220

models, the proposed model yields better performance with the time-varying soil sur-221

face heat flux input. The proposed model in Eq. (3) simulates S(t) more accurately than222

the classical Stefan solution (A7) and the modified Stefan solution (A9) (Fig. 2). The223

two Stefan solution-based models in Eqs. (A7) and (A9) overestimate the thaw depth224

during the early stage of thawing. The biases of the Stefan solution-based models are225

arguably caused by the biases of ground heat flux input (Fig. 1). The discontinuous sur-226

face temperature boundary condition in the Stefan solution (A7) implies infinite initial227

ground heat flux, leading to the overestimation of thaw depth during the early stage of228

thawing. The steady-state surface temperature during the later stage of thawing leads229

to underestimated ground heat flux and hence the thaw depth. The developed solution230

in Eq. (A9) using a more realistic, time-varying surface temperature boundary condi-231

tion outperforms estimation based on Eq. (A7) with the steady-state boundary condi-232

tion of surface temperature. The modified Stefan solution intrinsically corresponds to233

the imbalanced surface energy budget caused by inaccurate ground heat flux input, i.e.,234

thawing index cannot reflect the ground heat flux which satisfies surface energy budget.235

Figure 3: Modeled and observed S(t) vs. DDT1/2 at the study sites.

Thaw depth S(t) estimated using Eq. (A9) has evident biases as compared to S(t)236

using Eq. (3) and observations (Fig. 2, Fig. 3). The thaw depth is underestimated when237

the thawing index is low. Due to the ‘zero-curtain’ effect (Outcalt et al., 1990), the top238

layer soil temperature remains close to the melting point during the early stage of thaw-239

ing, i.e., ground heat flux is close to zero. The thawing index however is calculated us-240

ing the cumulative air temperature, which implicitly yields a higher ground heat flux than241

what is implied by the nearly isothermal state of the top soil. The estimated constant242

b in Eq. (A9) is arguably partially responsible for the biases of the S(t) solution based243

on the thawing index (K. M. Hinkel & Nicholas, 1995). Specifically, constant b in Eq.244

(A9) is estimated using temporally aggregated dynamics of thaw process, and does not245

represent the real-world effect of temporally and spatially varying ice content and soil246

thermal properties on the thawing rate.247
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4.2 Approximate Analytical Solution of Soil Temperature Profile248

The time series of modeled and observed soil temperature profiles are shown in Fig.249

4a to Fig. 4c. It is noticed that the modeled and observed soil temperature are in good250

agreement with maximum modeling errors less than 3◦C. The soil temperature remain-251

ing at around 0◦C suggests that the thawing front has not yet reached the correspond-252

ing depth. It is noticed that the observed soil temperature profile remains at 0◦C, sup-253

porting the assumption of isothermal temperature profile before thawing starts. Mean-254

while, the observed soil temperature at the T2 site started to increase on Jun 13th, be-255

fore thawing front reaches 20 cm on Jun 24th (Fig. 4b), which is inconsistent with the256

volumetric water content measurement. This discrepancy is likely caused by the verti-257

cal flow of liquid water creating additional advective heat source which is not accounted258

in the proposed model. That explains the under-estimated soil temperature during the259

first 20 days. Relatively large modeling error for T1 site occurs after thawing front has260

reached 70 cm on July 5th (Fig. 4a) due to the presence of talik, implying that the ther-261

mal energy reaching the thaw front led to changing soil temperature instead of water phase262

change. Thus, Eq. (3) does not hold when talik appears due to the fact that no more263

energy needed for phase change at thawing front. For T2 and TR sites, no talik was de-264

tected during the observation period. The modeling error is primarily observed after the265

thaw depth exceeds the maximum measurement depth. Beyond the point, the soil prop-266

erties are assumed to be the same as properties at the maximum measurement depth and267

remain to be constant, regardless of the actual depth, which does not accurately reflect268

the real conditions.269
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(a) A comparison of modeled and observed hourly soil temperature at T1 site.

Soil depth is indicated in the subplot titles.

(b) A comparison of modeled and observed hourly soil temperature series at

T2 site.
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(c) A comparison of modeled and observed hourly soil temperature at TR

site.

Figure 4: Comparison of modeled and observed soil temperature

A summary of statistical comparison between the observed and modeled soil tem-270

perature time series is shown in Table 4. The proposed model effectively estimates soil271

temperature profile with R2 higher than 0.68 (mostly higher than 0.9) and RMSE ≤ 1.73272

◦C (mostly lower than 1 ◦C). As compared to the observed ground heat flux G, the mod-273

eled G is shown to yield better performance in estimating soil temperature profile. That274

is caused by the fact that measurement of heat flux plate could be influenced by vari-275

ous factors such as and soil topography. And the non-gradient model has been proven276

to be able to effectively reflect the surface energy budget with more reliable measure-277

ments (El Sharif et al., 2019).278
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Table 4: The coefficient of determination (R2) and root mean square error (RMSE) of
modeled hourly soil temperature series. ‘w/ Obs G’ are calculated by using soil heat flux
observed in Eq. (3); ‘w/ Mol G’ are calculated by using soil heat flux modeled by using
Eq. (3). ‘NA’ for T1 site indicates that ice was not present at the depth of 100 cm at T1
site.

Site
Depth

T1 T2 TR
R2 RMSE (◦C) R2 RMSE (◦C) R2 RMSE (◦C)

6cm
w/ Obs G 0.87 1.50 0.88 1.25 0.90 1.36
w/ Mol G 0.92 1.32 0.97 1.08 0.97 1.73

20cm
w/ Obs G 0.96 0.50 0.90 1.44 0.95 1.01
w/ Mol G 0.96 0.61 0.94 1.20 0.99 0.92

40cm
w/ Obs G 0.94 0.35 0.78 0.93 0.95 0.70
w/ Mol G 0.94 0.44 0.96 0.87 0.98 1.23

70cm
w/ Obs G 0.88 0.34 0.82 0.99 0.96 0.44
w/ Mol G 0.97 0.08 0.95 1.13 0.99 1.02

100cm
w/ Obs G

NA
0.74 0.68 0.98 1.03

w/ Mol G 0.68 0.82 0.99 0.31

5 Conclusions279

The proposed physically based analytical model in Eq. (3) is able to simulate the280

sub-seasonal active layer thaw depth driven by temporally changing ground heat flux.281

Due to the high nonlinearity caused by the thawing front as a moving boundary, a su-282

perimposed temperature correction term is applied in the energy conservation equation283

and to keep the thawing front soil temperature at melting point. As compared to the284

Stefan solution based models, whose input is air temperature and since they cannot fully285

reflect soil energy budget, the proposed model with ground heat flux as input leads to286

more accurate simulation of thaw depth. When in situ observed ground heat flux is not287

available, non-gradient models such as the one in Eq. (4) can yield reasonable estima-288

tion of the soil surface energy budget and thus G. Such a derived ground heat flux is shown289

to have lower estimation errors than the sampling errors of direct measurements of ground290

heat flux. The approximate analytical solution of soil temperature profile is in close agree-291

ment with in-situ observations, which is superior to the Stefan solution based models.292

These findings justify an application of the proposed models for the simulation of thaw293

depth at the regional scales – a topic of follow-up studies.294

Appendix A Two-phase Stefan problem, Neumann similarity solu-295

tion, and modified Stefan solution296

The classical Neumann solution of the two-phase Stefan problem for the process297

of thaw can be represented by the heat conduction equation for a one-dimensional semi-298

infinite medium (e.g. water) with a moving thawing front S(t) (e.g. Alexiades, 1992),299

∂T (x, t)

∂t
= αL

∂2T (x, t)

∂x2
, 0 ≤ x ≤ S(t)

T (x, t) = Tm, S(t) ≤ x < ∞, t ≥ 0
(A1)300

where S(t) is the thaw depth, T (x, t) is the temperature profile at time t, x is the loca-301

tion coordinate with the surface at x = 0, Tm (0◦C) is the thawing temperature, and302

–13–



manuscript submitted to JGR: Atmospheres

αL is the thermal diffusivity (m2s−1) of liquid medium subject to the initial and bound-303

ary conditions304

T (x, 0) = Tm

T (0, t) = Ts > Tm, t > 0
(A2)305

where Ts is the surface temperature, which is assumed to be constant. The Stefan con-306

dition at the moving boundary, which states that the rate of energy arriving at the front307

by heat conduction is equal to the rate of heat absorbed by the ice in the soil as its heat308

of melting, is represented by309

ρsλf
dS(t)

dt
= −κL

∂T (S(t), t)

∂x
S(0) = 0

(A3)310

where κL is the thermal conductivity of liquid medium, ρs is the density of solid medium,311

and λf is the latent heat of fusion. The Neumann similarity solution is given as312

T (x, t) = Ts − (Ts − Tm)
erf

(
x

2
√
αLt

)
erf(γ)

S(t) = 2γ
√
αLt

(A4)313

where erf is the error function and γ is the solution of the transcendental equation:314

exp(−γ2)

erf(γ)
=

√
πγ

λf

CL(Ts − Tm)
(A5)315

where CL is the heat capacity of the liquid medium. For small γ, Eq. (A5) reduces to316

(e.g. Lunardini, 1981),317

γ =

√
CL(Ts − Tm)

2λf

(A6)318

leading to the “Stefan solution”,319

S(t) =

√
2κL(Ts − Tm)

λfρs
t (A7)320

The corresponding ground heat flux is expressed as,321

G =
k(Ts − Tm)
√
παLerf(γ)

1√
t

(A8)322

A modified Stefan solution of thaw depth is expressed in terms of DDT (◦C day), the323

cumulative number of degree-days above zero degree Celsius since the onset of thawing324

(K. M. Hinkel & Nicholas, 1995),325

S(t) = b
√
DDT ≡ b

√∫ t

0

[Ts(τ)− Tm] dτ, Ts > Tm (A9)326

where b (m◦C−1/2day−1/2) is assumed to be a constant fitting parameter, calculated from327

the best-fit line to the observations.328

Appendix B Derivation of Eq.(3)329

Based on Eq. 2, T (S(t), t) can be expressed as:330

T (S(t), t) = T0 +
1

Is
√
π

∫ t

0

exp

(
− S2

4αs(t− τ)

)
G(τ)√
t− τ

dτ (B1)331
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T (S(t)) is then considered as the temperature correction term to keep thawing front tem-332

perature remain at melting point. Applying the temperature correction term in the en-333

ergy conservation equation Eq. (1) leads to334 ∫ t

0

G(τ)dτ =

∫ S(t)

0

Cs

[
1

Is
√
π

[∫ t

0

exp

(
− x2

4αs(t− τ)

)
G(τ)√
t− τ

dτ −
∫ t

0

exp

(
− S2

4αs(t− τ)

)
G(τ)√
t− τ

dτ

]]
dx

+ λfρi

∫ S(t)

0

θi(x)dx

(B2)335

As Is = Cs
√
αs, Eq. (B2) can be expressed as336 ∫ t

0

G(τ)dτ =

∫ S(t)

0

[
1

√
αsπ

[∫ t

0

exp

(
− x2

4αs(t− τ)

)
G(τ)√
t− τ

dτ

]]
dx+ λfρi

∫ S

0

(t)θidx

−
∫ S(t)

0

[
1

√
αsπ

[∫ t

0

exp

(
− S2

4αs(t− τ)

)
G(τ)√
t− τ

dτ

]]
dx

(B3)337

Eq. (B3) can be simplified by moving the first term on the right hand side to left hand338

side339 ∫ t

0

erfc

(
S

2
√
αs(t− τ)

)
G(τ)dτ =λfρi

∫ S(t)

0

θi(x)dx

−
∫ S(t)

0

[
1

√
αsπ

[∫ t

0

exp

(
− S2

4αs(t− τ)

)
G(τ)√
(t− τ)

dτ

]]
dx

(B4)340

The second term on the right hand side in Eq. (B4) can be simplified through interchange341

of the order of integration and we can finally get the expression for the proposed model342 ∫ t

0

G(τ)

[
erfc

(
S(τ)

2
√
αs(t− τ)

)
+

S(τ)√
αsπ(t− τ)

exp

(
− S2(τ)

4αs(t− τ)

)]
dτ = λfρi

∫ S(t)

0

θi(x)dx

(B5)343

Eq. (B5) is the proposed equation. It is an implicit nonlinear integral equation that must344

be solved numerically.345
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