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Abstract

The diurnal cycle is often poorly reproduced in global climate model (GCM) simulations, particularly in terms of rainfall

frequency and amplitude. While improvements in the regional climate model (RCM) with bias-corrected boundaries have been

reported in previous studies, they assumed that diurnal patterns are simulated correctly by the GCM, potentially leading to

inaccuracies in the maximum rainfall timing and magnitude within the RCM domain. Here we provide the first examination

of improvements to the diurnal cycle, within a RCM domain, achieved through the use of sophisticated bias-corrected lateral

and lower boundary conditions. Results show that the RCMs with bias-corrected boundaries generally present improvement

in capturing both rainfall timing and magnitude, particularly in northern Australia, where a strong diurnal pattern in rainfall

is prevalent. We show that correcting systematic sub-daily multivariate bias in RCM boundaries improves the diurnal rainfall

cycle, which is particularly important in regions where short-term intense precipitation occurs.
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Key points 13 

• RCM with uncorrected boundaries poorly represented 3-hourly precipitation with only 14 
20 ~ 30% agreements compared to observations. 15 

• Sub-daily bias correction of RCM lateral boundaries improves the sub-daily 16 
representation of fields entering the RCM domain. 17 

• Sub-daily multivariate bias correction on the boundaries resulted in additional 18 
improvements, especially in northern Australia.  19 
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Abstract 20 

The diurnal cycle is often poorly reproduced in global climate model (GCM) 21 
simulations, particularly in terms of rainfall frequency and amplitude. While improvements in 22 
the regional climate model (RCM) with bias-corrected boundaries have been reported in 23 

previous studies, they assumed that diurnal patterns are simulated correctly by the GCM, 24 
potentially leading to inaccuracies in the maximum rainfall timing and magnitude within the 25 
RCM domain. Here we provide the first examination of improvements to the diurnal cycle, 26 
within a RCM domain, achieved through the use of sophisticated bias-corrected lateral and 27 
lower boundary conditions. Results show that the RCMs with bias-corrected boundaries 28 

generally present improvement in capturing both rainfall timing and magnitude, particularly in 29 
northern Australia, where a strong diurnal pattern in rainfall is prevalent. We show that 30 
correcting systematic sub-daily multivariate bias in RCM boundaries improves the diurnal 31 
rainfall cycle, which is particularly important in regions where short-term intense precipitation 32 

occurs. 33 

Plain language summary 34 

Global climate models have limitations in simulating precipitation characteristics at sub-daily 35 

time scales, leading to significant bias in capturing rainfall timing and magnitude in regional 36 
climate model simulations that use global climate model data as input. Previous studies have 37 
applied various bias correction approaches to the boundary conditions of regional climate 38 
models, but they often assume that global climate model sub-daily rainfall patterns are 39 

simulated correctly, leading to a significant bias in maximum rainfall timing and magnitude 40 
within the domain. This study investigates the consequences of multivariate sub-daily bias 41 

correction on the boundary conditions in order to evaluate the model performance for short-42 
term precipitation events. The results show that regional climate models with bias-corrected 43 
boundary conditions exhibit improvement across Australia, especially in northern Australia, 44 

which regularly experiences intense sub-daily rainfall. 45 
  46 
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1. Introduction 47 

Predicting short-term precipitation events and their possible change into the future is of 48 
significant interest to water resource managers and stakeholders for evaluating the frequency 49 
of extreme precipitation and convective storms. Although Global Climate Models (GCMs) are 50 

capable of capturing precipitation patterns at daily or longer time scales (Westra et al., 2014), 51 
their ability to represent changes in sub-daily precipitation is questionable due to the errors 52 
introduced by the deficiencies with regard to their discretization in time (Dai (2006); Rosa and 53 
Collins (2013)) and space (Lee et al. (2007); Wang et al. (2007)). In terms of the diurnal cycle, 54 
GCM simulations generally have poorly reproduced rainfall frequency and the amplitude 55 

(Stephens et al., 2010). This is due to multiple factors including the limitations of the 56 
convective scheme that can make the models produce moist convection several hours early, 57 
and can be dependent on the horizontal model grid spacing (Wang et al. (2007); Wang et al. 58 
(2011)). 59 

Recent studies have used Regional Climate Models (RCMs), forced with GCM datasets 60 
through the input boundary conditions, to overcome some of the deficiencies noted above. 61 
These simulations show evidence that higher-resolution climate models can offer improvement 62 

at finer time scales especially when correct boundary inputs are used (Maraun et al., 2010). 63 
Evans and Westra (2012) showed that a RCM with a 10 km resolution has capable of 64 
reproducing the diurnal variability of rainfall occurrences, which is consistent with results from 65 
other studies (Gutowski et al. (2003); Yamada et al. (2012); Prein et al. (2013)). 66 

Although the GCM-driven RCM simulations generally show similar diurnal variation 67 
to that of the observation in the mentioned studies, it, unfortunately, suffers from inherent 68 

limitations of the input boundary conditions driven by the GCM dataset, which contain 69 
systematic biases (Kim et al., 2020). These improper boundary conditions introduce bias in 70 
time and space that can be propagated into RCM outputs (Kim et al., 2021).  71 

To overcome the scale gap and to reduce systematic bias, bias correction approaches 72 
have routinely been applied to the boundary conditions. Different techniques are in use for 73 

impact assessment, ranging from simple climatological correction (Xu and Yang (2012); 74 
Bruyere et al. (2014)) to a sophisticated method, potentially extended to temporal persistence 75 

and inter-variable relationships (Rocheta et al. (2017); Kim et al. (2020); Kim et al. (2023b)).  76 

Rocheta et al. (2017) showed that more complex bias correction techniques generally 77 
produced a better representation of the rainfall pattern, and correcting the sea surface 78 
temperature plays a crucial role in improving the simulation of rainfall. Investigation into 79 

extremes using several univariate bias corrections was also addressed by Kim et al. (2020). 80 
They found that RCM simulation with a complex method better represents the seasonal 81 
extremes than the simple methods.  82 

Previous work highlights the need for physical consistency, including inter-variable 83 

relationships, in the boundary conditions for regional climate models (Rocheta et al. (2014); 84 
Kim et al. (2021)). Recently, (Kim et al., 2023b) investigated the RCM with multivariate bias-85 
corrected boundaries because the univariate bias correction techniques can produce physical 86 

inconsistencies among the variables. They showed that the complex bias correction approaches 87 
better present rainfall variability than the univariate bias correction approaches. While some 88 
degradations were shown after the generation of the boundaries, the physical relationships 89 
between the atmospheric variables along the boundaries were preserved inside the domain. 90 
They highlighted that RCM with multivariate bias correction generally better represents 91 

extreme events for three surface variables compared to the RCMs with univariate bias 92 
correction. 93 
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Although improvements in RCM with bias-corrected boundaries have been reported in 94 

previous studies, they corrected bias at daily and longer time scales, assuming that diurnal 95 
patterns are preserved properly inside the domain. This may impact the RCM simulated 96 
maximum rainfall timing and magnitude.  97 

Observational studies that have identified key features of the global diurnal cycle 98 
characteristics note that precipitation typically peaks at mid-afternoon, showing a stronger 99 
diurnal cycle over land than over the ocean (Dai (2006); Watters et al. (2021)). In addition, the 100 
diurnal amplitude is stronger in summer, and the diurnal cycle of precipitation accumulation is 101 
related to its occurrence (Watters et al., 2021).  102 

Therefore, the present study evaluates the RCMs focusing on the simulation of the 103 
diurnal cycle of precipitation for summer (DJF) over Australia using RCMs with corrected 104 
boundary inputs, using the natural resource management (NRM) Super-clusters 105 
(https://www.climatechangeinaustralia.gov.au/en/overview/methodology/nrm-regions/) as the 106 

regions where results are assessed. In all, four RCM simulations which differ based on the 107 
source and bias correction method of their lateral boundary conditions are assessed. 108 

The rest of the paper is as follows. The datasets and methods are described in section 109 

2. Section 3 presents the results, and section 4 provides a discussion and limitations of this 110 
work. Finally, conclusions are described in section 5. 111 

 112 

2. Data and Method 113 

2.1. Models and data 114 

In this study the Australian Community Climate and Earth System Simulator Earth 115 

System Model Version 1.5 (ACCESS-ESM1.5) GCM simulation made available for 116 

contributing to the internationally coordinated Coupled Model Intercomparison Project Phase 117 

6 (CMIP6) (Ziehn et al., 2020) was used. For the RCM simulations, we used the Weather 118 
Research and Forecasting model (WRF) with dynamical core (ARW), version 4.2.1 119 
(Skamarock et al., 2019). The ACCESS-ESM1.5 has a resolution of approximately 1.875°EW 120 

x 1.25°NS with 38 vertical hybrid sigma levels to 40 km from the surface.  121 

The ERA5, the fifth-generation model reanalysis of the global climate from the 122 
European Centre for Medium-range Weather Forecasts (ECMWF) (Hersbach et al., 2020) with 123 
a resolution of 31 km with 37 pressure levels, was treated as an observation for correcting GCM 124 
biases. Here, the ERA5-driven RCM simulation was considered a "perfect" simulation.  125 

The five variables in the RCM lateral boundary conditions (zonal wind u (m/s),  126 

meridional wind v (m/s), specific humidity q (g/kg), temperature T (K)) and lower (sea surface 127 
temperature SST (K)) were corrected towards ERA5. To correct the variables, the ERA5 128 

variables were first regridded using conservative remapping for the specific humidity and 129 
bilinear for the other four variables, toward those of the ACCESS-ESM1.5. The RCM 130 
boundary conditions were built after bias correction, and all other variables remained identical.  131 

The following parameterizations, evaluated in previous studies Evans and McCabe 132 
(2010); Evans et al. (2012)), were used for WRF simulations: Mellor–Yamada–Janjic planetary 133 

boundary (Janjic, 1994); Betts–Miller–Janjic cumulus parameterization scheme (Janjic, 1994); 134 
WRF double-moment 5-class microphysics scheme (Lim and Hong, 2010); Dudhia shortwave 135 
radiation scheme (Dudhia, 1989); Rapid Radiative Transfer Model (RRTM) longwave 136 
radiation (Mlawer et al., 1997) and unified Noah land surface scheme (Tewari et al., 2004). 137 

https://www.climatechangeinaustralia.gov.au/en/overview/methodology/nrm-regions/
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The Australasian Coordinated Regional Climate Downscaling Experiment (CORDEX) 138 

domain (http://www.cordex.org/community/domain-australasiacordex.html) at a resolution of 139 
50 km with 50 vertical levels was used for downscaling.  140 

Here, the model simulations cover 1982 – 2012 (31 years), and the first year was 141 

considered a spin-up period to remove issues related to the equilibrium state for the soil 142 
moisture (Cosgrove et al. (2003); Chen et al. (2007)). The spin-up year was not included in the 143 
subsequent analysis. 144 

 145 

2.2. Bias correction approaches 146 

Two bias correction approaches were applied to the regional climate model boundary 147 
conditions. The first corrected the multivariate relationship among atmospheric variables, such 148 
as specific humidity, temperature, zonal and meridional winds, and surface variable sea surface 149 

temperature toward those of the reanalysis data. The second further corrected the distribution 150 
of these variables using quantile mapping which adjusts the RCM input boundaries at a sub-151 
daily time scale to match the reanalysis data. 152 

 153 

2.2.1. Multivariate bias correction (DMBC) 154 

The daily multivariate recursive bias correction (DMBC) was implemented on a daily 155 
GCM dataset to correct inter-variable relationships among the three-dimensional atmospheric 156 
and surface variables at the RCM input boundaries. This approach aims to correct  157 

climatological statistics as well as the lag0 and lag1 auto- and cross-correlation attributes and 158 
has been used in previous studies (Mehrotra and Sharma (2015), Kim et al. (2023b)). It has 159 

shown improvement in representing mean, variance, persistence, and physical consistency 160 

between the atmospheric variables at multiple time scales. DMBC presented improvement in 161 

the simulation of extreme events compared to the univariate bias corrections and generally 162 
better represented the rainfall characteristics (Kim et al., 2023b). The DMBC was applied with 163 
respect to ERA5 before downscaling over 31 years. 164 

Denoting the standardized daily GCM and observed vectors with zero mean and unit 165 

variance are denoted 𝑍()
𝑔

and 𝑍()
𝑜 , respectively, and using bold capital letters indicate matrices, 166 

a simplified Multivariate first-order AutoRegressive model (MAR1) that forms the basis for 167 
DMBC can be expressed as (Salas, 1980):  168 

𝑍𝑡
𝑜 = 𝐂𝑍𝑡−1

𝑜 + 𝐃ε𝑡  (1𝑎) 169 

and 170 

𝑍𝑡
𝑔

= 𝐄𝑍𝑡−1
𝑔

+ 𝐊ε𝑡, (1𝑏) 171 

where 𝐂  and 𝐃  are the coefficient matrices that contain the lag0 cross-correlations of the 172 

reanalysis data. 𝐄 and 𝐊 are the coefficient matrices of the GCM data. A simplified model used 173 

here considers 𝐂  and 𝐄  as diagonal matrices to avoid many parameters that may cause 174 

estimation errors (Kim et al., 2023b). Eq. (1b) can be simplified for the random vector ε𝑡 as 175 
follows: 176 

ε𝑡 = 𝐊−1[𝑍𝑡
𝑔

− 𝐄�̇�𝑡−1
𝑔

], (2) 177 

where ε𝑡 is a standardized vector after removing the correlation attributes from the GCM data 178 

series. Eq. (2) is then used to obtain a modified �̇�𝑡
𝑔

 that maintains the observed lag0 and lag1 179 

attributes as follows: 180 
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�̇�𝑡
𝑔

= 𝐂�̇�𝑡−1
𝑔

+ 𝐃𝐊−1𝑍𝑡
𝑔

− 𝐃𝐊−1𝐄𝑍𝑡−1
𝑔

. (3) 181 

Adding back the means and standard deviations of observed data provides bias-182 

corrected attributes with appropriate means, standard deviations, lag1 auto-, and lag0 cross-183 
dependence. 184 

Matrices 𝐂 and 𝐄 or 𝐃 and 𝐊 can be derived as follows (Matalas, 1967): 185 

𝐂 ∨  𝐄 = 𝐁1𝐁0
−1 (4𝑎) 186 

and 187 

𝐃𝐃𝑇  ∨  𝐊𝐊𝑇 =  𝐁0 −  𝐁1𝐁0
−1𝐁1

𝑇 , (4𝑏) 188 

where 𝐁0 and 𝐁1 are the lag0 and lag1 cross-correlation matrices, and the elements of 𝐃 and 189 

𝐊 can be found by singular value decomposition of  𝐃𝐃𝑇 and 𝐊𝐊𝑇, respectively. The elements 190 

of 𝐂 or 𝐄, and 𝐃 or 𝐊 of simplified MAR1 corresponding to variables 𝑖 and 𝑗 are defined as: 191 

𝑐𝑖,𝑗  ∨  𝑒𝑖,𝑗 = 𝑏1
𝑖,𝑗

, if 𝑖 = 𝑗

                        = 0,              otherwise
  }  (5𝑎) 192 

and 193 

𝑑𝑖,𝑗  ∨  𝑘𝑖,𝑗 = 𝑏0
𝑖,𝑗

(1 − 𝑏1
𝑖,𝑗

𝑏1
𝑖,𝑗

). (5𝑏) 194 

The elements of  𝐁0 and 𝐁1 corresponding to variables i and j can be derived by the 195 
sets of standardized time series as: 196 

𝑏0
𝑖,𝑗

=
1

𝑁
∑ 𝑧𝑡

𝑖𝑧𝑡
𝑗

𝑁

𝑡=1

, (6𝑎) 197 

and 198 

𝑏1
𝑖,𝑗

=
1

𝑁 − 1
∑ 𝑧𝑡

𝑖𝑧𝑡−1
𝑗

𝑁

𝑡=2

, (6𝑏) 199 

where N is the total number of datasets. 200 

MAR1 can be defined with periodic parameters that are derived for each period 201 
separately. 202 

�̇�𝑦,𝜏
𝑔

= 𝐂𝜏�̇�𝑦,𝜏−1
𝑔

+ 𝐃𝜏𝐊𝜏
−1𝑍𝑦,𝜏

𝑔
− 𝐃𝜏𝐊𝜏

−1𝐄𝜏𝑍𝑦,𝜏−1
𝑔

. (7) 203 

Matrices 𝐂 and 𝐄 or 𝐃 and 𝐊 are as: 204 

 205 

𝐂𝜏 ∨  𝐄𝜏 = 𝐁1,𝜏𝐁0,𝜏−1
−1  (8𝑎) 206 

 207 

and 208 

𝐃𝜏𝐃𝜏
𝑇  ∨  𝐊𝜏𝐊𝜏

𝑇 =  𝐁0,𝜏 −  𝐁1,𝜏𝐁0,𝜏−1
−1 𝐁1,𝜏

𝑇 , (8𝑏) 209 
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where 𝜏 is time internal and 𝑦 is year. 𝑍𝑦,𝜏
𝑔

 indicates the GCM periodic series having a zero 210 

mean and unit variance. The elements of 𝐃 or 𝐊 of simplified periodic MAR1 corresponding 211 

to variables 𝑖 and 𝑗 are defined as: 212 

𝑑𝜏
𝑖,𝑗

 ∨  𝑘𝜏
𝑖,𝑗

= 𝑏0,𝜏
𝑖,𝑗

(1 − 𝑏1,𝜏
𝑖,𝑗

𝑏0,𝜏−1
𝑖,𝑗

𝑏1,𝜏
𝑖,𝑗

). (9) 213 

The outputs were then combined with the nesting approach (Kim et al., 2023b), 214 
indicating the daily GCM data incorporated the effect of bias correction at longer time scales: 215 
month, season, and annual. This means that the bias-corrected GCM values exhibit the same 216 

persistence-related attributes compared to observed values. The bias-corrected variables at 217 
multiple time scales can be employed as a form of the weighting factor for the raw daily GCM 218 
data (Srikanthan and Pegram (2009)): 219 

�̇�𝑑
𝑔

=  (
�̇�𝑑,𝑚,𝑠,𝑦

𝑔

𝑋𝑑,𝑚,𝑠,𝑦
𝑔 ) × (

�̇�𝑚,𝑠,𝑦
𝑔

𝑋𝑚,𝑠,𝑦
𝑔 ) × (

�̇�𝑠,𝑦
𝑔

𝑋𝑠,𝑦
𝑔 ) × (

�̇�𝑦
𝑔

𝑋𝑦
𝑔) × 𝑋𝑑

𝑔
, (10) 220 

where �̇�𝑑
𝑔

 is the bias-corrected daily value and 𝑋𝑑
𝑔

 is the original daily value. Subscript d, m, s, 221 

y indicate day, month, season, and year, respectively. 𝑋𝑚,𝑠,𝑦 , 𝑋𝑚,𝑠,𝑦 , 𝑋𝑠,𝑦 , 𝑋𝑦  indicate the 222 

aggregated values from daily to monthly, seasonal, and yearly, respectively. 223 
 224 

2.2.2. Sub-daily multivariate bias correction (SDMBC)  225 

Bias at the sub-daily time scale, if present beyond what is corrected at the daily level 226 
using DMBC, is addressed by correcting the entire frequency distribution of the variables at a 227 

6-hourly time scale after implementing the multivariate bias correction at a daily time scale 228 
(Figure D). 229 

We first resampled 6-hourly variables to a daily time scale for multivariate bias 230 
correction and calculated sub-daily fractions (SF) to rescale the outputs to a 6-hourly time scale.  231 

The daily corrected variables (�̇�𝑑
𝑔

) were then rescaled to 6 hours using SF, as noted 232 

above. For sub-daily bias correction, quantile-mapped bias-corrected SF was applied to the 233 
daily corrected variables so that the results can reproduce the observed distributional and 234 

dependence attributes – mean, standard deviation, lag1 auto-, and lag0 cross-correlation at 235 
multiple time scales.  236 

Quantile mapping (QM) generally corrects the distribution of modeled data based on 237 
observed data. QM was designed to preserve long-term quantile changes based on the model's 238 

cumulative distribution functions (CDF). The transformation function used in this study can be 239 
defined as follows: 240 

SḞ𝑔 = 𝐹𝑜
−1(𝐹𝑔(SF𝑔)), (11) 241 

where 𝐹𝑔 and 𝐹𝑜 are the CDF of the raw GCM and the reanalysis data, respectively. 𝐹𝑜
−1is the 242 

inverse CDF corresponding to the reanalysis data. SF𝑔  and SḞ𝑔  are the uncorrected and 243 
quantile-mapped corrected sub-daily fractions. Thus, the 6-hourly simulations rescaled using 244 

SF𝑔 and SḞ𝑔 indicate corrections based on DMBC and SDMBC, respectively.  245 

 246 

 247 
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2.3. Performance assessment  248 

Several statistics were used to assess the RCM simulations with uncorrected and bias-249 
corrected boundary conditions. The mean absolute error (MAE) was defined as: 250 

MAE =  
∑ |𝑀𝑛 − 𝑂𝑛|𝐼

𝑛=1

𝐼
(11) 251 

where 𝑀𝑛 and 𝑂𝑛 are the models and observed data at each grid cell, and 𝐼 is the total number 252 
of grid cells, respectively. 253 

The bias in the means between the model and observed data was calculated at each grid 254 
cell for each vertical level and can be represented as: 255 

Bias =
∑ (𝑀𝑛 − 𝑂𝑛)𝐼

𝑛=1

𝐼
. (12) 256 

To determine whether two samples, model simulations and observation, come from 257 

populations with the same distribution, the two sample Kolmogorov-Smirnov (K-S) test was 258 
used. It employs the probability distribution of the quantity L, which is defined as the maximum 259 

absolute difference between the cumulative frequency distributions of the model (𝐹𝑔 ) and 260 

observed (𝐹𝑜) simulations as follows: 261 

𝐿 = max
𝑥

|𝐹𝑔(𝑥) − 𝐹𝑜(𝑥)| . (13) 262 

The null hypothesis is both samples come from a population with the same distribution 263 

and is rejected if the test statistic (𝐿) is greater than the critical value (𝐿𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 𝑐(𝛼)√
𝑛1+𝑛2

𝑛1𝑛2
), 264 

where 𝑛1 and 𝑛2 are the sample sizes of modeled and observation, respectively, or the p-value 265 

is lower than the threshold of 𝛼 (here, 0.05). 266 

 267 

3. Results 268 

In this section, the bias correction approaches, DMBC and SDMBC, were evaluated 269 
along the boundary conditions in comparison to the reanalysis data. The RCM simulations were 270 

then compared to the ERA5-driven RCM simulation, considered the "perfect" boundary 271 
simulations, based on the K-S test across the Australasian CORDEX domain. Furthermore, we 272 
analyzed the magnitude of the range of the diurnal precipitation cycle in northern Australia. 273 

The outermost five grid cells were excluded as the relaxation zone. 274 

The four RCM simulations used here are named RCM(ERA5), RCM(GCM), 275 

RCM(DMBC), and RCM(SDMBC), and indicate that RCM with reanalysis-driven boundary 276 
conditions, RCM with uncorrected GCM boundary conditions, RCM with daily multivariate 277 

bias-corrected boundary conditions, and RCM with sub-daily multivariate bias-corrected 278 
boundary conditions, respectively. 279 

3.1. Is bias correction in RCM lateral boundary conditions at a sub-daily scale 280 
necessary? 281 

We first assess the performance of the two bias correction approaches, DMBC and 282 

SDMBC, along the lateral boundary conditions at a sub-daily time scale. Both approaches 283 
correct inter-variable relationships as well as mean, variance, and persistence attributes at 284 
multiple time scales, which was previously shown to be effective in a study by (Kim et al., 285 
2023b). Figures A1-4 present a scatter plot comparing the uncorrected and bias-corrected 286 
atmospheric variables to the ERA5 datasets at a daily time scale in terms of multivariate 287 
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relationships for all vertical levels over 30 years for each boundary. The results indicate that 288 

both DMBC and SDMBC effectively correct the inter-variable relationship between the three 289 
atmospheric variables, with points tending to cluster along the 45-degree line.  290 

We then evaluate the approaches at a sub-daily time scale (6-hourly) using the K-S test 291 

along the boundaries. Figure 1 presents a pdf for temperature (K) along the western boundary 292 
of each model for four seasons, DJF, MAM, JJA, and SON. The black dotted vertical line 293 
represents the critical value at a p-value of 0.05. If the critical value calculated at a given grid 294 
cell is higher than the black dotted line, it means that the values for that model differ from those 295 
of ERA5. As seen in the figure, SDMBC is generally more similar to ERA5, with more than 296 

76% of values in agreement. DMBC also shows improvement compared to the GCM, with 297 
over 19% of values in agreement, compared to 0.3 to 1.4% for GCM. Although sub-daily 298 
correction was applied to the boundary variables, the results do not match those of ERA5 299 
perfectly. The possible reasons for this are discussed in Section 4. Other variables along the 300 

east, north, and south boundaries are provided in the supplementary material (Figures B1 to 301 
B11).  302 

 303 

Figure 1. PDF of each model for temperature (K) along the western boundary over 30 years 304 

for all vertical levels for each season. SDMBC and DMBC presented here mean the sub-daily- 305 
and daily multivariate bias correction, respectively. The black dotted line indicates a critical 306 
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value calculated using the K-S test at each grid cell. The percentage represents a ratio between 307 

the number of grid cells that agree with ERA5 and the total number of grid cells.  308 

 309 

3.2. Can the diurnal precipitation pattern be improved inside the RCM domain? 310 

This section investigates the model performance using the K-S test inside the RCM 311 
domain at a sub-daily time scale to assess whether the impact of bias correction can be 312 
preserved. Figure 2 shows the percentage of grid cells showing agreement between the models 313 
and ERA5-driven RCM simulation for precipitation over the Australasian CORDEX domain 314 
at a 3-hourly time scale over 30 years for four seasons, DJF, MAM, JJA, and SON. The results 315 

show that RCMs with bias-corrected boundary conditions better represent the 3-hourly 316 
precipitation than RCM(GCM). RCM(GCM) produces relatively low agreement, ranging from 317 

20% to 30% over the domain. This implies that bias corrections need to be used before 318 
downscaling to simulate diurnal patterns appropriately. In contrast, RCM(DMBC) and 319 
RCM(SDMBC) improve the percentage, ranging from 50% to 70%. From the result, we see 320 
that RCM(SDMBC) generally presents similar performance when compared to RCM(DMBC) 321 
in all seasons, suggesting that the impact of correcting the sub-daily distribution is relatively 322 

small compared to the impact of bias correcting daily and longer timescales. Of interest here is 323 

whether this similarity is consistent across regions and seasons, or becomes more enhanced in 324 
seasons and areas where the diurnal cycle is significant. 325 

 326 

Figure 2. The percentage of agreement based on the K-S test for precipitation of each model 327 

compared to RCM(ERA5) for four seasons, DJF, MAM, JJA, and SON, at a 3-hourly time 328 
scale over 30 years across the Australasian CORDEX domain. The models, GCM, DMBC, and 329 
SDMBC, presented here indicate that RCM(GCM), RCM(DMBC), and RCM(SDMBC). 330 

 331 

3.3. Can the timing of the maximum and the range of diurnal precipitation be better 332 
represented? 333 

Precipitation typically peaks at mid-afternoon, showing a stronger diurnal cycle over 334 
land. However, the GCM simulations often poorly reproduce the diurnal rainfall frequency and 335 
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amplitude. This suggests that RCM simulations using boundary conditions generated from 336 

GCM datasets may have a bias in the simulation of precipitation at a sub-daily scale. Here we 337 
examine whether explicitly correcting this diurnal bias at the boundary improves the RCM 338 
simulation within its domain. Figure 3 shows the mean absolute error of maximum 3-hourly 339 

precipitation timing and magnitude of the diurnal range (hereafter magnitude range) of 3-340 
hourly precipitation (maximum minus minimum in a day) averaged over 30 years across the 341 
regions. The results show that RCMs with bias-corrected boundaries perform similarly in the 342 
simulation of maximum precipitation timing. Although bias still can be seen even after 343 
correcting bias in the boundaries, the results show the effectiveness of bias correction for the 344 

diurnal precipitation cycle. RCM(DMBC) and RCM(SDMBC) generally show lower bias than 345 
RCM(GCM) except for maximum timing averaged over all seasons in northern Australia. 346 
RCM(SDMBC) better represents the magnitude range of the diurnal precipitation cycle 347 
compared to other models, showing the lowest bias, particularly in northern Australia. From 348 

the map presented in Figure C, RCM(SDMBC) produces bias close to zero, particularly in the 349 
northeast regions. 350 

 351 

352 
Figure 3. The MAE of maximum timing and magnitude range of 3-hourly precipitation in a 353 

day over 30 years for all seasons and DJF across Australia (first row) and northern Australia 354 
(second row), following the natural resource management (NRM) Super-clusters. The models, 355 

GCM, DMBC, and SDMBC indicate that RCM(GCM), RCM(DMBC), and RCM(SDMBC), 356 
respectively.  357 

 358 

4. Discussion and Conclusions 359 

Global climate models (GCMs) often exhibit limitations in simulating sub-daily 360 
precipitation, in part due to errors introduced by the deficiencies of the convection scheme, 361 

leading to producing moist convection several hours earlier than the observations. While some 362 
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improvements in reproducing the diurnal variability of rainfall occurrences using the regional 363 

climate models (RCMs) have been noted in previous studies, their application is hindered by 364 
systematic biases inherent in the GCM data (Kim et al., 2023a). Although various mathematical 365 
approaches have been applied to the RCM boundary conditions, no study has yet been 366 

conducted to address the sub-daily correction, which is important for accurately predicting the 367 
maximum sub-daily rainfall timing and magnitude.  368 

With this in mind, we conducted the first ever study of how well more sophisticated 369 
alternatives for correcting systematic bias at the sub-daily time scale on RCM boundary 370 
conditions improves the diurnal precipitation patterns within the domain, particularly in 371 

northern Australia, where intense sub-daily rainfall is often present (Guerreiro et al. (2018); 372 
Minobe et al. (2020)). 373 

We find that sub-daily bias correction of the lateral boundary conditions is effective at 374 
improving the sub-daily representation of the RCM input variables. We also find that RCMs 375 

with bias-corrected boundary conditions improved the simulation of sub-daily precipitation, 376 
and the findings can be summarized as follows.  377 

RCM with uncorrected boundary conditions, RCM(GCM), represented a significant 378 

bias in simulating 3-hourly precipitation across the Australasian CORDEX domain, with only 379 
0.3 ~ 1.4% agreement for temperature according to the K-S test compared to the ERA5-driven 380 
RCM outputs. This indicates that systematic bias introduced by the GCM datasets through the 381 
input boundary conditions was not sufficiently reduced in the relaxation zone (five grid cells 382 

from the outermost zones of each boundary), causing a significant bias in simulating sub-daily 383 
precipitation within the domain. In contrast, the RCMs with bias-corrected boundary 384 

conditions, RCM(DMBC) and RCM(SDMBC), showed improvement with 19.9 ~ 46.8% and 385 
76.6 ~ 84% agreement with the ERA5-driven RCM outputs, respectively. Despite the fact that 386 
biases related to short-term precipitation were reduced, there are still discrepancies between 387 

the models and the ERA5-driven RCM outputs. Further investigation is necessary to enhance 388 
the model's ability to simulate the diurnal precipitation cycle.  389 

RCM(DMBC) and RCM(SDMBC) showed generally similar performance over the 390 
domain, despite the latter being further corrected using sub-daily quantile mapping along the 391 

boundaries. This similarity indicates that most of the bias exists at daily and longer time scales 392 
and is corrected without consideration of the sub-daily biases. Also contributing to this 393 
similarity is the tendency for the relaxation zone to moderate the corrections made to the 394 
boundary conditions (Rocheta et al., 2020). Since the additional sub-daily correction is often 395 

quite small it may not survive through the relaxation zone. The end result is that SDMBC often 396 
only provides a relatively small improvement over DMBC.  397 

With regard to the model simulation for the precipitation maximum timing and 398 
magnitude, the RCM(DMBC) showed improvement compared to RCM(GCM), but the 399 

RCM(SDMBC) generally showed further improvement exhibiting the lowest bias for 400 
magnitude range. An interesting finding from the results was that RCM(GCM) showed a 401 
relatively low bias in simulating the maximum precipitation timing, even during high rainfall 402 

season (DJF). This aligns with a previous study that found that most RCMs tend to present 403 
more accurate diurnal range simulations during DJF-SON (Di Virgilio et al., 2019). This 404 
implies that the state-of-the-art GCM simulation used in this study may have the ability to 405 
capture the diurnal nature of monsoon rainfall such as that present in Northern Australia.    406 

The results demonstrate that sub-daily correction on the boundary conditions can 407 

improve sub-daily precipitation patterns and generally showed better performance, especially 408 
in northern Australia, which experiences a strong diurnal cycle in precipitation.  409 
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Although sub-daily correction using quantile mapping was applied to the boundary 410 

conditions, the distributions of the bias-corrected variables were not perfectly aligned with the 411 
reanalysis data (as shown in Figure 1). This suggests that the multivariate bias correction may 412 
undermine the effects of sub-daily correction, as the daily bias-corrected variables are 413 

converted into 6-hourly variables using a fraction factor determined by quantile mapping prior 414 
to multivariate bias correction. Moreover, while sub-daily multivariate bias correction showed 415 
notable improvement in the lateral boundary conditions, its impact on the diurnal precipitation 416 
cycle was reduced far from the boundaries, indicating that the RCM plays a significant role in 417 
driving the output variables. Despite these factors, sub-daily multivariate bias correction of 418 

RCM lateral boundary conditions consistently produced the best simulated climate within the 419 
RCM domain and should be considered for use within regional climate projection projects like 420 
CORDEX (Evans et al., 2021) or NARCliM (Ji et al., 2022).  421 
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