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Background 
Recent seismology analysis (e.g., ambient noise cross-
correlation, full waveform inversion, distributed acoustic 
sensing, machine learning) necessitates powerful computation 
platforms and file management techniques. Traditional I/O 
systems, data exchange, and data processing workflows meet 
significant challenges to the community when the size of data 
grows to ~TB/PB.  

Data processing workflows have been developed for scalability 
on HPC or cloud platforms, e.g., SPECFEM, PyTorch, and 
SeisNoise.jl. But seismic data formats are not ready as 
hundreds of millions of standard data files (miniSEED, SAC, 
SEG-Y) will overload the file system and dramatically decrease 
job efficiency. HDF5-based ASDF is proposed to settle this 
problem and has been well tested on HPC platform (Krischer 
et al., 2016). 

CloudPyASDF 
Using a HDF5 cloud-optimized read-only library (H5coro), we developed a new 
python module for direct and multi-thread ASDF dataset/attributes accessing from 
AWS S3 bucket to EC2. No local cache file or metadata repository is required 
for file access.

Cloud Platform 
• Flexible data organization on cloud object 

storage within the cloud ecosystem. 
• Scalability of data storing, downloading, and 

processing within the cloud front. 
• Fast and direct access to public storage on the 

cloud, e.g., SCSN, PoroTomo, IRIS PASSCAL. 
• Convenient sharing of data products among the 

community. 

Results 
• Highly consistent reading efficiency 

across all datasets. 
• High overhead in network throughput. 
• 10-30 MB/s trace downloading and 

loading speed. Varies with instances. 
What is more: 
• ASDF is 15% smaller than the local 

mseed archive, with no compressing 
applied. 
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Performance Test 
• ASDF (8.7 GB) on S3 contains 294 stations one-day mseed 

traces (UW.2020.005, 10.1 GB). 
• Traces of 200 stations are iteratively read and loaded into 

memory directly from the cloud through CloudPyASDF. 
• Read with CloudPyASDF, s3cp+h5py and s3fs+h5py, with 

different types of EC2. 

HPC Platform 
• High computing performance (queuing needed). 
• User-organized data on a local file system. 
• Slow network connection, which also limits open 

data access. Complete regional data archive 
generally takes months to build.  

• Inconvenient sharing of data products.

Motivation 
Native HDF5 C library is not optimized for the cloud platform. The way to read HDF5 file is 
different from reading a linearly stored file, as extra reads are required to go through HDF5 
architecture and reach the position of the target dataset: this is fast with a file handle on a local 
file system but is slow on cloud object storage of high latency (Guimarães et al., 2021). The 
full advantage of cloud computing with HDF5 has not been exploited, and a reader designed for 
cloud seismology research is required. 
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