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Key Points:10

• Ice flowing over rough basal topography may spontaneously develop an internal11

shear band on topographic highs.12

• Two competing mechanisms control the energy balance near the bedrock: verti-13

cal advective cooling and internal shear heating.14

• We summarize how basal topography and the rheological power-law exponent in-15

fluence shear band formation in a regime diagram.16
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Abstract17

Ice surface speed increases dramatically from upstream to downstream in many ice streams18

and glaciers. This speed-up is thought to be associated with a transition from internal,19

distributed deformation to highly localized deformation at the ice-bedrock interface. The20

physical processes governing this transition remain unclear. Here, we argue that basal21

topography can give rise to internal shear localization. The power-law rheology expo-22

nent n amplifies the feedback between shear heating and localization, leading to the spon-23

taneous formation of an internal shear band that creates flow separation within the ice.24

We model the thermo-mechanical ice flow over a sinusoidal basal topography by build-25

ing on the high-resolution Stokes solver FastICE v1.0. To capture the interactions be-26

tween ice and rock, we implement an Immersed Boundary Method and use a level-set27

approach to represent the free surface of the ice. We compile a regime diagram summa-28

rizing when a sinusoidal topography with a given amplitude and wavelength lead to shear29

band formation for a given rheology. We compare our model results to borehole mea-30

surements from Greenland and find evidence that supports the existence of a shear band.31

Plain Language Summary32

On its way towards the ocean, ice speeds up dramatically from less than one me-33

ter per year inland to more than a kilometer per year downstream. In this paper, we in-34

vestigate the physical processes controlling this speed-up. More specifically, we focus on35

the role that the bedrock topography underneath the ice and the rheology might play36

to facilitate this transition. We use a two-dimensional numerical model to simulate the37

flow field within a slab of ice flowing down a ramp over a simplified topography. We find38

that including basal topography can lead to a zone of highly localized deformation within39

the ice above topographic highs. We compare our model results to borehole measure-40

ments from Greenland and find evidence that supports the existence of a shear band.41

1 Introduction42

The world’s two largest ice sheets, Antarctica and Greenland, discharge most of43

their ice mass through fast-moving ice stream and mountain glaciers (Joughin et al., 2010;44

Rignot et al., 2011). On its path toward the ocean, ice initially moves at relatively low45

speeds of about one meter per year (Rignot et al., 2011), but then speeds up dramat-46

ically reaching surface speeds more than a kilometer per year in some ice stream and glaciers47

(Rignot et al., 2002; Joughin et al., 2003; Mouginot et al., 2014). The speed-up is thought48

to be associated with a transition from flow through internal, distributed deformation49

to sliding, accommodated by highly localized deformation at the ice-bedrock interface50

(Clarke, 1987; Whillans et al., 1987). This transition from slow flow inland to rapid slid-51

ing in outlets is known as the flow-to-sliding transition.52

One potential explanation for the flow-to-sliding transition is thawing of the bed,53

since ice moving over a temperate bed can slide while ice frozen onto the bed must de-54

form internally. The creep instability could facilitate thawing (Robin, 1955) because de-55

formation is most pronounced in cold ice near the bed, leading to shear weakening and56

intensified deformation until temperature reaches the pressure melting point (Clarke et57

al., 1977; Yuen & Schubert, 1979). However, it remains unclear how viable this expla-58

nation is, as first mentioned in Nye (1971) and later substantiated by Larson (1980) and59

Fowler (2001) who showed that the local conservation of flux implies a reduction in shear-60

ing, translating into less energy release and refreezing. Bueler (2009) identified the ad-61

vection of cold ice to the warm bed as the main impediment for a sudden transition to62

sliding; an argument further developed by Mantelli et al. (2019).63

The work by Bueler (2009) and Mantelli et al. (2019) suggests that the flow-to-sliding64

transition does not happen suddenly, but gradually over an extended distance in the flow65
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direction. What are the physical processes governing this transition and the scale over66

which it occurs? Clues come from borehole measurements (Lüthi et al., 2002; Ryser et67

al., 2014; Harrington et al., 2015; Hills et al., 2017; Doyle et al., 2018; Maier et al., 2019;68

Law et al., 2023) suggest a complex, depth-dependent velocity field in the ice above a69

topographicly variable bed. Many factors may contribute to this variability, including70

the presence of sediments and sediment-freeze-on (Herron et al., 1979; Gow et al., 1979;71

Goodwin, 1993; Carsey et al., 2002), subglacial hydrology (Doyle et al., 2018), seasonal72

cycles (Ryser et al., 2014), paleo history (Lüthi et al., 2002), and variable topography73

(Law et al., 2023). Here, we focus specifically on the role of variable topography as a first74

step towards a more complete understanding.75

The goal of this paper is to understand the impact of topographically uneven hard76

bedrock on ice flow acceleration by quantifying shear localization in the vicinity of the77

bedrock using numerical simulations. Several prior studies have investigated the role of78

topography on the thermo-mechanical deformation of sliding ice (e.g., Gudmundsson,79

1997; Helanow et al., 2020, 2021). Our work complements these existing contributions80

by focusing on flowing ice, prior to the onset of sliding. We hypothesize that the intense81

deformation of cold ice flowing over sufficiently pronounced basal topography can lead82

to the formation of an internal shear band connecting topographic highs that accounts83

for most of the internal deformation within the ice. Similarly to flow separation in slid-84

ing ice (Gudmundsson, 1997), we expect that the conditions for shear band formation85

depend on both the topography imposed and the rheology imposed, most notably the86

degree of non-linearity embedded into the rheology through the power-law exponent n.87

We test our hypothesis through numerical simulations, building on recent advances88

in simulating the thermo-mechanical deformation of ice at high resolution implemented89

in FastICE v1.0 (Räss et al., 2020). We add to the original release of FastICE v1.0 by90

incorporating a free surface and variable basal topography since both are critical for the91

physical process that we aim to understand. We capture the free ice surface using a level-92

set representation (Osher & Sethian, 1988; Sethian & Smereka, 2003) and the basal to-93

pography through an Immersed-Boundary Method (Peskin, 1972, 2002). The deforma-94

tion of ice depends sensitively on ice rheology, because different rheology formulations95

can imply orders of magnitude differences in the response of ice deformation to stresses.96

To gain insights into the influence of rheology on shear band formation, specifically the97

rheological power-law exponent n, we also consider different values of exponent from n =98

1 to n = 4.99

Recently, Law et al. (2023) provides compelling evidence for complex, depth-dependent100

ice motion for three glaciers in Greenland, Sermeq Kujalleq/Store Glacier and Isunnguata101

Sermia Glacier, consistent with the idea of flow separation by Gudmundsson (1997). By102

linking field observations and numerical simulations, Law et al. (2023) show that both103

the vertical extent of temperate ice near the bed and the portion of deformation accom-104

modated by basal slip varies significantly at the field-site scale and call for an improved105

parametrization of this variability in ice-sheet models. They also show that mostly used106

bedrock topography such as BedMachine (Morlighem et al., 2017) is too coarse and smooth.107

Thus using geostatistically more accurate realisation of bedrock topography results in108

rougher bedrock and enhanced shear localization. Deriving an improved parameteriza-109

tion requires an improved understanding of the physical processes governing the observed110

complexities in depth-dependent ice motion. We intentionally focus on an idealized si-111

nusoidal topography to advance this process-based understanding. We synthesize our sim-112

ulation results into a regime diagram that summarizes how the formation of an inter-113

nal shear band depends on both the amplitude and wavelength of the underlying topog-114

raphy and on the assumed ice rheology.115
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Figure 1. Model geometry of ice sheet flowing over rough hard bedrock. (a) The general case

of a slab of ice flowing over rough hard bedrock in three-dimensions with a free surface. (b) The

two-dimensonal model setup with a sinusoidal basal topography and a free surface.

2 Methods116

To approximate the thermo-mechanical deformation within a slab of ice flowing over117

a rough hard bedrock in the downstream direction x (Figure 1, a), we neglect variabil-118

ity in the transverse direction y. This choice reduces our modeling domain to a two-dimensional,119

along-flow cut through the three-dimensional ice slab along the thick black line (Figure120

1, a). The depth direction z is oriented vertically upwards from the bedrock. The ori-121

gin of the axes (x = 0, z = 0) locates at the bedrock of the flow inlet. The size of the122

model domain is (0, L) × (0, H), and it is tilted at an angle α. To represent basal to-123

pography, we adopt an idealized sinusoidal contour z = A sin (kx) with an amplitude124

A and a wavenumber k. We include a thin layer of low-viscosity phase on top of the ice125

to mimic the presence of air, which allows ice thickness to change spatially and tempo-126

rally.127

We capture the depth-dependent thermo-mechanical ice deformation implement-128

ing an incompressible viscous Stokes solver using the time-dependent implicit pseudo-129

transient methods and the finite difference discretization (Räss et al., 2020; Räss et al.,130

2022). To prescribe the basal ice-bedrock boundary condition, we implement the Immersed131

Boundary Method, a fictitious domain method that allows to treat fluid and structural132

domains separately (Peskin, 1972, 2002). To incorporate the free surface boundary con-133

dition, we use the level-set Methods, an implicit description for moving fronts further134

advected with the local fluid velocity (Sethian & Smereka, 2003; Osher et al., 2004). The135

implementations of ice-bedrock and ice-air boundary condition are discussed in Section136

2.2.137

2.1 Thermo-mechanical Model138

We describe ice as an incompressible, non-linear, viscous fluid with a temperature-139

dependent rheology. The momentum equations are140

∂τij
∂xj

− ∂p

∂xi
+ Fi = 0, τij = 2ηϵ̇ij , (1)141

where Fi = ρg(sinα, cosα) is the gravitational body force at a tilted angle α, p is isotropic142

pressure, τij is the deviatoric stress tensor, ϵ̇ij is the shear strain rate tensor, and η is143

the ice viscosity. Reducing the model to two dimensions implies that all components in144

the transverse direction y are zero. The only non-zero shear strain rate and shear stress145

are ϵ̇zx and τzx, respectively.146
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Ice flows into the domain from the left boundary over an undeforming hard bedrock,147

and exits at the right boundary. We calculate the analytical inflow field by solving the148

momentum balance along the flow at steady state149

η(z)
∂u

∂z
= ρg(H − z) sinα, η(z) = ηb + (ηs − ηb)

z

H
, (2)150

where we assume a linear viscosity profile between the viscosity at the bed, ηb, and the151

viscosity at the surface, ηs. Integrating equation (2), we have the analytical inflow ve-152

locity153

uinlet =
ρg sinα

K2
[ηb log (ηb +Kz) +KH log (ηb +Kz)−Kz] + C, (3)154

where K = (ηs − ηb)/H, and C is the integration constant such that the velocity at155

bed is zero. When viscosity is constant throughout the domain, ηs = ηb = η0, the an-156

alytical inflow velocity simplifies to a parabolic velocity profile uinlet = ρ sinα/η0(Hz−157

0.5z2).158

At the outlet, we adapt the outflow boundary condition from Orlanski (1976)159

∂u

∂t
+ U

∂u

∂x
= 0, (4)160

where U is the propagation velocity. Following the approach by Kreiss (1968), we esti-161

mate it numerically by calculating the propagation velocity between neighboring grid points162

U = ∆x/∆t, where ∆x and ∆t are the spatial and temporal grid sizes, respectively.163

The extrapolated velocity at the outlet boundary is then164

unt
nx

= 2u
nt−1

nx−1 − u
nt−2

nx−2, (5)165

where nx is the boundary point and nt is the current time step.166

At the ice surface, we assume that the atmospheric pressure is negligible relative167

to the pressure in the ice column, implying a stress-free surface168

σijnj = 0. (6)169

where nj is the normal vector to the ice surface, σij is the Cauchy stress tensor, obtained170

by combining the isotropic pressure p and the deviatoric stress τij . In addition, we im-171

pose a constant atmospheric temperature at ice surface Ts = −26oC.172

At the ice-bedrock interface, we assume ice is frozen to bed and impose a no-slip173

boundary condition. We implement this boundary condition using the Immersed Bound-174

ary Methods. In addition, we impose a constant geothermal heat flux of 0.05W/m
2
(Wright175

et al., 2012; Shapiro & Ritzwoller, 2004; Maule et al., 2005). The details are discussed176

in Section 2.2.177

The thermal model takes into account the effects of diffusion, advection, shear heat-178

ing, and melt water weakening. We curtail the temperature at Tm = −0.1 oC and es-179

timate the melt rate with the latent heat. The energy equation is given by180

ρcp

(
∂T

∂t
+ ui

∂T

∂xi

)
=

∂

∂xi

(
κ
∂T

∂xi

)
+ 2τE ϵ̇E − Lṁ, (7)181

where cp is the specific heat of ice, κ is the thermal conductivity, τE and ϵ̇E are effec-182

tive shear stress and effective shear strain rate, respectively. The term 2τE ϵ̇E represents183

shear heating, Lṁ captures the energy required for melting where L = 0.366×106J/kg184

is the latent heat, and ṁ is the generated melt water flux.185

In the temperate zone where temperature is around the melting point, as defined186

by the logistic function187

f(T − Tm) = 1− tanh (−0.5(T − Tm)) , (8)188
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we assume that the shear heating 2τE ϵ̇E is absorbed for the phase change from ice to189

water (Suckale et al., 2014; Räss et al., 2020). The temperature in the temperate zone190

can hence not exceed the pressure melting point, leading to the simplified energy equa-191

tion192

ρcp

(
∂T

∂t
+ ui

∂T

∂xi

)
=

∂

∂xi

(
κ
∂T

∂xi

)
+ 2τE ϵ̇Ef(T − Tm). (9)193

The logistic function (8) serves as an indicator of how close the ice temperature is to the194

melting point Tm. When the temperature has reached the melting point, i.e., f(T−Tm) =195

0, all shear heating is absorbed to for the phase change from ice to water, and no net heat196

source is added to energy equation.197

The time dependence of the problem comes from the free surface evolution and from198

the energy equation because the shear heating, diffusion and advection terms are tran-199

sient. At each physical time step, we use the pseudo-transient method (Räss et al., 2022)200

to solve the system of coupled momentum equation (1) and energy equation (9) itera-201

tively until the continuity residual, ∂p/∂τp, momentum residual, ∂ui/∂τu, and temper-202

ature residual, ∂T/∂τ
T
, are minimized, achieving an implicit solution of the equations.203

Thus, the governing equations in a residual form are204

∂p

∂τp
= −∂ui

∂xi
, (10)205

∂ui

∂τu
=

∂τij
∂xj

− ∂p

∂xi
+ Fi, (11)206

∂T

∂τ
T

= −∂T

∂t
− ui

∂T

∂xi
+

1

ρcp

(
∂

∂xi

(
κ
∂T

∂xi

)
+ 2τE ϵ̇Ef(T − Tm)

)
, (12)207

where τ presents the pseudo time step, and t represents physical time step.208

The key limiting factor of the convergence rates of equations (10) to (12) is the con-209

vergence rate of the ice viscosity. During iterations in pseudo time, we do not evolve the210

ice surface. After the residuals fall below the defined thresholds indicating that the nu-211

merical solution has reached steady state, we advect the free surface with the local ice212

velocity. The details of the advection of the free surface is presented in Section 2.2.213

We adopt a power-law relationship for the rheology model and specifically inves-214

tigate the power-law with different values of the exponent n215

ϵ̇ij = aτn−1
II exp

(
− Q

R(Ts + T )

)
τij , (13)216

where a is pre-factor, Q the activation energy, R the universal gas constant, and Ts the217

surface temperature.218

One challenge in implementing the power-law rheology is that the pre- factor a is219

difficult to constrain experimentally or observationally, partly because it captures sev-220

eral different physical processes, such as grain size, temperature, fabrics, and other vari-221

ables (Paterson, 1994).222

In our model, a depends only on temperature and interstitial water content, and223

we neglect other dependencies mostly because limited data exists to constrain these. The224

temperature dependency is described as Arrhenius relationship in equation (13). To cap-225

ture the viscosity-weakening effect of interstitial water, we define an additional param-226

eter aw. In our model, we use the same logistic function from equation (8) that reads227

aw = (1−f(T−Tm)) in the energy equation to capture viscous weakening in the pres-228

ence of water for the power-law (Suckale et al., 2014). Thus, our implementation of the229

pre-factor is a = a0aw, where a0 is treated as constant and comes from other depen-230

dencies such as grain size and fabrics.231

It is important to note that interstitial water can impact not only the pre-factor232

a, but also the exponent n. Recent research by Adams et al. (2021) suggests that the233
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Figure 2. Illustration of Immersed Boundary Method and level-set Method. (a): Treatment of

the ice-bedrock interface. The spatial discretization of the ice domain, Ωi, and bed shape, Γ. Ωi

is discretized in a Cartesian grid x. The ice-bedrock interface, Γ, is discretized using Lagrangian

points Xl. (b): Treatment of the ice-air interface. The domain is divided into ice (blue) and air

(white) domains using a level-set function with a finite but very small free surface thickness (light

grey) of 3∆x.

exponent for temperate ice with sufficient interstitial water is close to 1.1. Other stud-234

ies have also found similar enhancements in creep rates as ice approaches pressure melt-235

ing point (e.g., Mellor & Testa, 1969; Barnes, Tabor, & Walker, 1971). However, due to236

limited data to accurately constrain the effect of interstitial water on the value of n, our237

model does not consider this impact.238

2.2 Implementation of the Basal Interface and Free Surface239

To simulate the mechanical and thermal interactions along the ice-bedrock inter-240

face Γ, we integrate the Immersed Boundary Method (IBM) (Peskin, 1972, 2002) into241

the Stokes solver. IBM is a fictitious domain method that discretizes the ice and rock242

phases with Eulerian and Lagrangian approaches, respectively. The discretization pro-243

cess for each phase is independent of each other and does not require body-fitted meshes.244

As illustrated in Figure 2 (a), two sets of discretizations are used: The Lagrangian points245

are attached to and stay on the outline of bed shape Γ. In contrast, the Eulerian mesh246

spans the whole domain, Ωi, including the area occupied by the solid structure.247

The general idea of IBM is to solve the ice governing equation (1) and (9) on a Eu-248

lerian grid imposed on the ice domain, Ωi, with a correction on the ice-bedrock inter-249

face Γ at each intermediate time step to impose the boundary condition. Here, we use250

the direct forcing implementation of IBM (Uhlmann, 2005). The implementation is de-251

composed into four steps. First, advance the governing equations (10) to (12) for one pseudo252

time step forward without considering the submerged bedrock. We refer to this solution253

as the intermediate fields un+1/2 and Tn+1/2
254

u
n+1/2
i − un

i

∆τu
=

(
∂τij
∂xj

)n

−
(

∂p

∂xi

)n

+ Fi, (14)255

T
n+1/2
i − Tn

i

∆τ
T

= −∂T

∂t
−
(
ui

∂T

∂xi

)n

+
1

ρcp

(
∂

∂xi

(
κ
∂T

∂xi

)
+ 2τE ϵ̇Ef(T − Tm)

)n

,(15)256

where the superscript n represents the current pseudo time step and ∆τ represents the257

pseudo time step size.258

Second, we use a regularized delta δ function (Peskin, 2002) to translate the inter-259

mediate quantities un+1/2, Tn+1/2 from the Eulerain points x to that on the Lagrangian260
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points Xl. Dropping the superscript for simplicity, we have261

U(Xl) =
∑

u(x)δ(x−Xl)dxdz, Q(Xl) =
∑

q(x)δ(x−Xl)dxdz, (16)262

where q = ∂T/∂xi denotes the heat flux, dx and dz are the horizontal and vertical grid263

size, and the lower case and upper letters represent Eulerian and Lagrangian quantities,264

respectively. The delta function is a continuous differentiable function that takes 1 if the265

Eulerian grid point is on the Lagrangian point and 0 if far away, thus allowing a smooth266

transfer between the grids.267

Third, we compute the volume forces FU and FQ required to achieve the desired268

boundary condition, in this case, the no-slip condition Ud = 0 and constant geother-269

mal heating condition Qd
270

Un+1/2 − Ud

∆t
= F

n+1/2
U ,

Qn+1/2 −Qd

∆t
= F

n+1/2
Q . (17)271

Finally, we use the computed volume force to correct the intermediate fields u and T and272

obtain the velocity and temperature fields at the next pseudo time step273

un+1 = un+1/2 +
F

n+1/2
U

∆Vlag
, qn+1 = qn+1/2 +

F
n+1/2
Q

∆Vlag
, (18)274

where ∆Vlag is control volume of one Lagrangian points. In our model, we select the num-275

ber of Lagrangian points such that ∆Vlag ∼ dxdz.276

The other interface that requires careful numerical treatment is the upper surface277

of the ice. Ice thins as it speeds up and the free surface moves downwards towards the278

bed. While the movement itself is relatively slow and gradual, its thermal implications279

could be very important (e.g., Mantelli et al., 2019). To capture ice thinning, we rep-280

resent the free surface as the level-set of a higher dimensional distance function, as il-281

lustrated in Figure 2 (b), allowing us to handle the moving front implicitly as discussed282

in the books by Sethian (1999) and Osher et al. (2004). More specifically, the ice-air in-283

terface is defined as the zero-contour of a signed distance function ϕ284

ϕ(x) =


−d if x ∈ air,

+d if x ∈ ice.

0 if x ∈ Γ,

(19)285

where d is the distance from the grid point to the interface. Across ϕ(x) = 0, the den-286

sity ρ, viscosity η, and thermal conductivity κ change287

ρ(ϕ) = ρa + (ρi − ρa)H(ϕ), (20)288

η(ϕ) = ηa + (ηi − ηa)H(ϕ), (21)289

κ(ϕ) = κa + (κi − κa)H(ϕ), (22)290

where the subscript i denotes the material properties in the ice domain, subscript a de-291

notes those in the air domain, and H is the Heaviside function defined as292

H(ϕ) =


0 ϕ < −ϵ,
1
2 + ϕ

2ϵ +
1
2π sin πϕ

ϵ −ϵ ≤ ϕ ≤ ϵ,

1 ϕ > ϵ,

(23)293

with a smoothing length of ϵ = 3∆x (Sethian, 1999; Sethian & Smereka, 2003).294

To evolve the location of the interface, we advect the level field using the general295

advection equation, also known as the level-set equation:296

∂ϕ

∂t
+ un|∇ϕ| = 0, (24)297

–8–
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where un is the physical velocity in the normal direction of the ice surface. This equa-298

tion moves the implicit front with the ice velocity field determined by the mechanical299

equation (1) at each physical time step. The spatial discretizations use first-order up-300

wind, and the temporal discretizations use the second-order accurate Total Variation Di-301

minishing Runge–Kutta schemes. Since the ice-air interface remains smooth at all times302

and thins only slightly as compared to the overall thickness of the ice sheet, sophisticated303

advection schemes such as extension velocities (Adalsteinsson & Sethian, 1999), topology-304

preservation techniques (Qin et al., 2015) or reinitialization (Osher et al., 2004) are not305

necessary in our case.306

2.3 Verification307

To verify the accuracy of our numerical method, we compare our numerical results308

to two analytical solutions: the circular inclusion test (Schmid & Podladchikov, 2003)309

and the classic Nye solution for the velocity field in ice flowing over a wavy surface (Nye,310

1969). These two benchmarks are complementary, because the circular-inclusion test is311

better suited for identifying spurious oscillations in the pressure field while the Nye so-312

lution represents a flow configuration more closely related to the dynamic problem we313

aim to understand.314

Following Schmid and Podladchikov (2003), we consider a circular solid inclusion315

immersed in a square domain with homogeneous fluid. We apply a pure shear bound-316

ary condition to the fluid domain and a no-slip to inclusion-fluid boundary. To evalu-317

ate the accuracy of the numerical scheme, we compare our numerical results to the an-318

alytical solutions of the pressure and velocity fields319

vx + ivy = ϵR2(−1

z
− z3

r4
+R2 z

3

r6
) + ϵ̇

r2

z
, (25)320

P = 4ηϵ cos (2θ)
R2

r2
, (26)321

where z = x+iy = reiθ, ϵ is the shear strain rate, η is the fluid viscosity and R is the322

radius of the inclusion. The boundary conditions applied are the pure shear strain rate323

vx = ϵ̇x, vy = −ϵ̇y. (27)324

Figure 3 depicts the spatial convergences for the inclusion case, where (b) and (c) com-325

pare the results of numerical and analytical vertical velocity fields, (d) and (e) compare326

the results of pressure fields, and (a) shows that the combination of the Stokes solver and327

IBM leads to the spatial accuracy around order 1.5.328

We further test our model with Nye’s analysis of the flow over wavy bed with a New-329

tonian fluid. We followed Nye (1969)’s model setting, and considered the bed shape in330

the form of a sine wave z0 = ϵa sin (kx). The boundary condition is simple shear on the331

surface (τx, τz) = (1, 0), periodic in the flow direction. Here, we limit our reference an-332

alytical solution to only first order O(ϵ)333

u = U
(
1 + zϵaβk2 exp (−kz) sin (kx)

)
+O(ϵ2), (28)334

v = Uϵaβk(1 + kz) exp (−kz) cos (kx) +O(ϵ2), (29)335

p = 2ϵηUaβk2 exp (−kz) cos (kx) +O(ϵ2), (30)336

where U is the far field horizontal velocity, β = k2∗/(k
2
∗ + k2), and k∗ stands for the337

characteristic wavenumber of regelation. The full solution can be found in Nye (1969).338

Figures 4 (b-c) show the comparison between the numerical and analytical verti-339

cal velocity fields. In (d), we show the pressure comparison along the z = 2.2 m hori-340

zontal line. It should be noted here that the analytical solutions we compare to is only341

to the first order. This is the reason for the observed slight discrepancies between the342

two solutions in the peak and low regions in panel (c). Panel (a) shows that the spatial343

accuracy of IBM and spatial solver together is around order of 1.5.344
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Figure 3. Spatial convergence test for the inclusion case . (a): L2 norm of the velocity at the

cylinder. (b) and (c): Vertical velocity in the analytical case and numerical case, respectively.

The black slid lines in (b) and (c) represent the streamlines. (d) and (e): Pressure in the analyti-

cal case and numerical case, respectively. The resolution shown here is 512 x 512.

Figure 4. Comparison of numerical solutions against analytical solutions of Nye’s problem

(Nye, 1969). (a): L2 norm of the velocity at the bed. (b) and (c): Vertical velocity for the ana-

lytical and numerical case, respectively. The black slid lines in (b) and (c) represent the stream-

lines. (d): Pressure along the z = 2.2 m for both numerical and anlytical cases. The resolution

shown here is 512 x 128.

3 Results345

We set our simulation domain size to 4800 m by 800 m across all simulations in this346

section. The surface temperature used in the simulations is prescribed as −26oC as a rep-347
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Figure 5. Ice surface evolution over 80 years on a flat bed. The sub-panel shows a zoom-in

view of the ice surface evolution.

resentative value for the surface temperature in Antarctica. Additionally, we apply a geother-348

mal heat flux of 0.05W/m
2
(Wright et al., 2012; Shapiro & Ritzwoller, 2004; Maule et349

al., 2005). The basal topography is modeled as zb = A sin (kx), with an amplitude of350

A = 100 m and a wavenumber k ranging from 0.52 to 6.28.351

For all simulations, we assume no-slip at the bed and a free surface. One example352

of the ice surface evolving over time is shown in Figure 5. At the scale of the model do-353

main, the ice-surface change is not immediately apparent, but a close-up view of the up-354

per tens of meters of the domain clarifies that the surface is evolving if only by a few me-355

ters or less than 1% of the ice thickness. Given this small change and our focus on shear356

localization near the bed, we only plot the bottom part of our model domain in the re-357

maining figures of this section.358

3.1 Ice Flowing over Topography May Form an Internal Shear Band359

To identify how basal topography affects internal deformation, we compare the thermo-360

mechanical deformation of ice flowing over an idealized sinusoidal topography to ice flow-361

ing without topographic control (Figure 6). All other parameters and boundary condi-362

tions are identical for the two cases. Here we use the the power-law rheology with the363

exponent n = 3 (Glen, 1952, 1955) and include water weakening in the effective vis-364

cosity as discussed in Section 2.1.365

Figure 6 (a) shows the case of ice (light blue) flowing over a sinusoidal topography366

(dark grey) for the lower portion of our model domain. The ice speeds up from left to367

right as indicated by the green velocity profiles at four different along-flow locations of368

x = 536, 1854, 3162, 4235 m, where we compare the local velocity in dark green with369

inflow velocity in light green. This speed-up is facilitated by shear localizing dudz in-370

creasingly on top of the topography as indicated in blue. The highest shear values oc-371

cur on the topographic highs, effectively linking these up into a continuous zone of el-372

evated shear strain rate. The control simulation of ice flowing over a flat topography is373

shown in Figure 6 (b). Similarly to Figure 6 (a), ice speeds up as it flows downstream,374

aided by shear strain rate in the immediate vicinity of the flat topography.375

The main difference between the two simulations is how shear strain rate is distributed376

with depth (Figure 6, c). For the flat bed (Figure 6, b), the shear strain rate is highest377

nearest to the bed, whereas topography shifts the shear-rate maximum into the ice col-378

umn to a depth that is corresponds roughly to the height of the topographic peaks (Fig-379

ure 6, a). Both modes of deformation are capable of generating approximately compa-380

rable surface speeds of around 70 m/yr, with the ice flowing over rough topography mov-381

ing slightly faster at equal driving stress and basal resistance. Since the speed-up of the382
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Figure 6. Role of basal topography in shear localization. (a) and (b): Shear strain rate ∂u/∂z

in the background contour for the case of with basal topography and without basal topography.

The velocity profiles at different locations along the flow are shown in the dark green lines, with a

reference inflow velocity in light green lines. (c): Shear strain rate profile at x = 4235 m for both

cases.

ice is gradual and not instantaneous, the cooling effect associated with ice thinning is383

not sufficient to prevent viscosity weakening in either of the simulations.384

To quantify the share of total deformation accommodated within the ice as ice flows385

over the basal topography, we define R̃d as the percentage of the internal deformation386

in the ice column to be the ratio of the integral of the shear strain rate from the bed up387

to some elevation z and the integral of the total shear strain rate in the entire ice col-388

umn389

R̃d =

∫ z

b
∂u
∂z∫ s

b
∂u
∂z

=
uz

Us
, (31)390

where subscripts d, b and s represent deformation, bed and surface, respectively. The391

tilde denotes a non-dimensional parameter. This parameter can also be interpreted as392

the velocity ratio: local x velocity divided by the surface x velocity in the same ice col-393

umn.394

We use the term “shear band” to be a basal zone that accommodates the major-395

ity (≥ 50%) of the total deformation in the ice column. We set the lower and upper bound396

of the internal shear band R̃dl and R̃du to 20% and 70%, respectively. Finally, we de-397

fine the bandwidth Bw as the vertical distance between these two bounds398

Bw = z(R̃du)− z(R̃dl) . (32)399

Figure 7 shows how the shear band evolves within the model domain. Towards the left400

boundary, deformation is distributed relatively evenly as indicated by the 20% and 70%401

contour differing by several hundred meters in depth (Figure 7, a). As ice flows down-402

stream, the lower limit of the shear band, R̃dl = 20%, stays on top of the basal topog-403

raphy shape and does not change depth much. This result highlights that the depth-distribution404

of deformation below the topographic highs remains relatively unaffected by the shear405

localization and ice speeds up mainly at and above the topographic highs. The upper406
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Figure 7. Shear band development along the flow. (a) and (b): Shear band development with

and without a topography, defined as a basal zone where the 50% of total deformation in the ice

column occurs. We define the lower and upper boundary of the shear band to be 20% and 70% of

the deformation in the ice column, as illustrated in the sub-panel in (b). (c): Ratio of the shear

band bandwidth Bw to the ice thickness H at that location along the flow for both cases.

limit R̃du = 70% descends sharply, and then stabilizes around z = 200 m. For the case407

shown, the shear band has a width that is close to the amplitude of the sinusoidal bed408

shape, and accommodates approximately half of the total shear strain rate.409

In the control case without topography, deformation also localizes due to viscos-410

ity weakening, but the shear band is located at the bed instead of within the ice column.411

The shear strain rate is maximal at the ice-bedrock interface with the R̃dl = 20% con-412

tour remaining very close to and almost at the bed (Figure 7, b). Figure 7 (c) shows the413

ratio of the shear band bandwidth Bw to the ice thickness H. Initially, the shear band414

width constitutes about 30% of the ice thickness for both cases. It decreases rapidly in415

the downstream direction, and finally stabilizes at a width of approximately 10% of the416

ice thickness.417

3.2 Shear Band Formation is The Consequence of a Positive Energy Bud-418

get Near Topographic Peaks419

Similar to the creep instability, shear band formation is driven by the positive feed-420

back that localized deformation reduces ice viscosity that further localizes deformation.421

This feedback depends on the degree to which ice in the vicinity of topographic highs422

warms up during flow, as captured in the energy equation (9). Three terms contribute423

to the thermal evolution: advection, diffusion, and shear heating. Through a simple scal-424
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Ã

v
co
n
to
u
rs
.
T
h
ir
d
ro
w

(i
-l
):

N
o
rm

a
li
ze
d
a
p
p
ro
x
im

a
te
d
to
ta
l
en

er
g
y
Ẽ
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ing analysis (see Appendix A), we find that vertical advection and shear heating are the425

two primary competing terms in our case. In comparison, diffusion is roughly two or-426

ders of magnitude smaller than these two terms. Therefore, we approximate the total427

energy as the combined contributions of only vertical advection and shear heating.428

To meaningfully compare the magnitude of advection and shear heating for differ-429

ent n from 1 to 4, we first divide the shear heating term 2τE ϵ̇ by ρcp to ensure that both430

terms have the same units of K/s. We then normalize both terms using the character-431

istic shear heating ρgUs sinα, which represents the magnitude of shear heating at the432

bed, assuming that the x velocity varies linearly with depth. The non-dimensional ad-433

vection and shear heating terms can be then expressed as434

H̃s =
2τE ϵ̇

ρgUs sinα
, Ãv =

∂T

∂z

uzcp
gUs sinα

, (33)435

where Hs is shear heating, Av is vertical advection, Us is the surface speed, uz is the ver-436

tical velocity, and tilde represent non-dimensional quantities. Figure 8 compares the rate437

of normalized energy change attributed only to shear heating (first row), vertical advec-438

tion (second row), and the approximated total energy (third row) for values of n rang-439

ing from 1 to 4 (column 1 to 4). We plot the energy change over time on the same color440

scale for the first three rows for easier comparison.441

In Figures 8 (a-d), the black contour lines highlight half of the maximum shear heat-442

ing value (H̃s = 3.15). The heating is positive throughout the domain and concentrates443

within the internal shear band extending on top of topographic highs. The rate of heat-444

ing tends to increase in the downstream direction. Notably, for n = 1, shear heating445

on topographic highs is minimal. As the value of n increases, these localized shear heat-446

ing regions begin to connect and form a band situated above the topography. For ex-447

ample, in Figure 8, zones of elevated shear heating begin to bridge when n ≥ 3.448

The primary effect of vertical advection is cooling (Figures 8, e-h). Particularly in449

the left third of the domain where cold ice is drawn down from the surface. This cool-450

ing effect is also reflected in the dipping of the iso-velocity-ratio lines in Figures C1 and451

C2. In the immediate vicinity of topographic highs, however, vertical advection is pos-452

itive in the windward side of the obstacle and negative on the lee side, as evidenced by453

the alternating blue and red regions.454

Summing shear heating and vertical advection produces the approximate total en-455

ergy, indicative of the energy budget of the basal ice (Figures 8, i-l). The impact of shear456

heating is primarily confined to the vicinity of the basal topography, as deformation is457

predominantly concentrated near the bed. However, upon closer examination, it becomes458

evident that the lee side of the bumps, characterized by negative advection, is partially459

balanced by shear heating. The windward side of the bumps, dominated by positive ad-460

vection, experiences reinforcement.461

We calculate the depth-averaged accumulative quantities for total energy and ver-462

tical advection within the specified range from z1 to z2, as indicated by the black box463

in (i)464

H̃s(x) =

∫ x

0

1

z2 − z1

∫ z2

z1

H̃sdzdx, Ãv(x) =

∫ x

0

1

z2 − z1

∫ z2

z1

Ãvdzdx. (34)465

This cumulative measure serves as an indicator of the energy carried by the ice as it flows466

downstream. To focus on the basal region of interest, we select a depth-averaged range467

of 80-180 m, setting the interval to align with the amplitude of the sinusoidal bed.468

Figures 8 (m-p) depict the cumulative energy profiles, where the green curves rep-469

resent Ãv, considering only vertical advection, and the red curves represent Ẽ, consid-470

ering both vertical advection and shear heating. Ãv consistently exhibits negative val-471

ues for all values of n, indicating that the ice within the basal region does not experi-472
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Figure 9. Role of basal topography shape in flow separation for n = 3. Each panel presents

the vertical velocity contours and velocity vectors corresponding to a specific value of Ak, namely

0.52 (a), 1.83 (b), 3.14 (c), and 4.19 (d). (e) shows a zoomed-in perspective of the bottom of

trough of (d).

ence positive energy gain. However, upon incorporating shear heating alongside verti-473

cal advection, Ẽ gradually becomes positive in the downstream direction. This trend holds474

true across all values of n, although higher values of n tend to amplify the extent of cu-475

mulative total energy.476

One important implication of shear band formation as shown in Figures 8 (e-h) is477

a separation of the flow in the ice: The ice above the shear-bank moves relatively fast478

and is characterized by a simple flow field dominated by speed-up in the flow direction.479

In contrast, basal ice slows down as the shear band accommodates the majority of the480

deformation. The flow field in the basal ice underneath the shear band is more complex.481

Figure 9 shows how the degree of flow separation varies for four different topographies482

defined by the shape factor Ak that represents the product of amplitude and wavelength483

of the bed. We show the flow field only for a single trough with shape factors Ak of 0.52,484

1.83, 3.14, and 4.19 for a rheological power-law exponent of n = 3.485

For a relatively low value of Ak (Figure 9, a), ice follows the downhill and uphill486

contours of the topography, maintaining a smooth flow. As Ak increases to 1.83 (Fig-487

ure 9, b), at the bottom of the trough there is a slight upward flow near the bed on the488

downhill side and a downward flow on the uphill side, indicating the onset of separation.489

As Ak continues to rise (Figures 9, c-e), this trend becomes more pronounced. Between490

the bumps, four distinct regions emerge: Above the peak of topography, the flow still491

exhibits the characteristic down-up motion. Below the peak, the flow in the trough re-492

verses its direction, moving back from the uphill side of the next bump to the downhill493

side of the previous bump (Figure 9, e).494

The separation line, which marks the division of flow, is positioned slightly below495

the peak of the topography. In the case of A = 100 m, the separation line is approx-496

imately located at z = 80 m. The occurrence of flow separation is important because497

it leads to a division of the flow in the vertical direction. The presence of flow separa-498

tion could hence be an indicator for the existence of an internal shear band. The lower499

portion experiences relatively slow, re-circulatory motion (u <∼ 0.2 m/yr). In contrast,500

the upper portion flows over a bed that “appears smoother” than its actual shape. Con-501

sequently, when flow separation occurs, the ice situated above the basal topography may502

not feel the complete underlying bed shape.503
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3.3 Scaling of Internal Shear Band Formation Using Topography and504

Rheology parameters505

In Sections 3.1 and 3.2, we found that shear heating can dominate over advection506

near topographic peaks, leading to a net increase in energy budget in basal ice. The in-507

ternal shear band development depends not only on power-law-exponent n, but also on508

the shape of the sinusoidal topography Ak. In this section, we aim to understand the509

dual effect of these two parameters and quantify their role in inducing shear localization510

through scaling analysis and numerical simulations.511

For our scaling analysis, we consider a steady state internal shear band under a spe-512

cific sinusoidal shape characterized by Ak and rheology exponent n. We assume that the513

ice flow is fully developed in x direction, thus all ∂/∂x becomes zero. The momentum514

equation in x direction can then be simplified to515

∂(ηϵxx)

∂x
+

∂(ηϵxz)

∂z
= −ρg sinα. (35)516

We impose a generic power-law rheology without temperature dependence and assume517

the main stress component is the shear stress, i.e., τE ≈ τxz. The viscosity has the fol-518

lowing form519

η =
1

2
a
− 1

n
0

(
∂u

∂z

)−1+ 1
n

. (36)520

For the sinusoidal topography, we choose the characteristic horizontal length l to be ∼521

λ(n−1)pA1−(n−1)p, where p is some constant and n is the power-low exponent. We choose522

this the exponent such that the characteristic horizontal length scale have the same unit523

as length, and we choose (n−1) to avoid zero denominator in the later derivation. Af-524

ter substituting all of these into the momentum equation and with the relationship Ak =525

2πA/λ, we have526

Bw ∝ (Ak)−2pn. (37)527

For a more detailed derivation, please refer to Appendix B.528

To test the derived scaling relationship against our simulations, we conduct four529

sets of numerical experiments with n = 1, 2, 3, 4. We include a range of shape factor530

Ak values spanning from 0.52 to 6.28. Shape factor Ak = 0.52 corresponds to wave-531

length is 16 times larger than amplitude, and Ak = 6.28 corresponds to the scenario532

where the amplitude of the bump matches the wavelength. Figure 10 shows dudz vari-533

ations with different exponent n and shape factor Ak. Here, we normalize the absolute534

value dudz by Us/H where Us is the surface speed and H is the ice thickness for bet-535

ter comparison across different Ak and n.536

The influence of Ak on shear localization and shear band forming is similar across537

all n. When Ak is low (Figures 10, a-d), shear deformation dudz is concentrated around538

the topographic peaks. As Ak increases, dudz localization on the peaks begins to con-539

nect and bridges as anticipated, e.g. Figures 10 (c,g,k). When Ak is approximately 2 or540

larger, the shape of the 70%Us and 20%Us contour lines, depicted in solid orange lines541

in all panels, become less wiggle and no longer align with the underlying shape of the542

basal topography (Figures 10, j-l). Accordingly, the bandwidth stabilizes with fewer os-543

cillations (Figures 10, n-p).544

The relationship between Bw/H, Ak and n is depicted in Figure 11. Each marker545

represents a normalized bandwidth value corresponding to a specific shape factor and546

exponent from the simulations. To determine the stabilized bandwidth, we compute the547

average bandwidth value across three consecutive bumps in the downstream region of548

the domain. We exclude the upstream part from the averaging process due to the on-549

going rapid thinning of the ice, which could lead to an overestimation of the bandwidth.550
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Figure 11. The regime diagram of the internal shear bandwidth Bw/H, power-law exponent

n, and shape factor Ak of the sinusoidal bed. Each marker shape corresponds to a distinct simu-

lation set sharing the same n value, and each individual marker represents a single simulation.

In cases where the Ak value is too small to achieve three consecutive stable bumps, we551

adjust the number of averaged bumps accordingly. The selection of the averaging area552

is outlined in Figures C1 and C2.553

Observing the gradual increase in Ak, we note a corresponding decrease trend in554

the width of the internal shear band for all n. The rate of this decrease varies, with a555

slope of the logscaled relationship approximately following a pattern of −0.02n. This sug-556

gests that for larger values of n, the width of the shear band reduce at a faster rate, thus557

localizing the deformation significantly more. It is evident that when Ak continues to558

increase, the averaged bandwidth eventually stabilizes around a certain value (Figure559

11 down-triangle, cross, and up-triangle markers). This critical Ak value at which the560

width stabilizes decreases as n increases. Specifically, we observe that the widths sta-561

bilize around Ak = 4.45, 3.14, 2.62 for n = 2, 3, 4 respectively. However, this trend562

is less pronounced for n = 1. Even at the most rugged topography considered, where563

the amplitude equals the wavelength, a stable width of the shear band is still not observed564

(Figure 11 circle markers).565

By varying the basal topography shape factor Ak and exponent n, we can conclude566

from the numerical experiments that for each exponent n, there exist a steady state shear567

band width as Ak → ∞ (Figure 11). When Ak is high, the velocity ratio contours tend568

to concentrate at a consistent elevation and do not align with the shape of the basal to-569

pography (Figures C1 and C2). This suggests that the perturbations originating from570

the basal topography propagate upwards from the bed to the surface only over distances571

spanning tens to a few hundred meters, depending on the value of n. Thus, the influ-572

ence of the actual basal topography shape on the internal ice above this level is likely573

reduced, and the internal ice progressively “perceives less” of the specific shapes of the574

basal topography.575
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The scaling relationship between the bandwidth and non-dimensional shape fac-576

tor Ak raised to the power of −2pn is shown as the solid lines in Figure 11. From the577

simulation results, we infer that the value of p takes around 0.01. Before the width of578

the shear band stabilizes, thescaling of −2pn captures the decreasing rate very well. Yet579

it is important to acknowledge that this scaling relationship does not account for the in-580

fluence of temperature-dependent rheology and flow variations in the x direction (i.e.,581

assume fully developed flow). Consequently, the aforementioned relationship tends to582

slightly underestimate the actual degree of localization.583

As the spacing between two bumps approaches infinitesimally small values (Ak →584

∞), scaling suggests Bw tends towards zero, which is physically unrealistic. A zero thick-585

ness for the internal shear band implies the presence of internal “slip” where velocity be-586

comes discontinuous. Since our model focuses on understanding flow localization, it does587

not permit a discontinuities in velocity anywhere in the computational domain. Hence,588

as Ak → ∞, we anticipate that Bw will stabilize after surpassing a specific Ak value,589

indicating that the thickness of the internal shear band has reached its minimum pos-590

sible value for a given n.591

4 Discussion592

The fast speed of many glaciers and ice streams are thought to be accommodated593

by basal sliding with internal deformation contributing only minimally (Echelmeyer &594

Zhongxiang, 1987; Hermann & Barclay, 1998; Rignot et al., 2011; Rignot & Mouginot,595

2012). However, recent advances in our understanding of the different deformational regime596

of ice particularly at high stresses (Goldsby & Kohlstedt, 2001), a growing appreciation597

for the sharp weakening of ice near pre-melting conditions (Krabbendam, 2016), and field598

evidence of complex, depth-dependent deformation in fast-moving ice (Law et al., 2023;599

Maier et al., 2019; Hills et al., 2017) merit a re-evaluation of the degree to which inter-600

nal deformation may contribute to fast ice motion.601

In the presence of complex basal topography, internal deformation may actually602

have more localization than usually expected when most glacier models tend to use a603

smooth bed due to the bed resolution limitation (Law et al., 2023). While Law et al. (2023)604

focuses more on descriptive aspects of ice motion at specific field sites, our study com-605

plements the finding of spatially variable deformation along depth by bringing in an in-606

depth analysis of two physical processes that contribute to this spontaneously formed607

localization: vertical advection and shear heating. We show that vertical advection is608

proportional to the rate of thinning and therefore the rate of glacier acceleration. When609

shear heating dominates over the vertical advection, the net energy gain in the shear band610

region becomes positive and provides a necessary condition for an internal shear band611

to form. Otherwise, when net energy gain is negative or oscillates around a very small612

value, and shear band formation is suppressed. The accumulative approximated total613

energy, defined as the sum of shear heating and vertical advection, grows with increas-614

ing nonlinearity in ice rheology, captured by the power-law exponent n, for a given to-615

pography.616

Basal topography amplifies shear heating, because it causes additional deforma-617

tion within the ice. Importantly, this deformation is not reduced but instead amplified618

by speed-up as ice is forced to wrap around topographic highs at increasing speed. We619

emphasize that the high-degree of shear localization occurring within an internal shear620

band does not represent sliding. In our simulations, ice is frozen to the bed while an in-621

ternal shear band forms above it, creating flow separation between the slow-moving ice622

trapped in topographic troughs and the fast-moving ice above the internal shear band.623

As speed-up continues, it is possible that the ice underneath the internal shear band grad-624

ually warms and becomes temperate. The existence of temperate zones with variable ver-625
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Figure 12. Basal topography and surface speed at NEGIS. (a): basal topography contour

from BedMachine 3 (Morlighem et al., 2017). (b): surface speed contour from MEaSUREs

NSIDC (Joughin et al., 2015). (c): surface speed (dashed line) change with the basal topog-

raphy (black solid line) along flight path, indicated as the white lines in (a) and (b). The ice

surface is shown as a grey solid line. The basal topography and ice thickness in (c) is obtained

from Franke et al. (2021).

tical extent depending on topography is supported by borehole data (Harrington et al.,626

2015; Hills et al., 2017; Law et al., 2023).627

Our simulations demonstrate that the speed-up associated with the formation of628

an internal shear band is gradual in the sense that it develops over spatial scales larger629

than the ice-thickness. In field settings where an increase in ice surface speed appears630

to correlate with a change in basal roughness, speed-up tends to occur on a similar scale631

of multiple ice thickness, such as the Northeast Greenland Ice Stream (NEGIS) (Bamber632

et al., 2001), the Siple Coast Ice Streams (Siegert et al., 2004), and the Institute Ice Stream633

(Bingham & Siegert, 2007). For example, Figure 12 shows that the basal topography at634

NEGIS becomes more pronounced in the flow direction (Figure 12, a) and that the sur-635

face speed increases as the ice stream broadens (Figure 12, b).636

We show the NEGIS example here merely to demonstrate that the type of dynam-637

ics identifies in our idealized simulations could have ramifications for understanding ice638

dynamics in specific field settings. It is an interesting example for shedding light on the639

relevant scales contributing to ice speed-up: The spatial scale over which topographic640

peaks vary prior to 170 km downstream is tens of meters (Figure 12, a). This scale is641

small as compared to the ice thickness of several hundred meters, but larger than the642

small-scale roughness of a few meters considered in existing sliding laws (e.g., Weertman,643

1957; Nye, 1959; Lliboutry, 1968; Fowler, 2010; Schoof, 2005; Bindschadler, 2006; Petrat644

et al., 2012). As a consequence, these intermediate scales are challenging to capture in645

large ice-sheet models. One contribution of our work is to advance our understanding646

and ability to capture the ice-dynamics implications of these intermediate-scale topo-647

graphic variations in ice-sheet models, for example by smearing out the transition from648
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flow-to-sliding over this scale (Bueler, 2009). Figure 12 exemplifies an interesting cor-649

relation between basal topography and surface speed, but it would be challenging to our650

model results against this data alone, because it does not constrain the potentially com-651

plex, depth-dependence of deformation within the ice.652

A more direct comparison are borehole measurements of ice properties with depth.653

For example, Maier et al. (2019) drilled a network of eight boreholes at a slowly mov-654

ing ridge located 33 km from the terminus of Issunguata Sermia within the ablation zone655

of the western margin of the Greenland Ice Sheet. Their measurements show a high shear656

strain rate concentrated within around 10 − 50 m above the bedrock, but nearly zero657

shear strain rate is observed at bedrock. Such a high localization of shear strain rate in658

the interior of the ice evinces the possibility of internal sliding interface. The data in-659

dicates a pronounced increase in shear strain rate at an elevation of tens of meters above660

the bed followed by a rapid decrease in shear strain rate in the immediate vicinity of the661

bed. In Figure 13 (b), we use our model to match the height where rapid decrease of shear662

strain rate occurs in the borehole data (A = 5.5 m) and a typical Greenland atmospheric663

temperature (Ts = −12◦C). Figure 13 (c) shows the vertical strain rate profile for a con-664

trol run without basal topography. Only Figure 13 (b) is able to exhibit the observed665

drop in shear strain rate near the bed.666

An important disconnect between Figures 13 (a) and (b-c) is the magnitude of the667

shear strain rate. Both of our model results show a shear strain rate that is about an668

order of magnitude higher than observed value in order to match the surface velocity of669

approximately 70 m/yr. Figures 13 (d-f) show the velocity profile with depth as inferred670

by Maier et al. (2019) from measurements (d), obtained from our simulations with basal671

topography (e), and without (f). Together, the panels demonstrate that our current model672

setup can either match the surface speed or the measured strain rates, but not both. The673

most likely explanation for this disconnect is that the observed surface speed is largely674

facilitated by basal sliding as sketched in Figure 13 (d), while the peak in shear strain675

rate may constitute the remnant of an internal shear band that may formed upstream676

when ice was still flowing over a topographicly variable bed.677

In addition to borehole measurements of shear strain rate, our model could have678

important implication for depth-variability of ice fabric. For example, borehole data of679

grain size and cone angles collected at Siple Dome Antarctica by DiPrinzio et al. (2005)680

and reanalyzed by Pettit et al. (2011) reveals a localized band of small ice crystals and681

highly oriented fabric, located several hundred meters above the bed. Several processes682

could contribute to the development of this ice fabric with stress being a prominent fac-683

tor, as supported by strain rate data. However, the observed shift in fabric occurs around684

the depth of the Holocene transition, highlighting that climate history may also play a685

role (Pettit et al., 2011). Despite its age, this ice fabric continues to control ice flow by686

partially decoupling of the flow field above and below the shear band. The flow field be-687

comes three-dimensional, potentially to the degree of eddies forming (Meyer & Creyts,688

2017).689

We emphasize that our model only considers a simplified, hard-rock basal topog-690

raphy. In reality, subglacial beds are significantly more complex and dynamic. For ex-691

ample, a sharper topography is capable of generating more localization compared to a692

smooth sinusoidal shape. Nonetheless, the development of an internal shear band would693

still rely on similar physical processes, most importantly a positive accumulative energy694

gain.695

The presence of tills or other sediments underneath the ice introduces further com-696

plexity, both from a dynamic and from a mechanical point of view (e.g., MacAyeal, 1989;697

King et al., 2009; Hoffman & Price, 2014; Minchew & Meyer, 2020) and a thermal point698

of view (e.g., Rempel, 2008; Christoffersen & Tulaczyk, 2003). One potentially interest-699

ing implication of the flow separation we are identifying is that basal ice might interact700
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Figure 13. Comparison of model results to field measurements. The first column (a,d) shows

the measurements at West Margin Greenland (Maier et al., 2019). Second (b,e) and third (c,f)

columns show the simulation results with and without topography, respectively. The first row

(a-c) shows the shear strain rates ∂u/∂z distribution in the depth direction. The second row (d-f)

show the corresponding velocity profile for each case. In (d), the velocity profile is inferred by

integrating the shear strain rate ∂u/∂z in (a) assuming there is basal sliding (Maier et al., 2019).

Both simulations use the power-law rheology with exponent n = 3. The domain extend is set

as 4800 m by 650 m. Bed height is set as 5.5 m and surface temperature is set as −12◦C. In the

second and third columns, the shear strain rates and velocity profiles are obtained at x = 4235 m.

in at least two distinct ways with a soft bad. One possibility is that fast ice motion and701

intense shear localization could lead to warm basal ice, generating interstitial water that702

drains to the bed. A thick layer of temperate can then form in topographical lows(Law703

et al., 2023) and create basal melt (Karlsson et al., 2021). Alternatively, basal ice in troughs704

may slow down because the shear band above it accommodates most of the deformation705

and cool down, potentially to the degree that underlying sediments freeze into the ice,706

as observed by Andreassen and Winsborrow (2009).707

An important limitation of our study is the assumption of a two-dimensional model708

along the centerline (x, z) plane of an ice stream. This assumption neglects any varia-709

tions in the transverse y direction, both in the ice flow and the shape of the basal topog-710

raphy. In reality, the transverse inflow could have a significant impact on temperature711

and hence shear band formation. Near the shear margin, for instance, the presence of712

cold ice supplied from ice ridges leads to advective cooling, which counteracts viscous713
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heating effects (Suckale et al., 2014; Meyer & Minchew, 2018; Hunter et al., 2021; Schoof714

& Mantelli, 2021). Basal topography is also three-dimensional, allowing the ice not only715

to move up and down of obstacles but also to flow around them. This lateral motion can716

mitigate some of the concentration of deformation that would occur exclusively at the717

peaks of the topography in the two-dimensional case we consider.718

5 Conclusion719

This study aims to investigate the influence of basal topography on the formation720

of internal shear band in ice flows using a thermo-mechanical Stokes flow model. By in-721

corporating sinusoidal basal topography and comparing it with a flat topography con-722

trol case, we observe extensive shear localization on topographic highs, resulting in the723

development of internal shear band. We analyze the impact of a power-law rheology with724

different exponents n = 1, 2, 3, 4 and find that non-linear rheology enhances shear heat-725

ing, tilting the energy balance towards heating in the basal region of the ice. Moreover,726

we discover that the width of the internal shear band scales with the shape factor Ak727

raised to the power of −2pn, indicating that the development of the shear band is in-728

fluenced by the topography shape. Specifically, higher values of Ak facilitate the con-729

nection and bridging of shear heating and shear deformation localization, increasing the730

likelihood of internal shear band formation. These findings contribute to the understand-731

ing of ice-sheet dynamics and provide insights for incorporating the spatial scale of the732

flow-to-sliding transition into ice-sheet models, such as Bueler (2009) .733

6 Open Research734

The current version of the numerical thermo-mechanical model with a build-in non-735

linear rheology model is available from DOI repository (Zenodo) at: https://doi.org/736

10.5281/zenodo.7392224. This model is developed based on the FastICE that can be737

found at: https://doi.org/10.5281/zenodo.3461171 (Räss et al., 2020). The bore-738

hole data of shear deformation in Figure 13 (a) to compare against simulation results739

can be found from Maier et al. (2019). The basal topography data in Figure 12 (a) can740

be found at: https://nsidc.org/data/idbmg4/versions/5 (Morlighem et al., 2017).741

The ice surface speed data in Figure 12 (b) can be found at: 10.5067/MEASURES/CRYOSPHERE/742

nsidc-0478.001 (Joughin et al., 2015). The basal topography data in Figure 12 (c) can743

be found at: https://doi.pangaea.de/10.1594/PANGAEA.907918 (Franke et al., 2021).744
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Appendix A Scaling of energy equation991

To identify the relative magnitude of the terms in energy equation (9), we carry992

out a scaling analysis. We choose the characteristic parameters to be993

z̄ = H, τ̄ = ρigLzα, ū = Us, T̄ = T0, ¯̇ϵ =
Us

H
, (A1)994

where H = 1000 m is the characteristic ice thickness, Us = 100 m/yr is the charac-995

teristic surface speed, T0 = −26◦C is a typical atmospheric temperature in Antarctica,996

α = 2◦ is the characteristic bed slope. Other relevant constants are: specific heat of997

ice cp = 2096.9 J/(kg ·K), ice density ρi = 900 kg/m3, thermal conductivity κ = 2.51W/(m ·K).998

As a characteristic vertical speed (or thinning speed), we assume the Ut ∼ Us×10−2.999

Substitute in the characteristic values and the constants, we have the scalings of the spa-1000

tial terms1001

ρcp

(
ui

∂T

∂xi

)
∼ O(10−3),

∂

∂xi

(
κ
∂T

∂xi

)
∼ O(10−5), τE ϵ̇E ∼ O(10−3). (A2)1002

Note that in our problem setting of a slab of ice flowing down a slope, the dom-1003

inant shear strain rate is the shear strain rate ϵ̇xz and the dominant advection is the ver-1004

tical advection Ut(∂T/∂z).1005

Appendix B Scaling of momentum equation1006

Assume a generic power-law rheology without temperature dependence, and also1007

assume that the dominant strain rate in the basal region is the shear strain rate. The1008

viscosity can be then expressed as1009

η =
1

2
a
− 1

n
0

(
∂u

∂z

)−1+ 1
n

. (B1)
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Substitute in the viscosity, the x momentum equation 35 is1010

η
∂2u

∂x2
+

1

n
η
∂2u

∂z2
= ρgα, (B2)

∂2u

∂x2
+

1

n

∂2u

∂z2
= 2a

1
n
0

(
∂u

∂z

)1− 1
n

ρgα. (B3)

Assume the characteristic horizontal length l. For the sinusoidal topography, we1011

consider l to be ∼ λ(n−1)pkA1−(n−1)p, where p is some constant and n is the power-low1012

exponent. We choose (n−1) to avoid zero denominator in the later derivation. Finally1013

the x momentum equation can be expressed as1014

(
1

l2
+

1

n

1

B2
w

)
= C

1

B
1− 1

n
w

, (B4)

where C = 2ρgαa
1
n
0 u− 1

n . Simplify the equation, we have the following relationship1015

B2
w − Cl2B

1
n+1
w +

l2

n
= 0 (B5)

l2 =
nB2

w

CnB
1
n+1
w − 1

(B6)

Substitute representative numbers of ρ = 900 kg/m
3
, g = 9.8 m/s

2
, a0 ∼ 10−10 −1016

10−13, u ∼ 100 m/yr, Bw ∼ 50− 500 m, we have CnB
1
n+1
w ∼ 102 − 103, thus the rela-1017

tionship between l and Bw can be further simplified to1018

l2 =
nB2

w

CnB
1
n+1
w

(B7)

Bw ∝ l
2n

n−1 (B8)

We further substitute Ak = 2πA/λ, the above relationship can be alternatively1019

expressed as1020

Bw ∝ (Ak)−2pn (B9)

Appendix C Velocity ratio distribution for different n and topogra-1021

phies1022

.1023

.1024

Figures C1 and C2 depict contour lines ranging from 15% to 95% of the surface1025

speed Us, with each contour line spaced by 5% of Us. When Ak is low, the velocity ra-1026

tio contours exhibit higher concentration around the peak region and a relatively more1027

evenly spaced distribution around the trough. This behavior indicates that the ice ex-1028

periences vertical compression and extension as it flows over basal topography. Further-1029

more, this observation suggests that the perturbations originating from the basal topog-1030

raphy propagate upwards from the bed to the surface over distances spanning tens to1031

several hundred meters. In contrast, when Ak is high, the velocity ratio contours tend1032

to concentrate at a consistent elevation and do not align with the shape of the basal to-1033

pography. Thus ice no longer experiences the alternation between vertical compression1034

and extension as flows downstream. This outcome implies that the actual form of the1035

basal topography exerts significantly less influence on the internal ice, and the flow be-1036

comes detached to a considerable extent from the true shape of the basal topography.1037

–30–



manuscript submitted to JGR: Earth Surface

Figure C1. The velocity ratio (local x velocity divided by the surface x velocity in the same

ice column) contours for n = 1, 2 and differnet Ak. Each row corresponds to a different shape

factor: Ak = 0.52, 1.05, 1.83, 5.24, and ∞ (representing a flat bed). The first and second column

represente the case where n = 1 and n = 2, respectively. In each panel, the purple lines show the

contour lines from 95%Us to 15%Us, with a separation of 3%Us. The two green dashed lines rep-

resent the contour lines of 70% Us and 20% Us, which define the internal shear band upper and

lower bounds. Grey vertical lines indicate the spatial x locations where we calculate the average

internal shear bandwidth.
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Figure C2. The velocity ratio contours for different n = 3, 4 and different Ak. The layout of

this figure follows the same as Figure C1
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