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Abstract

Features of landscape morphology—including slope, curvature, and drainage dissection—are important controls on runoff gen-

eration in upland landscapes. Over long timescales, runoff plays an essential role in shaping these same features through surface

erosion. This feedback between erosion and runoff generation suggests that modeling long-term landscape evolution together

with dynamic runoff generation could provide insight into hydrological function. Here we examine the emergence of variable

source area runoff generation in a new coupled hydro-geomorphic model that accounts for water balance partitioning between

surface flow, subsurface flow, and evapotranspiration as landscapes evolve over millions of years. We derive a minimal set of

dimensionless numbers that provide insight into how hydrologic and geomorphic parameters together affect landscapes. We find

an inverse relationship between the dimensionless local relief and the fraction of the landscape that produces saturation excess

overland flow, in agreement with the synthesis described in the “Dunne Diagram.’ Furthermore, we find an inverse, nonlinear

relationship between the Hillslope number, which describes topographic relief relative to aquifer thickness, and the proportion

of the landscape that variably saturated. Certain parameter combinations produce features with wide valley bottom wetlands

and nondendritic, diamond-shaped drainage networks, which cannot be produced by simple landscape evolution models alone.

With these results, we demonstrate the power of coupled hydrogeomorphic models for generating new insights into hydrological

processes, and also suggest that subsurface hydrology may be integral for modeling aspects of long-term landscape evolution.
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Key Points:11

• A landscape evolution model with runoff from shallow groundwater was used to12

explore how hydrological function coevolves with topography.13

• Landscapes evolve toward equilibrium where unchanneled uplands supply just enough14

water for persistence of lowland saturated areas.15

• We found local relief decreases log-linearly with the fraction of runoff generated16

by saturation excess, in agreement with field studies.17
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Abstract18

Features of landscape morphology—including slope, curvature, and drainage dissection—are19

important controls on runoff generation in upland landscapes. Over long timescales, runoff20

plays an essential role in shaping these same features through surface erosion. This feed-21

back between erosion and runoff generation suggests that modeling long-term landscape22

evolution together with dynamic runoff generation could provide insight into hydrolog-23

ical function. Here we examine the emergence of variable source area runoff generation24

in a new coupled hydro-geomorphic model that accounts for water balance partitioning25

between surface flow, subsurface flow, and evapotranspiration as landscapes evolve over26

millions of years. We derive a minimal set of dimensionless numbers that provide insight27

into how hydrologic and geomorphic parameters together affect landscapes. We find an28

inverse relationship between the dimensionless local relief and the fraction of the land-29

scape that produces saturation excess overland flow, in agreement with the synthesis de-30

scribed in the “Dunne Diagram.” Furthermore, we find an inverse, nonlinear relationship31

between the Hillslope number, which describes topographic relief relative to aquifer thick-32

ness, and the proportion of the landscape that variably saturated. Certain parameter33

combinations produce features wide valley bottom wetlands and nondendritic, diamond-34

shaped drainage networks, which cannot be produced by simple landscape evolution mod-35

els alone. With these results, we demonstrate the power of coupled hydrogeomorphic mod-36

els for generating new insights into hydrological processes, and also suggest that subsur-37

face hydrology may be integral for modeling aspects of long-term landscape evolution.38

Plain Language Summary39

The topography of landscapes affects how much and where precipitation becomes40

runoff, while runoff itself plays a role in shaping topography over long times through ero-41

sion. Some landscapes may exist exist in an equilibrium state, where the landscape is42

ideally shaped to carry the amount of runoff produced. Understanding this equilibrium43

may provide insights into why landscapes have different hydrological styles; for exam-44

ple, some landscapes contribute runoff to streams primarily through the ground, whereas45

others develop saturated areas during storms that generate surface runoff when rain falls46

on them. Here we use a new model to simulate dynamic runoff as we expect it to occur47

in humid temperate environments while also using this runoff to evolve topography. The48

results show that landscapes that already have a tendency to produce variably saturated49

areas because they are poor at storing water or transmitting it laterally through the ground50

also evolve to have lower relief, which helps variably saturated areas to persist. The re-51

sults highlight the role that landscape history plays in the hydrological processes observed52

today and can be used to better understand the role of subsurface hydrological processes53

in long-term landscape evolution.54

1 Introduction55

1.1 Motivation56

Landscape geomorphology is inextricably connected to runoff generation. Topo-57

graphic slope is often a strong predictor of hydraulic gradient (Haitjema & Mitchell-Bruker,58

2005), whereas topographic curvature affects how water is concentrated or dispersed as59

it moves downslope (Lapides et al., 2020; Prancevic & Kirchner, 2019; Troch et al., 2003),60

all of which affects the likelihood of surface runoff. Subsurface porosity and permeabil-61

ity further affect these quantities, as they affect how effectively the subsurface can in-62

filtrate water and transmit it laterally toward streams (Horton, 1933; O’Loughlin, 1981).63

At the same time, runoff can alter geomorphic properties of landscapes because it drives64

erosion and ultimately the incision of river channels, which then affect the morphology65

of adjacent hillslopes (Callahan et al., 2019; Dietrich et al., 2003; Roering et al., 2001).66
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Landscape evolution models (LEMs) have been essential tools for understanding67

topographic change over long timescales (e.g., reviews by Bishop, 2007; Chen et al., 2014;68

Pelletier, 2013; Tucker & Hancock, 2010; Valters, 2016; Willgoose, 2005) and thus are69

expected to be useful for understanding relationships between topography and runoff.70

However, landscape evolution simulations usually simplify hydrology to an extent that71

feedbacks between landscape evolution and subsurface flow dynamics cannot be exam-72

ined. Recent studies have made progress in representing hydrologic processes more ex-73

plicitly in LEMs, and show that drainage density scales linearly (Luijendijk, 2022) or non-74

linearly (Litwin et al., 2021) with transmissivity when runoff is generated by saturation75

excess overland flow. Although these studies broke new ground by revealing how runoff76

generation affects topography, it is still unclear how this coevolution affects hydrolog-77

ical function. Understanding how landscape history affects current hydrological function78

has the potential to transform how we understand Earth’s critical zone, and how we make79

hydrological predictions (Harman & Troch, 2014; Singha & Navarre-Sitchler, 2022; Troch80

et al., 2015).81

Hydrological function describes the quantity, timing, and location of the storage82

and release of water from watersheds. Relationships between various stores and fluxes83

are used to describe a watershed’s hydrological functioning. One of the most fundamen-84

tal is the catchment water balance, which describes the long-term partitioning of water85

into storage, evapotranspiration, runoff, and deep recharge. On shorter timescales, storage-86

discharge relationships have been essential for understanding rainfall-runoff response and87

catchment recession (McMillan, 2020). The relationship between saturated area or ac-88

tive stream network length and discharge has illuminated geologic and topographic and89

climatic controls on runoff generation (Jensen et al., 2017; Latron & Gallart, 2007; Prance-90

vic & Kirchner, 2019; Warix et al., 2021). Although these attributes of hydrological func-91

tion are important in their own right (e.g., habitat extent and connectivity provided by92

the flowing stream network (Campbell Grant et al., 2007)), when taken together and com-93

pared across many sites, mappings can be developed that relate hydrological function94

to catchment attributes. These can improve hydrological predictions where historical datasets95

are short or not available (Wagener et al., 2007). Understanding how hydrological func-96

tion coevolves with catchment attributes may provide a deeper understanding of these97

mappings, including why they exist at all.98

1.2 Runoff generation and saturated areas99

Dunne (1978) provided a succinct framework for understanding the relationship100

between climate, landscape morphology, and runoff generation mechanisms. In humid101

climates with minimal anthropogenic disturbance, thick soils in steep landscapes pro-102

duce primarily subsurface variable source areas (Hewlett & Hibbert, 1967), where a sat-103

urated wedge may form in the subsurface near the toe of the hillslope and expand up104

the hillslope in response to recharge. In contrast, humid environments with shallow soils105

and more gentle topography tend to produce saturation excess overland flow (Dunne &106

Black, 1970), where subsurface lateral flow capacity is exceeded, producing saturated ar-107

eas where groundwater may exfiltrate and become surface runoff along with precipita-108

tion on saturated areas. These relationships between topographic properties and runoff109

generation mechanisms were recently re-examined by Wu et al. (2021), who used a larger110

dataset than Dunne (1978) and identified characteristic features of different runoff gen-111

eration mechanisms in rainfall-runoff relationships. While the inclusion of more diverse112

environmental settings required further subdivision of runoff generation mechanisms and113

controls, the fundamental relationships identified by Dunne (1978) still emerged.114

However, research so far has not provided sufficient explanation for why certain com-115

binations of topographic properties and runoff generation mechanisms appear (Li et al.,116

2014). This question is not particularly new. As distributed hydrological modeling of runoff117

generation became possible, Freeze (1980) noted:118
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The simulations carried out in this study have placed the author in some awe of119

the delicate hydrologic balance on a hillslope. If one fixes the mean hydraulic con-120

ductivity of a hillslope, then there is only a very narrow range of topographic slopes121

that can lead to runoff generated by the Dunne mechanism. If one fixes the to-122

pographic slope of a hillslope, then there is only a very narrow range of hydraulic123

conductivities that will lead to a water table that is high enough to allow the Dunne124

mechanism to be operative in a given climatic regime. The fact that the Dunne125

mechanism is so common in nature in spite of these theoretical limitations on its126

occurrence infers a very close relationship between climate, hydraulic conductiv-127

ity, and the development of geomorphic landforms.128

What Freeze (1980) observed in simulations indicates that some sort of catchment co-129

evolution (Troch et al., 2015) might be needed to explain a tendency toward saturation130

excess variable source area runoff generation (the “Dunne mechanism”). The literature131

exploring the evolution of climate–morphology–runoff generation relationships is min-132

imal. Here our goal is to provide a broad picture of what kinds of landscapes and hy-133

drological behavior emerge as we allow climatic, hydrologic, and geologic properties to134

vary, assuming that runoff generation is driven by saturation excess from shallow ground-135

water flow and subsurface stormflow. We provide a synthesis of some of our results in136

the context of relationships identified in field data, including those of Dunne (1978), which137

indicate that at least certain features of that relationship are emergent products of catch-138

ment coevolution.139

1.3 Climate stochasticity in landscape evolution models140

Precipitation variability has long been recognized as an important factor in land-141

scape evolution. Ijjász-Vásquez et al. (1992) considered steady-state subsurface flow and142

an exponential distribution of rainfall depths, and showed that the statistical distribu-143

tion of resulting erosion rates effectively smoothed hillslope-valley transitions. Tucker144

and Bras (1998) found similar smoothing of hillslope-valley transitions with a compa-145

rable model that used a steady state partitioning of flow between surface and subsur-146

face for storm events drawn from exponential distributions of depth, duration, and in-147

terstorm duration. Similar approaches with stochastic precipitation but steady-state hy-148

drological models are still widely in use (e.g., Barnhart et al., 2018). However, these mod-149

els are limited in that antecedent conditions are not considered; the runoff and sediment150

transport rate during each event is independent from previous events.151

Other studies have taken different approaches to capture some of the effects of mem-152

ory and event sequence on runoff and erosion. Lague et al. (2005) examined the effects153

of discharge variability on channel long profile evolution by using a power law distribu-154

tion of runoff rates, forgoing an explicit model of the processes that convert rainfall to155

runoff. Deal et al. (2018) further advanced understanding of how runoff distributions af-156

fect channel long profiles using the stochastic hydrological model developed by Botter157

et al. (2007) to generate runoff from a coupled, spatially lumped soil moisture and lin-158

ear reservoir groundwater model. This approach accounts for the important effects of159

antecedent water storage and evapotranspiration on runoff generation, which ultimately160

affects fluvial erosion (Rossi et al., 2016). Because of these features, the model developed161

by Deal et al. (2018) shows promise for understanding how climate translates into ero-162

sion events and long-term evolution. However, models of channel long profile evolution163

cannot quantify spatially distributed hydrological features of interest, such as variably164

saturated areas. Moreover, it remains unclear exactly how the hydrological parameters165

(e.g., the reservoir coefficient, or reservoir size) needed for the model developed by Deal166

et al. (2018) are best linked to the evolving channel profile or surrounding hillslopes.167
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Although a few previous studies have used LEMs that resolve spatially distributed168

hydrological features, none have investigated the hydrological function that emerges at169

geomorphic dynamic equilibrium. Huang and Niemann (2006) used a coupled groundwater-170

LEM to examine how topographic evolution changed runoff generation at a well stud-171

ied site, but evolved the landscape for far less time than needed to achieve dynamic equi-172

librium. Huang and Niemann (2008) investigated long-term evolution with a coupled groundwater-173

LEM, but examined the sensitivity of modeled topography to hydrologic parameters by174

prescribing changes onto the slope-area relationship rather than directly simulating the175

evolution to dynamic equilibrium, which makes evaluating the role of coevolution between176

runoff generation and topography challenging. Lastly, Zhang et al. (2016) presented a177

highly detailed coupled hydrological and landscape evolution model, but the model has178

only been used as a proof of concept.179

1.4 Approach180

Here, we focus on the coevolution of topography and runoff generated by ground-181

water return flow and precipitation on saturated areas. To do this, we use the streampower-182

diffusion LEM called DupuitLEM that was developed by Litwin et al. (2021), in which183

runoff produces the shear stress for detachment limited erosion, and topography sets the184

boundary conditions for the groundwater system. To capture time-varying runoff gen-185

eration, we include stochastic storm generation and a simplified representation of vadose186

zone dynamics. We evolve the coupled model toward geomorphic dynamic equilibrium187

where the denudation rate is approximately equal to the uplift rate. At this point the188

hydrological function of the landscape is in some sense in equilibrium with topography–189

what exactly this equilibrium is and how it emerges are central to our results and dis-190

cussion.191

Hydrologic function of emergent landscapes likely depends on geomorphic, hydraulic,192

and climatic parameters in the model. However, this parameter space is large, and com-193

binations of parameters do not necessarily result in unique model outputs. Dimensional194

analysis of the model allows us to approach both of these problems. We use a nondimen-195

sionalization approach to produce a minimal set of dimensionless groups that both uniquely196

determine model output and provide insight into the competing processes that affect evolved197

morphology and hydrologic function. We begin with the nondimensionalization devel-198

oped by Litwin et al. (2021), and expand it to include the effects of the vadose zone and199

time-varying climatic forcing.200

Still, this dimensionless parameter space is too large for a comprehensive investi-201

gation of all possibilities. Without a full investigation of the parameter space, we can202

still answer key questions about how hydrological function coevolves with topography.203

We do this by focusing on how dimensionless groups that express climate and subsur-204

face hydraulics affect (1) topography and drainage dissection, (2) water balance and flux205

partitioning, (3) spatial patterns of hydrologic fluxes and saturation, and (4) temporal206

relationships between saturated area, discharge, and storage. Based on the results, we207

present a perceptual model of the emergence and persistence of variable source area hy-208

drology and show that the relationships between geomorphology and runoff generation209

in humid landscapes that were identified by (Dunne, 1978) can be obtained through co-210

evolution. Finally we discuss the potential for using landscape history to understand present211

hydrological function.212
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2 Model Description213

2.1 Topographic evolution214

The LEM used here considers the evolution of topographic elevation z(x, y, t) by215

water erosion Ef (x, y, t), erosion resulting from the divergence of hillslope regolith trans-216

port Eh(x, y, t), and uplift or baselevel change U .217

∂z

∂t
= −Ef − Eh + U (1)

Litwin et al. (2021) derived the water erosion term from excess shear stress, arriv-
ing at a form that is similar to the detachment-limited streampower law, but using the
area per contour width a instead of upslope area A. Bonetti et al. (2018) define a(x, y)

as the scalar field satisfying −∇ ·
(
a ∇z
|∇z|

)
= 1, which is an elegant analytical defini-

tion of the concept usually defined as a = A/v0 in the limit of small contour width v0.
The erosion law also scales linearly with the dimensionless discharge Q∗ = Q/(pA), where
Q is the volumetric discharge and p is the mean precipitation rate, which we derived from
the hydrological model as discussed below. The rate of water erosion is:

Ef = K
√
v0Q

∗√a|∇z| − E0 (2)

where K is the streampower erosion coefficient, and E0 is a threshold below which no218

water erosion occurs. Although erosion thresholds can have important effects on mor-219

phology (e.g., Tucker, 2004), here we only present results for E0 = 0, as we found the220

threshold to have little effect on the hydrological behavior of interest in this study.221

The term Eh describes gravity-driven movement of sediment via processes such as
frost heave, animal burrowing, and tree throw. A simple formulation for Eh begins by
assuming that the sediment flux is proportional to the local slope gradient, qh ∼ ∇z,
and the resulting elevation change is the divergence of this flux, Eh ∼ ∇2z. This is the
linear hillslope diffusion law, which was used in Litwin et al. (2021). This assumption
produces unrealistically steep toe slopes (|∇z| > 1) as hillslopes become long. Land-
scapes with high relief and long hillslopes generally have a form better described by non-
linear sediment flux laws, where flux increases super-linearly with slope. Near ridges and
when relief is low, the law produces near-parabolic topography (like the linear diffusion
law), but as the slope gradient increases it produces increasingly planar hillslopes. This
replicates a shift from short-range transport to longer-distance transport processes such
as dry ravel and shallow mass failures (e.g., Doane et al., 2018; Gabet, 2003; Roering et
al., 1999; Tucker & Bradley, 2010). Data compiled by Godard and Tucker (2021) showed
that most documented field case studies of hillslope morphology, transport efficiency, and
erosion rate fall within the nonlinear transport regime. We chose the hillslope transport
model described by Ganti et al. (2012), which is a Taylor expansion of the critical slope
model

qh =
D∇z

1− (|∇z|/Sc)2
(3)

used by Andrews and Bucknam (1987) and Roering et al. (1999), but is more compu-
tationally tractable for landscape evolution simulations. The rate of elevation change due
to hillslope erosion is

Eh = ∇ · qh = D∇ ·

(
∇z

(
1 +

(
|∇z|
Sc

)2
))

(4)

where D is the transport coefficient and Sc is a critical slope. This expression represents222

the first two terms of the Taylor expansion, which Ganti et al. (2012) showed to be a close223

approximation of the original partial differential equation.224
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Combining the water- and gravity-driven erosion terms with a constant rate of base-
level change U , we arrive at the governing equations of the LEM:

∂z

∂t
= −K

√
v0⟨Q∗⟩

√
a|∇z|+D∇ ·

(
∇z
(
1 + (|∇z|/Sc)

2
))

+ U (5)

−∇ ·
(
a
∇z

|∇z|

)
= 1 (6)

where the angled brackets ⟨·⟩ indicate the time-averaged value of the quantity.225

2.2 Subsurface model226

As in Litwin et al. (2021), we consider only a homogeneous, surface-parallel layer227

of permeable material with thickness b above impermeable bedrock. We will refer to this228

as the ‘permeable thickness’ as we do not distinguish between mobile regolith and weath-229

ered or fractured bedrock. Although deeper groundwater flow can be important for runoff230

generation, here the permeable thickness sets the lower boundary for groundwater cir-231

culation. We will sometimes refer to ‘regolith’ when discussing hillslope sediment trans-232

port, although ultimately the geomorphic model is agnostic to the composition of the233

subsurface. That is, we assume there is always enough regolith to meet the slope-based234

hillslope flux law. Lastly, the term ‘soil’ is used when referencing or drawing compar-235

ison with field studies that use this term, in which case the analogous term in our model236

is permeable thickness.237

How exactly the subsurface of real landscapes evolves to keep pace with surface evo-238

lution is an active subject of research that so far has no consensus (Riebe et al., 2017).239

Surface-parallel permeability structure is sometimes (but not always) observed in the field240

St. Clair et al. (2015), and also emerges at geomorphic steady state with the widely used241

exponential production model (e.g., Rosenbloom & Anderson, 1994; Tucker & Slinger-242

land, 1997). Fixing the permeable thickness rather than tracking its evolution does have243

limitations, as discussed in Section 6.4, but ultimately we decided to keep the subsur-244

face representation simple to focus on the dynamics of topographic and hydrologic evo-245

lution.246

2.3 Hydroclimatological model247

Given the long timescales of landscape evolution relative to runoff generation, it248

was necessary to make compromises between process representation and computational249

efficiency. Our goal was to develop a minimally complex model that captured the emer-250

gence of catchment and hillslope scale hydrological function (sensu Wagener et al., 2007)251

including water balance partitioning, and the presence of surface and subsurface vari-252

able source areas. We therefore aimed to construct a model that incorporated the fol-253

lowing elements:254

• rainfall, and therefore recharge, varies in time,255

• rainfall is partitioned between quickflow and storage,256

• storage is partitioned between ET and baseflow,257

• ET is limited by energy in humid climates, and by water availability in dry cli-258

mates.259

To address the first element, we generated stochastic storm depth ds, duration tr, and260

interstorm duration tb using exponential distributions, following Eagleson (1978), and261

many papers in the hydrology (e.g., Botter et al., 2007; Rodriguez-Iturbe et al., 1999))262

and landscape evolution literature (e.g., Barnhart et al., 2018; Tucker & Bras, 2000)).263

Previously we introduced the mean precipitation rate, p, which is related to the above264

parameters as p = ⟨ds⟩/(⟨tr⟩+⟨tb⟩). The distributions for storm depth, duration, and265

interstorm duration are:266

–7–
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f(ds) =
1

⟨ds⟩
exp

(
− ds

⟨ds⟩

)
(7)

f(tr) =
1

⟨tr⟩
exp

(
− tr

⟨tr⟩

)
(8)

f(tb) =
1

⟨tb⟩
exp

(
− tb

⟨tb⟩

)
. (9)

(10)

To address elements 2 and 3, we needed to account for storage in the unsaturated267

zone as well as the saturated zone. A thorough treatment of coupled saturated-unsaturated268

zone dynamics would be computationally prohibitive for landscape evolution simulations.269

We opted instead for a one-way coupling between a simple unsaturated zone model and270

the Dupuit-Forcheimer groundwater model, which is capable of capturing important fea-271

tures.272

Schenk (2008) presented a simple model (called here the Schenk model) for vadose273

zone dynamics in a 1-dimensional profile that serves our purpose well. The model is based274

on the assumption that plants extract water from the shallowest depth where water is275

available, and use all available water at that depth before extracting water from deeper276

in the profile. Conversely, precipitation fills available storage at the ground surface first,277

and displaces water already present deeper into the profile. Schenk (2008) showed that278

the distribution of depths from which water is extracted in this model mimics the plant279

rooting depth distributions in a wide range of climates. This is useful to our study be-280

cause the depths of root water uptake emerge as a result of the climate and subsurface281

hydraulic properties selected rather than requiring an additional parameter.282

We took a spatially-integrated approach to the unsaturated zone state, modeling
unsaturated zone storage with the Schenk model, from which we derived spatially dis-
tributed estimates of groundwater recharge based on the water table depth. The Schenk
model can be written in cumulative form using the coordinate d, depth below the ground
surface. The model tracks the volume (per unit area) of storage Sd above depth d, which
evolves in time according to:

Sd(d, t+∆t)− Sd(d, t) = min (dna − Sd(d, t), i(t)∆t)−min (Sd(d, t), pet(t)∆t) (11)

where t is the current time, ∆t is the timestep, na is the plant-available water content
(equal to the field capacity minus the water content below which plants will prefer to use
water from deeper depths), i(t) is the storm intensity (equal to ds/∆t during storms, and
zero otherwise), and pet(t) is the potential evapotranspiration (ET) rate (equal to a con-
stant rate pet during interstorms and zero otherwise). Equation (11) states that the change
in vadose water stored above depth d over the time interval ∆t is the lesser of the avail-
able vadose storage above d and the depth of rainfall during the interval, minus the lesser
of the water in vadose storage above d and the evapotranspiration during the interval.
We assumed that the recharge Rd received by a water table at depth d is the amount
of water that has infiltrated below d in the vadose profile:

Rd(d, t) = i(t)∆t−min (dna − Sd(d, t), i(t)∆t) (12)

from which we arrive at the recharge rate:

r(x, y, t) =
Rd(b− h(x, y, t), t)

∆t
(13)

where the depth to the water table is b−h(x, y, t), the permeable thickness minus the283

aquifer thickness. We have set the maximum profile depth equal to the permeable thick-284

ness b, such that d ≤ b, which ensured continuity between saturated and unsaturated285

–8–
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flow models. Note that the recharge rate in Equation (13) is equal to the precipitation286

rate i when the water table is at the surface (b−h = 0). The groundwater model dis-287

cussed in Section 2.4 then determines how this recharge will be partitioned between over-288

land flow and saturated subsurface flow. A full sample calculation of the Schenk model289

is shown in Supplemental Figure S2.290

The Schenk model was run such that each timestep was either an entire storm or291

an entire interstorm period. Any recharge generated was assumed to arrive at the ground-292

water table at a steady rate over the storm period. During interstorm periods, the recharge293

rate is assumed to be zero (even if the water table has risen farther into the unsaturated294

zone), and the actual evapotranspiration will always equal the potential evapotranspi-295

ration rate when water in vadose storage is available. We calculate total actual evapo-296

transpiration by subtracting the total recharge from the total precipitation, assuming297

all precipitation that did not become recharge to the saturated zone was transpired. We298

explored the possibility of allowing for root water uptake from the saturated zone; how-299

ever, we found that conservation of mass would only be possible if the unsaturated zone300

state was tracked uniquely at each location where we track water table elevation, defeat-301

ing the purpose of choosing this model for its computational efficiency. In tests we found302

saturated zone root water uptake would be a relatively small component of the water303

balance in much of the parameter space (although we cannot rule out its importance in304

some edge cases). We leave further exploration of this for future work.305

2.4 Groundwater flow and runoff generation306

Runoff is generated by exfiltrating subsurface lateral flow and from precipitation
(i.e., recharge from the unsaturated zone model) on saturated areas. We use a quasi 3-
dimensional shallow unconfined aquifer model based on the Dupuit-Forcheimer approx-
imations (Childs, 1971) for groundwater flow above a sloping impermeable boundary. We
solve for the (saturated) aquifer thickness h(x, y, t) based upon the lateral groundwater
flux q(x, y, t), local runoff production qs(x, y, t), and recharge r(x, y, t). Surface water
discharge Q(x, y, t) is calculated by instantaneously routing qs over the area upslope from
a given location. The governing equations for the hydrological model are:

∂h

∂t
=

1

ne

(
r −∇ · q − qs

)
(14)

q =− h cos θks
(
∇z +∇h

)
cos θ (15)

qs =G
(
h

b

)
R
(
r −∇ · q

)
(16)

Q =

∫
A

qsdA (17)

where ne is the drainable porosity, which we assume to have a constant value, ks is the307

saturated hydraulic conductivity, and θ(x, y, t) is the slope of the aquifer base. The reg-308

ularization function G(·) is equal to zero when the argument is less than 1, and approaches309

1 as the argument approaches 1. In this case the argument h/b represents the portion310

of the total permeable thickness b that is occupied by the aquifer with thickness h. The311

ramp function R(·) is zero when the argument is less than zero and is equal to the ar-312

gument when it is greater than zero. Thus, Equation (16) says that runoff will occur when313

the ground is saturated to near the surface and the recharge exceeds the divergence of314

the groundwater flux.315

In our analysis, we further divide discharge into a fast-responding component (quick-316

flow), and a slow-responding component (baseflow). Discharge during interstorm peri-317

ods is defined as entirely baseflow, whereas baseflow during storm events is estimated318

by linear interpolation between the pre-storm-event discharge and the post-storm-event319

discharge. This approach works for our model because all runoff generated during storm320

events is instantaneously routed to the outlet (Equation 17), leaving only the slowly vary-321
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ing exfiltration to leave as runoff during interstorm periods; see Figure S3 for an exam-322

ple. Quickflow, which is nonzero only during storm events, is then some combination of323

exfiltration and precipitation on saturated areas. Although the regularization functions324

in Equation (16) make it difficult to isolate their respective contributions, precipitation325

on saturated areas is usually the dominant contribution to quickflow as the model lacks326

mechanisms that would rapidly increase exfiltration during storm events.327

3 Model implementation328

3.1 Modeling platform329

The governing equations were solved on a 125×125 square raster grid. The grid330

cell size is best considered within the framework of the nondimensionalization we use,331

which will be discussed in Section 4. The top, right, and left boundaries are zero-flux332

boundaries, while the bottom boundary is a fixed value (Dirichlet) boundary, where the333

land surface and water table elevation are coincident. The initial condition is a near flat,334

roughened surface with zero elevation above baselevel. The domain can be considered335

in a moving reference frame, where the bottom boundary is an adjacent lateral stream336

(albeit with zero slope) incising at a rate U . The vadose profile was discretized such that337

each depth increment is equal in size and has a maximum unsaturated storage ≤ 1%338

of the mean storm depth.339

The model is implemented as a Python package called DupuitLEM that is built340

on process components from the Earth surface modeling platform Landlab (Barnhart341

et al., 2020; Hobley et al., 2017). The LEM is solved using existing process components342

in a loosely coupled scheme, where diffusion is solved with a forward Euler finite volume343

method and the streampower erosion module is solved with an implicit method based344

on Braun and Willett (2013). The groundwater model (Litwin et al., 2020) is solved with345

an approach that combines explicit calculation of lateral groundwater flow and an an-346

alytical solution for groundwater rise and exfiltration based on the regularization pre-347

sented by Marçais et al. (2017).348

3.2 Upscaling discharge to geomorphic time349

In any computationally feasible model of landscape evolution that incorporates hy-350

drological processes, some scaling is needed between the timescales of the two models.351

We simply cannot simulate hydrological processes for millions of years. This temporal352

scaling has two primary approaches: online updating and offline updating. An online up-353

dating approach matches one hydrological time step to one geomorphic time step, and354

simply scales the effect of each event to represent some longer duration of time. An of-355

fline updating approach simulates hydrology on a fixed landscape over some duration from356

which meaningful average quantities can be derived. The average quantities, including357

discharge, are then used to evolve the landscape over some longer duration. Although358

both approaches have benefits and drawbacks, here we used an offline updating approach,359

as it allows for greater continuity of hydrological state. In an online updating approach,360

the model may erode substantial regolith and the water within the regolith in each time361

step, making it difficult to have a meaningful water balance. Here we ran the hydrolog-362

ical model for 25 storms before using the results to evolve the landscape forward in time.363

The scaling factor between hydrologic and geomorphic time varies by the simulation from364

250 to 64000, depending on the duration of the mean storm-interstorm period.365

In this paper we consider time-varying precipitation and recharge, and as a result366

Q∗ will also vary substantially on hydrological timescales. As stated previously, ⟨Q∗⟩ is367

the temporal average of Q∗ used to obtain an effective value that can be applied on land-368

scape evolution timescales. Because Equation (5) is linear in ⟨Q∗⟩, this can simply be369
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the time-weighted mean discharge. This would not be the case when an incision thresh-370

old is present, or when the exponents in the incision model are changed.371

4 Scaling analysis372

Dimensional analysis is a powerful tool for examining the behavior of models, al-373

lowing us to identify groups of parameters that affect the solutions to the governing equa-374

tions in related ways. Litwin et al. (2021) nondimensionalized a simpler version of the375

model presented here with linear hillslope diffusion and uniform recharge directly to the376

water table. The nondimensionalization applied the concept of symmetry groups (Barenblatt,377

1996), minimal sets of parameters that, when scaled by a constant factor, leave the gov-378

erning equations unchanged. We nondimensionalized the governing equations system-379

atically by carefully choosing the constant factors and introducing definitions of equiv-380

alent dimensionless variables.381

The approach used characteristic scales derived from the model parameters to iso-
late dimensions of the model. These are listed in Table 1. We applied the same symme-
try group approach presented in Litwin et al. (2021) to the continuum equations of the
model used here to determine the following dimensionless governing equations:

∂z′

∂t′
=−Q∗

√
a′|∇′z′|+∇′ ·

(
∇′z′

(
1 +

(
∇′z′

Sc/α

)2
))

+ 1 (18)

−∇′ ·
(
a′

∇′z′

|∇′z′|

)
= 1 (19)

δ
∂h′

∂t
=r′ −∇′ · q′ − q′s (20)

q′ =− h′ cos2 (arctan |α∇′z′|) (∇′h′/β +∇′z′) (21)

q′s =G
(
h′

γ

)
R (r′ −∇′ · q′) (22)

Q∗ =
1

A′

∫
A′

q′sdA
′ (23)

where prime indicates a dimensionless equivalent (defined in Section 8). Five dimension-382

less groups, plus the critical gradient Sc, remain as parameters. These are listed in Ta-383

ble 2.384

Symbol Name Definition

hg Characteristic geomorphic height scale
(

DU3

v2
0K

4

)1/3
ℓg Characteristic geomorphic length scale

(
D2

v0K2

)1/3
tg Characteristic geomorphic time scale

(
D

v2
0K

4

)1/3
ha Characteristic aquifer thickness pℓg

kshg/ℓg

td Characteristic drainage timescale ℓgne

kshg/ℓg

l Domain length –

Table 1. Characteristic scales that were derived to isolate the dimensions (length, height, and
time) of the model.
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Symbol Name Characteristic Scale Definition Parameter Definition

α Characteristic gradient hg

ℓg
U

v
1/3
0 D1/3K2/3

β Aquifer relief scale hg

ha
=

ksh
2
g

pℓ2g

ksU
2

p v
2/3
0 D2/3K4/3

γ Drainage capacity b
ha

=
bkshg/ℓg

pℓg
bksU
pD

δ Timescale factor td
tg

ne v
2/3
0 D2/3K4/3

ksU

λ Domain scale factor l
ℓg

lv
1/3
0 K2/3

D2/3

Table 2. The dimensionless groups (plus Sc) that appear in the dimensionless equations (18–
23).

Of the dimensionless groups, we expect β and γ to be the most important controls385

on emergent hydrological behavior, as they affect critical aspects of hydrological func-386

tion. The aquifer relief scale β describes the geomorphic height scale relative to aquifer387

thickness, which was called the hillslope number in Litwin et al. (2021) because its form388

is analogous to Brutsaert (2005, their Eq. 10.139) used to understand shallow ground-389

water dynamics. However, we found that it was harder to interpret β as a hillslope num-390

ber in this study due to the combination of evolving landscape form, time-variable recharge391

and evapotranspiration. We will return to the discussion of the hillslope number and the392

role of β in Section 6.6. The drainage capacity γ describes the permeable thickness rel-393

ative to characteristic aquifer thickness, or equivalently the ratio of a characteristic Darcy394

flux to precipitation on a hillslope with length ℓg. The characteristic gradient α is the395

ratio of geomorphic height and length scales, which we will keep fixed in this paper, but396

was explored in Litwin et al. (2021). The timescale factor δ is the ratio of hydrologic to397

geomorphic timescales, which we expect to be small in all cases given the large differ-398

ence between hydrologic and geomorphic process rates. Lastly, λ is the domain scale fac-399

tor, where l is the domain side length. λ is large in all cases considered here, and is not400

expected to affect our results (Anand et al., 2022; Bonetti et al., 2020; Litwin et al., 2022).401

The stochastic forcing introduced three additional parameters: mean storm dura-402

tion ⟨tr⟩, mean interstorm duration ⟨tb⟩, and mean storm depth ⟨ds⟩, while the inclu-403

sion of vadose zone dynamics and evapotranspiration introduced two additional param-404

eters: evapotranspiration rate pet and plant-available water content na. We found that405

four dimensionless groups were needed to represent the additional parameters, shown in406

Table 3. These groups were chosen to provide intuition into competing processes. The407

dimensionless forms of the Schenk model are given in Appendix B, Equations (A15) and408

(A21).409

Although all of the dimensionless groups in Table 3 may be important for hydro-410

logical function and emergent landscapes, we focused on variation in σ and aridity in-411

dex Ai. The water storage index σ describes the competition between the maximum pos-412

sible saturated zone storage and mean storm depth, where smaller values indicate that413

local saturated zone storage is more easily exceeded by storms. Ai is the duration-corrected414

rate of potential evapotranspiration relative to rainfall, which has a critical effect on how415

much water becomes recharge. The precipitation steadiness index ρ is the proportion of416

time in which rainfall is occurring, which in the limit of ρ → 1 is the steady case con-417

sidered by Litwin et al. (2021). Lastly, the moisture content index ϕ describes the va-418

dose zone plant-available water content relative to the saturated zone drainable poros-419

ity.420
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Symbol Name Parameter Definition

σ Water storage index bne

p(⟨tr⟩+⟨tb⟩)

Ai Aridity index pet⟨tb⟩
p(⟨tr⟩+⟨tb⟩)

ρ Precipitation steadiness index ⟨tr⟩
⟨tr⟩+⟨tb⟩

ϕ Moisture content index na/ne

Table 3. The additional dimensionless groups needed to describe the climatic and vadose
models.

5 Results421

We conducted simulations to explore the effects of subsurface properties and cli-422

mate on morphology and runoff generation by varying the dimensionless groups iden-423

tified in Section 4. Although the simulations do not cover the entire parameter space,424

they are sufficient to show a range of hydrologic behaviors that emerge from the coupled425

model. The results are presented in three sets of simulations. First, we varied σ and Ai,426

holding other dimensionless groups constant (except the timescale factor δ, although the427

effects of this variation are assumed to be negligible). Second, we ran the same combi-428

nation of σ and Ai but decreased β by a factor of 10 to examine a case where aquifers429

are thicker relative to relief. Finally, we fixed Ai to a humid value of 0.5 and varied γ430

and σ to explore the interaction of storage and drainage in the subsurface.431

All our results focus on the climatic end-member where storm durations are short432

relative to the time between storms (ρ = 0.03). We used the average value of α inves-433

tigated by Litwin et al. (2021) (α = 0.15), the domain scale factor was fixed at λ =434

250, and others were chosen to be physically reasonable, including a critical slope Sc =435

0.5 and moisture content index ϕ = 1.5.436

We ran simulations for 2000tg, by which time, most simulations had reached an equi-437

librium where mean relief was no longer increasing (Supplemental Figure S1). Cases not438

reaching equilibrium tend to be arid, and have poorly developed drainage networks. Once439

the landscape evolution simulation had completed, we ran the hydrological component440

of the model (without changing the topography) for 2000(⟨tr⟩+⟨tb⟩) using the final wa-441

ter table as an initial condition to collect more detailed information on hydrological state442

and fluxes. Spatially distributed output (saturated area, recharge) were recorded at the443

storm-interstorm timescale, while spatially-lumped data (water balance components, to-444

tal saturated area, total storage) were recorded at intervals corresponding to 1% of max-445

imum timestep for groundwater model stability (Litwin et al., 2020).446

5.1 Effects of climate on topography447

Before examining the hydrological function of the evolved landscapes, we will be-448

gin by examining their topography. Aridity index Ai and water storage index σ play im-449

portant roles in determining the partitioning of precipitation into evapotranspiration,450

surface flow, and subsurface flow, which ultimately affects the amount of water available451

to shape topography through erosion. The hillshades in Figure 1A show the development452

of characteristic ridge-valley topography when Ai < 1, where drainage dissection de-453

creases with increasing aridity. When Ai ≥ 1 drainage networks are minimal or nonex-454

istent (given the domain size, boundary conditions and other parameters used). Relief455

also increases with increasing aridity, as relief increases with decreasing drainage dissec-456

tion while α and Sc are held constant.457
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The water storage capacity σ modulates the relationship between topography and458

aridity. When σ is small, the subsurface has a small capacity to store water relative to459

the average storm depth, and consequently surface runoff is produced more frequently460

across more of the landscape, increasing dissection and lowering relief. In the results pre-461

sented, we decreased σ by reducing rainfall frequency and increasing intensity while keep-462

ing water storage capacity constant. Figure 1 shows that drainage networks can form463

under higher aridity climates when σ is small, as large infrequent storm events have more464

potential to generate surface water runoff than if the same annual precipitation were spread465

amongst more frequent storms.466

Cross sections through the subsurface (Figure 1B–E) show differences in relief and467

mean water table position between selected model runs. Humid landscapes with small468

storage indices have the least relief and maintain water tables close to the surface (Fig-469

ure 1D). Arid landscapes with small σ have the highest relief, and water tables are near470

the impermeable bedrock except near channels. When σ is large (large permeable thick-471

ness and/or many small storms) aridity has a highly non-linear effect on topography, with472

effectively no stream dissection for cases where Ai> 1.473

5.2 Water balance partitioning474

We examined the water balance at two levels, first partitioning of precipitation into475

actual evapotranspiration (AET ) and total runoff through the lens of the Budyko frame-476

work (Budyko, 1974), and then used the L’vovich framework (L’vovich, 1979) to under-477

stand the quickflow-baseflow partitioning. The framework was applied to all three sets478

of model runs (varying Ai and σ, varying Ai and σ with low β, and varying σ and γ),479

which have corresponding topography in Figures 1, S5, and S6. All results show total480

fluxes into and out of the domain averaged over 2000(⟨tr⟩+ ⟨tb⟩).481

The Budyko plots in Figure 2A,D, show how precipitation is partitioned to evap-482

otranspiration (rather than discharge) as a function of aridity, and the constraints that483

energy and mass balance place on this partitioning (dashed lines) for high and low β cases.484

In energy-limited environments, the maximum ratio ⟨AET ⟩/⟨P ⟩ is ⟨PET ⟩/⟨P ⟩ ≈ Ai,485

whereas in water-limited environments, the maximum ratio is one. Model results in Fig-486

ure 2A closely follow respective energy and water limitations at each aridity, indicating487

actual ET is occurring at close to the potential ET rate. In contrast, Figure 2D shows488

that when the aquifer relief scale β and water storage index σ are small (i.e., thinner aquifers489

relative to relief and smaller storage capacity relative to storm depth) and the climate490

is humid, substantially less precipitation becomes evapotranspiration (and more becomes491

discharge) than in the previous case. Figure 2G shows how this partitioning is affected492

by drainage capacity γ for a constant aridity Ai = 0.5, where poorly drained landscapes493

(low γ) appear to produce less actual ET relative to precipitation, although the effect494

is smaller than that of the aridity index Ai. In the particular stochastic simulations we495

ran, ⟨PET ⟩/⟨P ⟩ > Ai, so we place the horizontal line at ⟨PET ⟩/⟨P ⟩ to show that ac-496

tual ET still does not exceed potential ET.497

The L’Vovich framework allows us to more deeply understand the catchment wa-498

ter balance by decomposing discharge into quickflow Qf that leaves the watershed rapidly499

during storms, and baseflow Qb that is released more slowly. We examine (1) how pre-500

cipitation is partitioned into quickflow and storage, and then (2) how storage is parti-501

tioned into ET and baseflow.502

We first consider the fraction of precipitation that becomes quickflow, shown in Fig-503

ures 2B,E,H. These show that quickflow fraction is sensitive to all dimensionless groups504

considered (γ, β, σ, and Ai). In Figure 2B, the quickflow fraction decreases rapidly with505

increasing aridity, until almost no quickflow is generated when Ai ≥ 1. In contrast, Fig-506

ure 2E shows that when the aquifer relief scale β is small, quickflow is more sensitive to507

water storage index σ, and for σ = 8 the quickflow is greater that 50% even when Ai =508
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1. Quickflow fraction declines rapidly with increasing γ (Figure 2H) with a nonlinear de-509

pendence that is similar to the effect of aridity shown in Figure 2B.510

Second, we can consider how the remaining precipitation (that has become stor-511

age rather than leaving as quickflow) is partitioned into evapotranspiration and base-512

flow (Figure 2C,F,I). In Figure 2C, we see that the baseflow fraction declines linearly with513

aridity in humid climates, and is minimal for Ai> 1. This behavior is insensitive to the514

water storage index σ except in the smallest case. This is also true when the aquifer re-515

lief index β is small (Figure 2F), provided σ is large. However, when σ is small and the516

climate is humid, partitioning to baseflow is less sensitive to aridity, similar to the sen-517

sitivity seen in Figures 2D and E. Although quickflow fraction decreases with γ and arid-518

ity (Figures 2B, H), baseflow fraction generally increases with γ Figure 2I), the oppo-519

site of the pattern observed in baseflow fraction with aridity (Figure 2C). The baseflow520

fraction increases with γ until it levels out at a constant value as actual ET approaches521

potential ET (Figure 2G).522

5.3 Spatial structure of recharge and saturated areas523

The location and extent of saturated areas vary in time and space responding to524

changing recharge, water storage, and topographic states. Here we define recharge the525

same way it has been defined in previous sections, given by Equations (12) and (13). All526

water that is delivered to the saturated zone is defined as recharge, including when the527

water table is at the land surface, in which case the groundwater model determines how528

much will become runoff. As a consequence of the dependence of recharge on depth to529

water table (Equation 12), there are systematic variations in recharge rate with land-530

scape position. Figure 3 shows the mean recharge rate ⟨r⟩ relative to the mean precip-531

itation rate p in the same modeled cases shown previously in Figure 1. Lighter colors in532

Figure 3 highlight valleys and regions of convergent topography, where the water table533

tends to be close to the surface. Contrasts in recharge rates across different landscape534

positions increase with aridity until Ai = 1, at which point the water table is deep and535

the unsaturated zone tends to remain dry enough to hold precipitation without gener-536

ating recharge (hidden cases in Figure 3 have no recharge). The relative recharge is also537

sensitive to σ, as large storms relative to permeable thickness (small σ) allow vadose wa-538

ter to reach the water table more frequently than when σ is large.539

In order to examine spatial and temporal patterns of saturated area, we defined540

a metric of saturation occurrence and classified the landscape into zones that are wet,541

variably saturated, or dry. We define surface saturation based upon where the water ta-542

ble is within 0.025hg of the ground surface. This metric approximates the “squishy boots”543

test used to identify variable source areas (e.g., Dunne et al., 1975). Areas that are sat-544

urated at the end of more than 95% of storms and interstorms are classified as wet, whereas545

locations that are saturated after less than 5% of storms and interstorms are classified546

as dry, and variably saturated areas are all others not in either of the previous classes547

(for our purposes, the classification is relatively insensitive to the choice of threshold val-548

ues; for details, see Figure S4).549

Results in Figure 4 show that the model produces widespread variably saturated550

areas organized around the interface between the channel network and adjacent hillslopes.551

In humid landscapes where the water storage index σ is small, channel networks are per-552

manently saturated, and hillslopes can become saturated all the way to ridges at least553

occasionally (frequency > 0.05), when storm depths approach or exceed local saturated554

zone storage capacity. With increasing σ, variable source areas retreat to localized zones555

in channel heads and areas of topographic convergence. With increasing aridity, the wa-556

ter table tends to interact with the surface less frequently, leading to intermittent chan-557

nel networks when Ai ≥ 1.558
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The transition to intermittent saturation in valley bottoms is also affected by the559

drainage capacity γ, due to its influence on the partitioning of water between surface and560

subsurface flow (Figure S9). When γ is large and σ is small, storms are large relative to561

storage, but subsurface drainage is efficient. Consequently, ridges remain dry, but sat-562

uration in valley bottoms is more variable than cases with lower γ or higher σ (see Fig-563

ure S9, simulation 4).564

Of note, discontinuous wet sections of the channel network emerge from the model565

without any introduced heterogeneity or spatial variation in permeable thickness. These566

can be seen for example in Figure 4 subplots 3, 4, 10, and 11, which have large β, inter-567

mediate Ai, and small σ. They also appear when γ is large (Figure S9), but are largely568

absent when β is smaller (Figure 5). These patterns are driven by differences in the lo-569

cal convergence and downslope conveyance capacity associated with topographic curva-570

ture and slope. These patterns are indicative of a discontinuous stream channel with both571

perennial and ephemeral reaches. It should be noted, however, that our saturation met-572

ric describes only the proximity of the water table to the surface, and does not include573

the presence of water routed from upslope, which in our model is not allowed to infil-574

trate once it has become surface runoff. Nevertheless, the emergence of this discontin-575

uous network of saturated areas indicates that the morphology of the landscape, rather576

than just variability in subsurface properties, may provide a structural control on het-577

erogeneous patterns of surface flow in valley bottoms. This feature is likely to persist in578

a model that allows re-infiltration, although instead of variably saturated valley bottoms,579

some areas of the parameter space may instead produce reaches that gain and lose wa-580

ter, again as a function of adjacent landscape morphology.581

Other unusual features emerge as the aquifer relief index β becomes small, in which582

case the relief of the water table is similar to that of the topography. First, we observe583

that particular combinations of parameters produce drainage networks that are close to584

non-dendritic (Figure 5). This is highly unusual in LEMs, particularly those with single-585

direction flow routing and fluvial incision like this one. We say ‘close to’ non-dendritic586

because subtle drainage divides do exist such that surface flow is only routed in one di-587

rection at any particular topographic state – i.e., saddle-points. However, variable or even588

persistent saturation extends all the way up to these saddle-point divides, and flow di-589

rections near them may change frequently with evolving topography. Second, some model590

results show the presence of persistently saturated valley bottoms with widths greater591

than one pixel (e.g., Figure 5 subplots 10, 11, 17, 23, and 28). This is also uncharacter-592

istic of the type of LEM formulation used here, which will generally incise valleys only593

one grid cell wide. This illustrates that erosion by runoff on saturated areas near the toes594

of hillslopes can help account for the formation of valleys that are substantially wider595

than the channels they contain. LEMs have generally only achieved valleys wider than596

one pixel by explicitly representing valley widening by lateral channel migration (Langston597

& Tucker, 2018). These permanent lowland wetland features and non-dendritic drainage598

networks are evidence of the strong influence that the aquifer structure can exert on sur-599

face drainage organization, even in a relatively simple model.600

5.4 Co-variant dynamics of spatially-averaged saturation, storage, and601

discharge602

The relationship between saturated area and baseflow discharge is a useful indi-603

cator of the relationship between landscape morphology, subsurface properties, and runoff604

generation (Latron & Gallart, 2007). We chose to examine baseflow rather than total605

flow because the total flow generated from a storm event for a given antecedent satu-606

rated area will be dependent on the storm intensity, whereas exfiltration-driven baseflow607

should vary more systematically with aquifer properties and topography.608
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Figure 6 shows the dimensionless baseflow discharge Q∗
b = Qb/pAtot versus the609

dimensionless saturated area A∗
sat = Asat/Atot, where Qb is the total baseflow discharge610

for the model domain, Asat is the total saturated area, and Atot is the total domain area.611

Saturated areas are calculated with the same criterion as in the spatially distributed fig-612

ures. For reference, light gray points were added to indicate the total dimensionless dis-613

charge (Q∗ = Q∗
b + Q∗

f ). Baseflow points are colored by the dimensionless saturated614

storage S∗ = S/(bneAtot) to show relationships with saturated area and baseflow.615

As expected from the spatial patterns of saturation in Figure 4, the range of the616

dimensionless saturated area decreases with increasing σ. When σ is large, the extent617

of saturated areas is fixed at approximately 10% of the watershed area in the most hu-618

mid case, and decreases with increasing aridity. When σ is small, increasing aridity does619

not prevent the landscape from reaching near full saturation (A∗
sat = 1), but does lower620

the minimum saturated area, increasing the range of saturated area observed. Model runs621

with the same aridity tend to have similar minimum saturated extent, but with decreas-622

ing σ, the maximum saturated area generally increases.623

Despite differences in the saturation-baseflow discharge relationship with the pa-624

rameters shown, there are underlying patterns that may reveal features of the coevolved625

system. Primarily, we notice that the relationship between baseflow and saturated area626

has a concave up form in most cases, where the rate of change of saturated area increases627

with baseflow discharge. The simulations with the largest range in (log-transformed) A∗
sat628

(e.g., in Figure 4) appear to have a sigmoidal relationship, which can be divided into three629

regimes: rapid increase in saturated area with low baseflows, moderate increases in sat-630

urated area with moderate baseflows, and again rapid increases in saturated area with631

the highest baseflows. Several reference lines are included here for comparison with these632

regimes: A∗
sat ∼ Q∗2

b , and A∗
sat ∼ Q

∗1/3
b , which are indicative of the rates of change633

in the upper and middle regimes, respectively.634

How does the form of the saturation-baseflow discharge relationship relate to to-635

pography? We can contextualize the relationship by mapping points in Q∗
b−A∗

sat space636

back to their respective spatially distributed saturation patterns. We chose to examine637

the results in Figure 6-4 (σ = 8.0, Ai = 1.0) in more detail, as it displays the sigmoid638

form well. The mapping is shown in Figure 7, where subplots B–E show hillshades col-639

ored blue where the the ground is saturated, corresponding to the labeled points in sub-640

plot A. Subplot (B) shows saturated areas cover only the second order and higher stream641

channels under low-flow conditions. In (C), saturated areas extend up through first or-642

der channels, and some channel-adjacent areas. Above (C), in (D), saturated areas emerge643

in many unchannelized concave regions, while by (E), saturation is widespread on all con-644

cave and planar regions, extending toward ridges. Critically, we can see that the inflec-645

tion point near (C) represents the threshold above which saturated areas emerge out-646

side of the channel network.647

The geomorphic transition between in-channel and out-of-channel saturated areas648

at the transition between the middle and high baseflow discharge regimes translates to649

cases that do not display the full sigmoid relationship. Figure S12 shows how saturation650

patterns are related to points in the baseflow saturated area relationship for the case shown651

in 6-14 (σ = 8.0, Ai = 0.25). The point of maximum curvature is still associated with652

increasingly widespread saturation outside of the incised channel network. This supports653

the idea that the saturated area baseflow relationship embeds information about land-654

scape morphology (at least hillslope-channel transitions). However, as the cases with large655

σ demonstrate, the extent and variability of saturated areas affect how much of the mor-656

phology is visible in this relationship.657

Varying the drainage capacity γ affects the shape of the relationship between base-658

flow discharge and saturated area. The slope of the middle regime decreases with increas-659

ing γ, and the transition between the middle and upper regimes sharpens. Topograph-660
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ically, high γ cases also have greater relief, lower drainage density, and sharper transi-661

tions between channels and hillslopes (Litwin et al., 2021). In contrast, when the aquifer662

relief index β is small, the relationship between saturated area and baseflow discharge663

weakens, as shown in Figure S10. We will return to additional synthesis of these rela-664

tionships in the discussion.665

6 Discussion666

6.1 How do topography and hydrology coevolve in DupuitLEM?667

The purpose of the model developed in this paper is to help us better understand668

how real topography and hydrologic dynamics coevolve. Therefore, clearly laying out how669

the simulated topography and hydrologic dynamics coevolve in the model is important.670

A clear conceptual understanding would make it far easier to comprehend the sensitiv-671

ity of the results to variations in the parameters presented above, and to ascertain where672

the model may provide insight and where it is deceptive. A visualization of our concep-673

tual understanding is illustrated in Figure 8.674

In DupuitLEM, hillslope morphology evolves to simultaneously shed water and re-675

golith at the rates they are supplied. Water is supplied by rainfall and is lost to runoff676

(when it falls on saturated ground), subsurface drainage, and ET. Regolith is supplied677

by uplift or baselevel change U , may be redistributed by diffusive hillslope transport Eh,678

and removed by water erosion Ef , which is driven by runoff. Note that diffusive hills-679

lope transport (unlike water erosion) does not remove regolith from the model domain680

for the most part (except at the boundaries). It only moves regolith around, smoothing681

the landscape out. Therefore, the simulated landscape morphology must therefore evolve682

towards a condition where the production of runoff is just sufficient to remove regolith683

by water erosion at (areal-averaged) rate U .684

The key to achieving this balance is the perennial aquifer that forms in areas of to-685

pographic convergence. For the visualizations in Figure 8 the perennial aquifer has been686

defined based on 95% exceedance probability of aquifer thickness, and therefore corre-687

sponds to the “wet” saturation zones in Figures 4, 5, S9. The perennial aquifer appears688

as dark blue in Figure 8. When storms are large and infrequent (i.e., small σ) and trans-689

missivity is moderate (i.e., γ > 1), the perennial water table determines which areas690

experience variable and perennial surface saturation and fluvial erosion. Perennial sat-691

uration occurs where the aquifer reaches the surface. Variable saturation occurs where692

the perennial water table is shallow enough that storms can raise the water table to the693

surface (the variable water table shown in Figure 8 is defined based on 5% exceedance694

probability of aquifer thickness). Therefore, the landscape morphology must evolve such695

that the spatial extent of the perennial aquifer is large enough to ensure sufficient sur-696

face runoff production.697

How does it do so? In short: by balancing supply and demand. The aquifers are698

continually draining, and so to remain at or above their minimum level, the aquifers must699

receive a continual supply of lateral subsurface inflows from adjacent hillslopes. Both the700

drainage rate and supply rate are controlled by the topography. Therefore, by control-701

ling these rates (and therefore the extent of the perennial aquifer) a topography can emerge702

that ensures sufficient runoff production to remove regolith at the supplied rate U .703

The rate lateral flow is supplied to the perennial aquifer is determined by the size704

of the accumulated area upgradient, and the recharge rate in that area. That recharge705

is exported downgradient toward convergent areas as subsurface flow. When γ is suffi-706

ciently large, the subsurface flow is sufficiently efficient that uplands never experience707

surface saturation (these are the beige areas in Figure 8).708
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With no overland flow, upland regolith must be exported to convergent areas via709

diffusive hillslope transport if it is to be removed from the domain by water erosion. At710

each point in the uplands, the diffusive flux must transport not only the regolith sup-711

plied locally by uplift/base level change, but also the regolith arriving from upslope. The712

demand for increasing regolith transport capacity with distance from the ridge imparts713

a convex profile to the uplands, such that slope increases moving downhill, up to the crit-714

ical slope Sc.715

The rates of regolith and water export from the uplands to the convergent areas716

must strike a delicate balance. The regolith export must be small enough that it does717

not overwhelm the capacity of water erosion in the convergent areas to remove it. The718

water export must be large enough that it can sustain the perennial aquifer that makes719

that water erosion possible. However both the regolith export and water export rates will720

depend on the accumulated area at the transition from uplands to convergent areas. There-721

fore, the drainage density must adjust until these demands are in balance. If the drainage722

density is too small, excess lateral flow from the uplands will expand the perennial aquifer,723

leading to increased surface saturation and water erosion. If the drainage density is too724

large, lateral flow will be insufficient to maintain the perennial aquifer and promote wa-725

ter erosion, and so diffusive regolith flux will gradually fill the the convergent areas and726

remove them from the topography.727

The rate of lateral inflow required to maintain the perennial aquifer is the one that728

matches the rate the perennial aquifer is draining downslope. The perennial aquifer drainage729

rate is controlled by the transmissivity ksb (which is fixed), by the local basement slope730

(which in DupuitLEM is determined by the topography because the permeable thick-731

ness b is constant in space), and potentially also by the level of the water table farther732

downgradient. As discussed later in this section, the latter is only important when β is733

small, and is overwhelmed by topographic gradients when β is large.734

The roles of the recharge, transmissivity, and local slope at the transition from up-735

land to convergent area are captured by the dimensionless parameter γ, which explains736

its importance in controlling drainage density. The slope of the convex uplands will tend737

to vary downslope in proportion with distance from the ridge and with ridge curvature.738

More precisely, at distance x we would expect the slope to be approximately xξ(x)hg/ℓ
2
g.739

ξ(x) is less than 1 and captures the effect of the nonlinearity in the hillslope diffusion740

law (in fact ξ(x) = tanh
(
xhg/ℓ

2
g/Sc

)
/
(
xhg/ℓ

2
g/Sc

)
for the exact form of the nonlin-741

ear diffusion law (Equation (3)). The maximum subsurface flow per unit width at that742

point is therefore xksbhgξ(x)/ℓ
2. If area per contour width upslope from that point is743

a(x) and the recharge is r(x), it follows from the definition of γ that in the vicinity of744

the transition from uplands to where surface saturation and water erosion becomes im-745

portant the following is true:746

a(x)

x
× r(x)

p
× 1

ξ(x)
≈ γ (24)

The first term on the left is the area per contour width divided by distance from747

the ridge. This quantity is a measure of the degree of topographic convergence. It will748

be ≈ 1 for straight slopes, < 1 for divergent areas, and > 1 for convergent areas. The749

second term measures the fraction of precipitation that becomes recharge, and is there-750

fore influenced by the aridity Ai. Therefore, γ sets the degree of upland contributing area751

convergence needed to produce surface saturation and water erosion, modulated by the752

effect of water balance on recharge and nonlinear slope processes. This makes it clear753

why γ has such an important control on the drainage density of the coevolved landscapes754

(see Figure S8), and why aridity also plays a role (see Figure 4). Both effects are illus-755

trated in Figure 8.756
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Note that γ depends on the transmissivity ksb, rather than on the hydraulic con-757

ductivity ks alone. That means it is possible to vary the permeable thickness while keep-758

ing γ constant by also varying the hydraulic conductivity inversely. Doing so amounts759

to varying β – a small β corresponds with a large permeable thickness. This was explored760

in Litwin et al. (2021), where β was referred to as the hillslope number Hi. This is per-761

haps regrettable, because although β is closely related to the hillslope number (as we shall762

see in Section 6.6), they are not the same thing. As with the hillslope number, when β763

is small, the aquifer thickness becomes large relative to the relief, making it possible for764

water table gradients to substantially differ from topographic gradients.765

As a consequence, when β is small, the drainage rate of the perennial aquifer is more766

dependent on the landscape morphology downgradient. Because the slopes downgradi-767

ent are gentler in lowland areas, the drainage rate is slower relative to the case with large768

β. Consequently the rate of lateral inflows can be smaller, and a smaller upslope area769

is needed to supply those inflows. This explains the larger areas of perennial and vari-770

able surface saturation when β is small (Figure 5), compared to when it is larger (Fig-771

ure 4).772

Some remarkable effects emerge when β is small, as shown in Figure 5. Under the773

right circumstances, the large permeable thickness allows the perennial aquifer to be con-774

nected across surface topographic divides, resulting in connected loops surrounding iso-775

lated ‘islands’ of uplands. Broad, low-gradient areas of perennial and variable satura-776

tion emerge (Figure 8), particularly around confluences.777

The conceptual explanation of the model results presented here can also help us778

understand the variations with σ and Ai that appear in earlier figures. When σ is small,779

storms are large and infrequent relative to the subsurface storage capacity. Consequently,780

there is time between storms for the saturated aquifer to contract to only the most con-781

vergent areas, where it promotes transient surface saturation during subsequent storm.782

When σ is large, the perennial aquifer is more extensive because there is not time to con-783

tract before the next event, but the smaller storms mean transient surface saturation is784

less likely. These effects can be seen in Figures 4, 5, 8, and S8.785

The variable source areas that emerge when σ is small allow for more widespread786

water erosion to remove regolith from the landscape. This results in lower relief than when787

σ is large (Figure 8).788

The conceptual understanding presented so far does not account for all of the model789

behavior though, and additional details need to be considered. In our results, there is790

a transition between channelized and unchannelized topography between Ai = 0.71 and791

Ai = 1.41 in Figure 1, and the transition is more abrupt for large σ. This can be at-792

tributed to the reduced likelihood of recharge when Ai > 1 as captured in the Schenk793

model of the vadose zone. Recall that ET creates a storage deficit in the vadose zone that794

must be satisfied before rainfall from an individual storm event can produce recharge at795

depth. When Ai < 1, the potential ET between storms tends to be smaller than the796

rainfall that typically falls in each storm. Consequently the vadose zone tends to be wet797

at depth, and the effects of ET are limited to generating deficits close to the surface. How-798

ever, when Ai > 1, the storage deficit that can accrue between storms is larger than799

the depth of rain that typically falls in each storm. Consequently the vadose zone is dry800

at depth, and recharge will only occur from a storm large enough to fill the profile, or801

when storms are clustered together. This becomes increasingly unlikely when σ is large,802

because σ includes the ratio of profile thickness to storm depth: bne/p(⟨tr⟩+⟨tb⟩). Note803

that the likelihood of recharge per se is not related to the drainable porosity ne but to804

the plant available water content na, and so the relevant dimensionless control on recharge805

is σϕ.806
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Given less frequent recharge when Ai > 1, larger hillslopes are needed to supply807

the lateral flow necessary to sustain a perennial aquifer in areas of topographic conver-808

gence. This makes areas of permanent or variable saturation less extensive.809

6.2 How does hydrogeomorphic coevolution play out in transient land-810

scapes?811

So far, we have focused on landscapes at dynamic equilibrium between uplift and812

erosion. This condition is powerful for studying the emergent behavior of LEMs (e.g.,813

Bonetti et al., 2020; Theodoratos et al., 2018); however, transience is likely the norm in814

real landscapes (Whipple, 2001). Moreover, transience may offer clues to distinctive fea-815

tures of hydrological function at dynamic equilibrium. As a shorthand, we will use the816

term “age” to refer to the degree of progression toward a dynamic equilibrium, given an817

initial near-flat surface at baselevel. However, we recognize that this age is largely con-818

ceptual; real landscape evolution rarely follows such a linear progression or has such a819

clear initial state.820

To examine transient evolution, we can select some points in time to examine. Al-821

though we could have selected points evenly spaced in time, the model state does not822

progress linearly. Change in mean elevation z̄ for example tends to approach the steady-823

state value asymptotically (Figure S1). Assuming other features of interest may change824

in a similar way, we selected quantiles of mean elevation through time and examined to-825

pography and hydrological function at the corresponding times. Figure 9 presents the826

results of a single model run at times when mean elevation z̄ is 10, 30, 60, and 90% of827

the final value. Figure 9M shows the time evolution of mean elevation and the four se-828

lected quantiles.829

With increasing age, topography changes dramatically, from gentle slopes and high830

levels of drainage dissection, to steeper, broad hillslopes, and a more sparse drainage net-831

work (Figure 9A–D). The size of areas that are always and variably saturated decrease832

with increasing age (Figure 9E–H), from 7.1 and 54.4% of the modeled area, respectively,833

in the 10% mean elevation case to 0.6 and 24.1% in the 90% mean elevation case. The834

baseflow-saturated area relationship also evolved substantially (Figure 9I–L). Earlier in835

the development, the landscape exhibits greater saturated area, storage, and discharge.836

Mean saturated area decreases 65.0%, Q∗ decreases 57.8%, and mean baseflow Q∗
b de-837

clines 27.0% over the course of the simulation presented, resulting in an increase in the838

baseflow index Q∗
b/Q

∗ with age. Although baseflow index increases, more developed land-839

scapes experienced much lower discharge and storage at their driest states than the same840

landscape earlier in its development.841

Even in the absence of subsurface hydrology, LEMs with flat initial conditions and842

uplift show increasing elevations as slopes steepen toward the point at which the denuda-843

tion rate matches uplift. However, when subsurface hydrology is important, steepening844

slopes can also increase hydraulic gradients, increasing the capacity of the subsurface to845

drain water. In the absence of surface water that would form rills or channels, longer hill-846

slopes can be maintained. However, hillslope length is limited by the increased recharge847

that a longer hillslope will collect and have to transport laterally downslope. Steeper hy-848

draulic gradients also reduce the thickness of the aquifer needed to convey the same flux.849

Decreasing aquifer thickness affects recharge, which decreases when the water table is850

deeper, further reducing discharge and baseflow, as shown in Figures 9I–L.851

The evolution seen in these results may mimic observations in post-glacial land-852

scapes that evolve fluvial drainage from low relief, regolith mantled ‘initial’ states. The853

recently glaciated site shown in Figure 9N is located in northern Wisconsin, USA, and854

has low relief and abundant wetlands. Here, the water table is close to the surface, and855

subsurface lateral flow is less important for runoff generation than surface water connec-856

tivity. In contrast, the driftless region of Wisconsin was not recently glaciated (Figure857
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9O) and has greater relief and well-developed fluvial topography. Here springs and ground-858

water flow are more important for runoff generation. The driftless landscape is well drained,859

and watersheds may even have intermittent streamflow regimes (Sartz et al., 1977). The860

contrast between these two sites is consistent with observed decreases in runoff and sat-861

uration with age in our simulations. The evolution of post-glacial landscapes has been862

examined in further detail by Cullen et al. (2022), who found that groundwater flow plays863

an essential role in concentrating discharge and initiating the formation of fluvial topog-864

raphy in low-relief landscapes. They focused on the erosion of channels into a confined865

aquifer, rather than emergence of saturated areas from an unconfined aquifer. Further866

work could be conducted to unify the saturation excess runoff process presented here with867

the confined aquifer system that Cullen et al. (2022) have examined, which may explain868

more of the emergent hydrogeomorphic dynamics of post-glacial landscapes when con-869

sidered together.870

Lastly, we return to the question of the applicability of this catchment “age” more871

broadly. Although Troch et al. (2015) suggested that a hydrologically relevant age could872

be useful in understanding differences in hydrologic function between sites, in general873

the hydrologically relevant age of a landscape is not an easily defined quantity. They pro-874

vided a framework for catchment coevolution in which age does not increase one-to-one875

with time, but rather increases at different (and potentially nonlinear) rates depending876

on lithology, climate, and tectonics. For example, the hydrologically relevant age may877

increase faster in a wetter climate than in a drier one. Applying this concept to our tran-878

sient results, we see that differences in climate and subsurface properties affect the rate879

of relief change, which in turn affects the rate hydrological response changes. However,880

defining an age inevitably encounters the issue of defining an initial condition from which881

to start the clock. Troch et al. (2015) give the example of applying this framework to882

volcanic catchments, which have well-defined initial conditions from which the evolution883

can be measured (Jefferson et al., 2010; Yoshida & Troch, 2016). However, this may be884

the only case where such a clear initial hydrologic and geomorphic condition can be iden-885

tified (although the post-glacial scenario we have discussed may be adequate). The di-886

rection of hydrologic response change with age is also particularly sensitive to the ini-887

tial condition. Although we see decreasing saturation with time in our simulations, the888

trend may be very different if we were to take, for example, a Davisian approach in which889

the initial condition is a high plain that gradually erodes to baselevel (Davis, 1899). All890

of this indicates that evolving hydrological function is a complex story that would be best891

told within a geological context. More work would be needed before we can adequately892

apply the framework of evolving catchment function to real sites.893

6.3 How realistic is the hydrology in DupuitLEM?894

As illustrated in the results above, DupuitLEM produces landscapes that not only895

have the appearance of realistic topography, they function hydrologically as one would896

expect of a realistic landscape – up to a point. The model results deviate from what we897

might expect in a real landscape in several ways that are worth highlighting.898

In the arid cases, as shown in Figure 2A, almost no runoff is produced by the model,899

and the resulting landscape is unchannelized. Many real arid landscapes will still pro-900

duce substantial runoff at an aridity index of 2 (the maximum value we considered) (e.g.,901

Wang & Wu, 2013), and exhibit widespread channelization. However, runoff is rarely pro-902

duced by the interaction of the water table with the ground surface in those landscapes.903

In that sense our model is in full agreement. Instead, runoff in arid landscapes is more904

often generated by a low infiltration capacity relative to rainfall intensity (infiltration905

excess overland flow) (Wu et al., 2021). This mechanism is not included in the analy-906

sis here, but can be easily added through the modular modeling framework of DupuitLEM.907
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Another deviation from our expectations appears in the water balance when β and908

σ are small: as Figure 2D shows, deviations from the energy and water bounds are large909

in the Budyko plot. The increased quickflow fraction shown in Figure 2B (relative to the910

high β case in 2E) offers a clue as to why this deviation may be occurring. Because quick-911

flow is primarily derived from precipitation on saturated areas, the deviations from en-912

ergy and water limitations indicate these cases have more extensive saturated areas than913

their high β counterparts in Figure 2B. We can confirm this by examining spatial pat-914

terns of saturation in Figures 4 and 5. Indeed there are large areas of permanent sat-915

uration in the low β case. A larger fraction of quickflow is more likely when σ is small916

because in these cases storms more easily overwhelm available storage and produce ad-917

ditional saturated areas. As more precipitation becomes quickflow, less is available to918

become evapotranspiration, and the Budyko plot (Figure 2D) deviates from water and919

energy balance constraints.920

The issue is exacerbated by the lack of ET from the saturated zone in our model.921

In reality ET may be substantial from the large permanently saturated areas shown in922

Figure 5, but in the model ET from these areas is zero (because ET is only accounted923

for in the unsaturated zone, and there is no unsaturated zone where the water table reaches924

the surface). This is an issue that can be explored in future work.925

With the parameters we have considered, the other large deviation of ⟨AET ⟩/⟨P ⟩926

from ⟨PET ⟩/⟨P ⟩ occurs when γ is small. This is somewhat paradoxical; Troch et al. (2013)927

found that landscapes with the longest drainage timescales tend to have the highest ET928

relative to precipitation because water that stays in the landscape longer is more likely929

to become ET. In fact, we can see that this is partially still the case in our results. Fig-930

ure 2I shows that the baseflow fraction of remaining water is smallest when γ is small,931

indicating that more water is becoming ET. However, this is not controlling the over-932

all water balance behavior. Instead, quickflow behavior controls the decrease in ⟨AET ⟩/⟨P ⟩933

with decreasing γ, as the proportion of precipitation that becomes quickflow declines pre-934

cipitously with increasing γ, as shown in Figure 2H. Poorly drained landscapes (with low935

γ) have water tables closer to the surface, and greater saturated areas to generate quick-936

flow during storms. Increasing this quickflow fraction decreases the water that remains937

available to become ET. Poorly drained landscapes also would be expected to make more938

water available for ET, as Troch et al. (2013) showed, but because our model ET can-939

not access water in the saturated zone, we are not able to reproduce this observation.940

The one-way coupling of saturated and unsaturated flow has implications for runoff941

generation as well as ET. For example, with little or no additional recharge, the water942

table can rise rapidly into the capillary fringe (e.g., Crosbie et al., 2005; Gillham, 1984;943

Weeks, 2002). If the capillary fringe extends to the surface, as it may in wetter areas like944

concave hillslopes and valley bottoms, saturated areas could expand rapidly during storm945

events. Saturation of the soil profile due to wetting front propagation (e.g., Ogden et al.,946

2017) also could enhance the rapid emergence of saturated areas. On the other hand,947

ET from the saturated zone where it is near the surface could substantially reduce sat-948

urated areas during interstorm periods. Because we do not capture these features, we949

may substantially underestimate the variability of saturated areas and, depending on their950

relative importance, we may overestimate or underestimate runoff generation from sat-951

uration excess.952

The form of our groundwater model may also affect features that we observe across953

our parameter space. In order to have tractable solutions for the landscape evolution model,954

the groundwater flow model we use relies on the Dupuit-Forcheimer approximations, which955

are valid where the component of flow normal to an impermeable lower boundary is small.956

This usually occurs when saturated thickness is small relative to hillslope or seepage face957

length (Bresciani et al., 2014), which may not be valid everywhere in our model param-958

eter space. Even where this assumption is valid, the model focuses on relatively shallow959

groundwater flow paths. Field studies have shown that deeper flow paths through bedrock960
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are important components of stream runoff, especially during baseflow conditions. Ac-961

counting for these deeper flow paths could increase baseflow discharge, changing the L’vovich962

water balance partitioning shown in Figure 2.963

6.4 What processes were left out of DupuitLEM?964

In the interest of creating a tractable model, we have left out several key climatic,965

hydrologic, and geomorphic processes that may affect the coevolution of runoff gener-966

ation and topography. First, our representation of climate is simplified, as we neglected967

seasonality of precipitation or potential ET, which are important controls on the water968

balance and on the extent of saturated areas (Latron & Gallart, 2007; Yokoo et al., 2008).969

In the previous section we described two missing hydrological processes: infiltration ex-970

cess overland flow and ET from the saturated zone. We also neglected the two-way cou-971

pling between saturated and unsaturated flow, and the presence of reinfiltration from972

run-on, both of which would require more sophisticated models and computationally-973

intensive iterative solutions. Deeper groundwater systems, which may make important974

contributions to baseflow, were also neglected (Hare et al., 2021). Considering only sin-975

gle direction flow routing with no depression storage also limits the development of val-976

ley bottoms and wetlands that can be important zones for saturation excess overland flow,977

although we did observe that valley bottoms can emerge despite model limitations in ar-978

eas of the parameter space where aquifers are thick relative to topographic relief.979

The style of water erosion is also limited in this model, as we consider only detachment-980

limited fluvial erosion, neglecting fluvial sediment deposition and factors such as ground-981

water sapping (Abrams et al., 2009; Laity & Malin, 1985) and pore-pressure driven land-982

slides (Montgomery & Dietrich, 1994), which could be the subject of separate studies983

of coevolution between topography and groundwater systems.984

We have also limited our study to understanding the evolution of topography, while985

the progressive weathering of rock and development of a regolith mantle are simultane-986

ous components of critical zone evolution. Furthermore, we have considered only cases987

where the subsurface porosity and hydraulic conductivity is constant in a zone that uni-988

formly parallel to topography. This can have unintended consequences. During transient989

evolution, areas that aggrade due to hillslope diffusion must turn sediment back into bedrock990

to maintain a constant thickness. Although this issue should not affect results at dynamic991

equilibrium, more work would be needed to accurately treat the subsurface in LEMs.992

Recently, critical zone science has provided insights into the structure and evolu-993

tion of the subsurface. Critical zone structure varies with depth, but may also vary sys-994

tematically across landscapes, even mirroring topography in settings experiencing strong995

tectonic compression (St. Clair et al., 2015). Other hypotheses for subsurface evolution996

related to geomorphic, geochemical, and ecological processes have been put forth (Anderson997

et al., 2013, 2019; Brantley, Eissenstat, et al., 2017; Brantley, Lebedeva, et al., 2017; Har-998

man & Cosans, 2019), and would likely result in different surface evolution when con-999

sidering subsurface-driven runoff generation. Here we have laid the foundation for fu-1000

ture modeling that can build toward whole critical zone evolution that considers both1001

surface and subsurface features and processes.1002

6.5 Does DupuitLEM match field evidence for the relationship between1003

saturated area and baseflow?1004

As we have shown, saturated area-discharge relationships contain information about1005

runoff generation. However, variation in saturated area through time has not been widely1006

reported in the literature as the measurements are labor intensive and can be sensitive1007

to the judgement of the observer. Latron and Gallart (2007) compiled many published1008

relationships into a single plot (reproduced in Figure 10) that shows a range of forms the1009
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relationship can take. We would like to compare our results with those in this plot, but1010

so far we have only presented dimensionless versions. Choosing a set of dimensioned pa-1011

rameters (as is necessary to run the model) allows us to re-project the results into the1012

dimensioned world for comparison. We did this for several results presented in Figure1013

6. The caveat to this approach is that the position of the results, especially along the1014

x-axis, is subject to the particular dimensioned parameters we have chosen.1015

In humid climates, our results show strong resemblance to the concave up form ob-1016

served by Dunne (1978) at Sleepers River, VT, USA. Saturated area and baseflow in this1017

relationship were measured in Sleepers River Watershed W-2, which has gentle topog-1018

raphy and relatively low permeability soils (Dunne et al., 1975), consistent with our low1019

σ cases. Dunne et al. (1975) also observed lower variability in baseflow discharge and sat-1020

urated areas in a steeper watershed with deeper and more permeable soils (Sleepers River1021

Watershed WC-4, not shown), consistent with our high σ cases.1022

Field relationships by Ambroise (1986), Latron (1990), and Myrabø (1986) shown1023

in Figure 10 have convex forms, where baseflow increases faster than saturated area in1024

log-space. Some of our model results (e.g., Figure 7) also have convex forms for lower1025

baseflow and saturated areas, but these relationships seem to have a different origin. In1026

our case, the low baseflow regime was associated with channel network ephemerality, whereas1027

the field studies are still primarily describing variable source areas in valley bottoms and1028

adjacent hillslopes. In fact, the studies here with the lowest saturated extents appear to1029

have linear or slightly concave relationships. However the linear relationship shown by1030

Latron and Gallart (2007) is from a terraced landscape with fragmented saturated ar-1031

eas, which obscure the link between topography and baseflow. Reasons why observed1032

relationships could be different from our model predictions are numerous. Our model has1033

only considered a limited number of runoff generation and landscape evolution processes,1034

and lacks the heterogeneities and complexities of real watersheds. However, it is encour-1035

aging that our results agree with field surveys from Dunne et al. (1975), given that ours1036

are emergent features of coevolution.1037

6.6 How does DupuitLEM compare to the Dunne Diagram? Role of the1038

hillslope number1039

Dunne (1978) presented a synthesis of how runoff generation mechanisms are re-1040

lated to topography, subsurface properties, and climate, often called the “Dunne Diagram”1041

(Figure 11A). On the humid half of the diagram, Dunne associated saturation excess over-1042

land flow (i.e., Dunne overland flow) with gentle topography, and moderate to poorly1043

drained soils. Subsurface storm flow was considered the opposite end member, and was1044

associated with deeper, more permeable soils and steeper straight to convex topography.1045

We have mapped this conceptual relationship into a quantitative relationship be-1046

tween hydrological and geomorphic metrics to compare with our results to see whether1047

the relationship applies. We quantified the geomorphic aspect by focusing on the differ-1048

ence between gentle and steep topography. We used topographic variance Z to quantify1049

hillslope relief above valley bottoms without channel or hillslope delineation. Because1050

of the domain boundary conditions (zero flux on all but the bottom) elevation increases1051

systematically from the bottom to top boundaries, but not between the side boundaries,1052

so we calculated the variance of topographic elevation for each horizontal slice of the do-1053

main, found the mean of the slice variances, and took the square root to obtain Z with1054

units of length. We normalized Z with the characteristic height scale hg for consistency1055

with our dimensionless framework. The hydrologic metric is more straightforward. In1056

our model, quickflow is generated primarily by Dunne overland flow, so the fraction of1057

quickflow relative to total flow ⟨Qf ⟩/⟨Q⟩ can quantify the importance of this mechanism.1058

In our results, the proportion of runoff generated by Dunne overland flow is almost1059

entirely explained by the mean topographic variance of the watershed. Figure 11B shows1060
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⟨Qf ⟩/⟨Q⟩ versus the mean topographic variance Z/hg. A clear mapping is shown between1061

model runs that have gentle topography (low Z) and those that generate runoff via Dunne1062

overland flow. Figure 11C shows the same results, but colored to show the parameters.1063

All cases are humid (Ai = 0.5), but have a range of values for the other parameters dis-1064

cussed in this paper. The most consistent pattern is that low γ cases tend to produce1065

more quickflow. The storage index σ is a secondary control, with generally gentle topog-1066

raphy and more Dunne overland flow produced when σ is small, provided that γ is not1067

too large. Low β cases are the most likely to break expectations, which is expected given1068

their tendency to evolve unique features like non-dendritic drainage networks and wide1069

valley bottoms.1070

In the Dunne Diagram framework, Dunne overland flow is associated with mod-1071

erate to poorly drained soils and low relief, gentle topography. In our model, poorly drained1072

soils (relative to climate forcing) produce the associated gentle topography through wa-1073

ter erosion to maintain the balance discussed in Section 6.1. The same can be said in1074

the reverse direction. Well-drained soils produce steeper (higher mean variance) topog-1075

raphy by expanding the zone where overland flow and water erosion do not occur, and1076

therefore they develop a hydrological response dominated by subsurface flow (baseflow)1077

rather than Dunne overland flow.1078

These results convey some information about the variably saturated area (shown1079

in colors); however, close inspection of Figure 11B shows that the relationship between1080

quickflow fraction and variably saturated area is not monotonically increasing. This is1081

expected, because permanently saturated areas also can generate Dunne overland flow.1082

However, variably saturated areas are distinct as an expression of the transition zone be-1083

tween areas of recharge and discharge, between diffusive transport and perennial water1084

erosion. Could there be unique controls on variably saturated extent that are not cap-1085

tured in Figure 11?1086

The answer to this question may lie in connection to the hillslope number. In Sec-1087

tion 4, we discussed how Litwin et al. (2021) called β = hg/ha the hillslope number,1088

which is defined as hillslope relief divided by the aquifer thickness. However the relief1089

and mean aquifer thickness are emergent products of our coevolving system that we can-1090

not specify ahead of time. We found that the actual emergent hillslope number has some1091

bearing on the extent of variably saturated areas.1092

Before plotting the hillslope number, we first plotted the proportion of the domain1093

classified as variably saturated against the dimensionless mean topographic variance (Fig-1094

ure 12A). The pattern is similar to that shown in Figure 11B, but with more scatter. The1095

scatter shows greater difference in topographic variance between model runs that have1096

the same variably saturated area but different σ (among other factors).1097

Dividing mean topographic variance by the actual mean aquifer thickness ⟨h⟩ rather1098

than the characteristic height scale hg gives an estimate of the emergent hillslope num-1099

ber, Z̄/⟨h⟩, on the y-axis. Figure 12B shows that this produces three tight relationships,1100

separated by differences in aquifer relief index β. The hillslope numbers that we observe1101

for the high β case are within the range described by Lyon and Troch (2007), who cal-1102

culated hillslope numbers in the range of 18–96 for several real sites, although this will1103

be sensitive to exactly how the relief is defined.1104

The importance of β in Figure 12B is expected given its role as a type of charac-1105

teristic hillslope number based on model parameters. By normalizing the hillslope num-1106

ber with β we obtain a relationship (Figure 12C) that is tighter than the original between1107

variably saturated are and topographic variance (Figure 12A). This indicates that there1108

is a trade-off between the hillslope number and the proportion that is variably saturated:1109

larger normalized hillslope numbers, which are associated with thin aquifers relative to1110

relief, emerge with smaller variably saturated areas; thicker aquifers relative to relief emerge1111
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with greater variably saturated areas. The hillslope number has proved to be a useful1112

concept to understand hydrologic response (Lyon & Troch, 2007), and here reveals a con-1113

nection with emergent landscape features that to our knowledge, has not been shown be-1114

fore. We will not attempt to explain why this relationship exists here, but it certainly1115

demonstrates that there are rich and largely unexplored avenues of research in emergent1116

hydrogeomorphic dynamics.1117

6.7 Does coevolution explain Freeze’s observation about the prevalence1118

of Dunne overland flow?1119

Freeze (1980) observed a “delicate hydrologic balance on a hillslope” where only nar-1120

row combinations of parameters produced Dunne overland flow, despite the prevalence1121

of Dunne overland flow in nature and the wide plausible ranges of parameter values. This1122

led Freeze to hypothesize that there is a “very close relationship between climate, hydraulic1123

conductivity, and the development of geomorphic landforms,” in nature that tends to pro-1124

duce runoff as Dunne overland flow. We have also suggested that there is delicate bal-1125

ance in landscapes. However, within the scope of the processes in DupuitLEM, we did1126

not see a tendency toward Dunne overland flow. Instead at geomorphic dynamic equi-1127

librium water is partitioned to maintain balance between the size of recharge and dis-1128

charge areas (Section 6.1). Consequently, coevolution reinforces the associations described1129

by the Dunne diagram: places with thick, highly permeable soils evolve steep topogra-1130

phy and subsurface-dominated runoff generation, whereas places with thinner less per-1131

meable soils evolve gentler topography and more Dunne overland flow (Section 6.6).1132

However, this does not indicate that these results represent conclusive evidence against1133

Freeze’s hypothesis. Although we explored the role of coevolving topography (“geomor-1134

phic landforms”), we selected climate and subsurface properties as parameters. The po-1135

tential coevolution of these parameters is not accounted for. The transmissivity is a no-1136

table example of this. Li et al. (2014) broadened the exploration begun by Freeze (1980)1137

and found evidence that indicates coevolution between subsurface properties and climate1138

is important. They conducted a comprehensive study of the prevalence of Hortonian over-1139

land flow, Dunne overland flow, and subsurface stormflow using a suite of synthetic wa-1140

tersheds where climate, subsurface parameters, and topographic relief were varied inde-1141

pendently. Runoff behavior varied widely with model parameters, and many runs did1142

not conform to the Dunne diagram (e.g., arid climate with predominantly Dunne over-1143

land flow). Considering only model runs where the partitioning between ET and discharge1144

was close to the empirical Budyko curve provided a behavioral constraint on the water1145

balance that eliminated many, but not all, of the model runs that did not conform to the1146

Dunne diagram. Although the tendency of watersheds to fall close to the Budyko curve1147

is not fully understood, it has been associated with coevolution between soil, vegetation,1148

and climate (Troch et al., 2013).1149

Our study indicates that hydrogeomorphic constraints could complement the Budyko1150

water balance constraint. When Li et al. (2014) varied topography in their synthetic wa-1151

tersheds, they stretched the vertical dimension of a digital elevation model, effectively1152

decoupling catchment morphology from other attributes, as they intended. Although the1153

Budyko constraint eliminated some of the unrealistic runoff behavior by invoking the co-1154

evolution of climate, subsurface properties, and vegetation, Li et al. (2014) did not have1155

an equivalent way to remove unrealistic behavior due to the relationship between climate,1156

subsurface properties, and topography. Perhaps something like Equation (24) that re-1157

lates transmissivity and climate to source area size and convergence, or the relationship1158

between relief and quickflow fraction in Figure 11 could be used to provide a hydroge-1159

omorphic behavioral constraint, and eliminate even more model runs that deviated from1160

the Dunne diagram in Li et al. (2014). Such a constraint would need to be grounded in1161

field evidence, but could use relationships derived from our simulations as plausible hy-1162

potheses. Although this is interesting in a theoretical sense, it could also be useful for1163

–27–



manuscript submitted to Water Resources Research

constraining parameters in large-scale predictive models, where the appropriate values1164

of subsurface parameters are unknown and difficult to measure.1165

7 Conclusions1166

Landscape evolution models are powerful tools for understanding the surface pro-1167

cesses, acting as testing grounds for theories about how tectonics, climate, and lithol-1168

ogy affect geomorphic features we observe today. Hydrology is often the glue that links1169

these forcings and features together, as water is a powerful and ubiquitous agent for trans-1170

porting solid and dissolved material from headwaters to depocenters. Here we have shown1171

that LEMs have the potential to provide insights into the emergence of hydrological pro-1172

cesses as well, provided the mechanisms underlying those processes are resolved in suf-1173

ficient detail.1174

We have shown just one potential avenue for using an LEM to answer hydrolog-1175

ical questions, in which runoff from shallow groundwater and precipitation on saturated1176

areas provides the shear stress for detachment-limited erosion. Within this scope, we have1177

revealed complex interactions between topography, aquifer properties, and hydrologic1178

function, including water balance partitioning, patterns of recharge and saturated ar-1179

eas, and the emergence of variable source area runoff generation. Most importantly, we1180

found that:1181

1. Drainage dissection increases not only with decreasing drainage capacity, as shown1182

by (Litwin et al., 2021), but also with hydroclimatic properties including the sub-1183

surface storage capacity relative to storm depth and the aridity index.1184

2. When aquifers are thick relative to relief, it is possible to generate topographic fea-1185

tures that are uncharacteristic of the streampower-diffusion LEM, including wide1186

valley bottoms and nondendritic drainage networks.1187

3. In emergent landscapes, the relationship between saturated area and baseflow has1188

a distinct bend: saturated area increases gradually with baseflow until the chan-1189

nel network is saturated, at which point saturated area increases rapidly across1190

unchannelized areas with baseflow.1191

4. During evolution from a flat initial condition toward dynamic equilibrium, hydraulic1192

gradients increase, which reduces the saturated area and flashiness of discharge.1193

5. At dynamic equilibrium, the size of the diffusion-dominated uplands that satu-1194

rate very infrequently and supply recharge balances with the size of the lowlands1195

that remain saturated and experience persistent water erosion.1196

6. The relationships between hydrology and geomorphology on the humid side of the1197

Dunne Diagram, in which landscapes with deep soil and steep topography are as-1198

sociated with subsurface stormflow, and gentle topography and poorly drained soils1199

are associated with saturation excess overland flow, can emerge as a result of co-1200

evolution.1201

This study lays the foundations for future work in which LEMs can be used to ask1202

hydrological questions, and dynamic hydrological processes are given more consideration1203

in spatially resolved landscape evolution models.1204

8 Notation1205

Variable definitions are below, with dimensions length L, time T, and mass M. Prime1206

always indicates the dimensionless equivalent, where dimensionless equivalents are de-1207

fined in the text.1208
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variable name dimension

x, y horizontal coordinates [L]
t time [T]

z(x, y, t) topographic elevation [L]
d(x, y) depth below surface [L]
h(x, y, t) aquifer thickness [L]
Sd(d, t) unsaturated storage below depth d [L]
A(x, y, t) area upslope [L2]
a(x, y, t) area upslope per unit contour width [L]
θ(x, y, t) aquifer base slope angle [rad]

hg characteristic geomorphic height scale [L]
ℓg characteristic geomorphic length scale [L]
tg characteristic geomorphic time scale [T]
ha characteristic aquifer thickness [L]
td characteristic time to drain aquifer storage [T]
l domain side length [L]

α characteristic gradient [-]
β aquifer relief scale [-]
γ drainage capacity [-]
δ timescale factor [-]
λ domain scale factor [-]
σ water storage index [-]
ρ precipitation steadiness index [-]
Ai aridity index [-]
ϕ moisture content index [-]

Ef fluvial incision rate [L/T]
Eh hillslope diffusion rate [L/T]
E0 streampower threshold [L/T]
Sc critical slope [-]
U uplift rate [L/T]
K streampower incision coefficient [1/T]
v0 characteristic contour width [L]
b permeable thickness [L]
qh hillslope sediment transport rate [L2/T]

D hillslope diffusivity [L2/T]
ksf timestep scaling factor [-]

Rd(d, t) recharge for water table at depth d [L]
r(x, y, t) recharge rate [L/T]
q(x, y, t) groundwater specific-discharge [L2/T]
qs(x, y, t) local surface runoff [L/T]
Q(x, y, t) discharge [L3/T]
Q∗(x, y, t) dimensionless discharge [-]

p average precipitation rate [L/T]
pet interstorm potential evapotranspiration rate [L/T]
ds storm depth [L]
tr storm duration [T]
tb interstorm duration [T]
i precipitation intensity [L/T]
ks hydraulic conductivity [L/T]
ne drainable porosity [-]
na plant-available water content [-]
G step function
R ramp function

1209
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cont.1210

variable name dimension

⟨PET ⟩ long-term average potential evapotranspiration rate [L3/T]

⟨AET ⟩ long-term average actual evapotranspiration rate [L3/T]

⟨P ⟩ long-term average precipitation rate [L3/T]

⟨R⟩ long-term average recharge rate [L3/T]

⟨Qb⟩ long-term average baseflow discharge [L3/T]

⟨Qf ⟩ long-term average quickflow discharge [L3/T]

Qb(t) baseflow discharge for model domain [L3/T]
Q∗

b(t) dimensionless baseflow discharge for model domain [-]
S(t) model domain saturated storage [L3]
S∗(t) dimensionless model domain saturated storage [−]

Atot model domain area [L2]

Asat(t) area saturated [L2]
A∗

sat(t) dimensionless area saturated [-]

1211

Appendices1212

A Nondimensionalization of landscape evolution with nonlinear dif-1213

fusion1214

Litwin et al. (2021) nondimensionalized the landscape evolution equation using the
concept of symmetry groups. Here we modify that nondimensionalization to include non-
linear hillslope diffusion (Equation (4)) rather than linear diffusion. We begin by replac-
ing the dimensioned model parameters with equivalent combinations of the character-
istic scales:

∂z

∂t
= −

√
v0
tg

⟨Q∗⟩
√
a|∇z|+

ℓ2g
tg
∇ ·
(
∇z
(
1 + (|∇z|/Sc)

2
))

+
hg

tg
(A1)

−∇ ·
(
a
∇z

|∇z|

)
= 1 (A2)

The hydrological equations are:

∂h

∂t
=
ha

td

(
r

p
− ∇ · q

p
− qs

p

)
(A3)

q

p
=− h cos2(arctan |∇z|)

ℓ2g
hgha

(
∇h+∇z

)
(A4)

qs
p

=G
(
h

b

)
R
(
r

p
− ∇ · q

p

)
(A5)

Q∗ =
1

Ap

∫
A

qsdAc (A6)

We now seek to identify sets of parameters that can be scaled by a constant factor ‘c’
while leaving the equations unchanged. See Litwin et al. (2021) for a detailed explana-
tion of this approach. We find that the same two groups of parameters used previously
for the DupuitLEM model can again be used:

{t → ct, tg → ctg, td → ctd}
{x → cx, y → cy, a → ca,A → c2A, lg → clg,

q → cq, z → cz, h → ch, hg → chg, ha → cha, b → cb}
(A7)
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B Nondimensionalization of Schenk Vadose Model1215

For simplicity of notation, we begin by rewriting governing equation of Schenk (2008)
(equation (11)) with the following simplifications: S(d, t) → Sd, S(d, t+∆t)−S(d, t) →
∆Sd, i(t)∆t → I, and e(t)∆t → PET .

∆Sd = min (dna − Sd, I)−min (Sd, PET ) (A8)

Now we introduce the dimensionless variables:

d = d′b (A9)
Sd = S′

dp(⟨tr⟩+ ⟨tr⟩) (A10)
∆Sd = ∆S′

dp(⟨tr⟩+ ⟨tr⟩) (A11)
I = I ′p(⟨tr⟩+ ⟨tr⟩) (A12)

PET = PET ′pet⟨tr⟩ (A13)

where the prime indicates a dimensionless equivalent quantity. Substitution yields the
following:

∆S′
d = min

(
d′bna

p(⟨tr⟩+ ⟨tr⟩)
− S′

d, I
′
)
−min

(
S′
d, PET ′ pet⟨tr⟩

p(⟨tr⟩+ ⟨tr⟩)

)
. (A14)

We rewrite this as:

∆S′
d = min (d′σϕ− S′

d, I
′)−min (S′

d, PET ′Ai) (A15)

where:

σ =
bne

p (⟨tr⟩+ ⟨tb⟩)
Water storage index (A16)

Ai =
pet⟨tb⟩

p (⟨tr⟩+ ⟨tb⟩)
Aridity index (A17)

ϕ =na/ne Moisture content index (A18)

In order to uniquely determine the mean storm duration and interstorm duration
(Equations (8) and (9)), we introduce one final parameter:

ρ =
⟨tr⟩

⟨tr⟩+ ⟨tb⟩
Precipitation steadiness index (A19)

Likewise, the simplified expression for storm recharge R (equation (12)) is:

Rd = I −min (dna − Sd, I) (A20)

and the equivalent dimensionless form is:

R′
d = I ′ −min

(
d′bna

p(⟨tr⟩+ ⟨tr⟩)
− S′

d, I
′
)

(A21)

where Rd = R′
dp(⟨tr⟩ + ⟨tr⟩). When the dimensionless parameter definitions are sub-

stituted, this becomes:

R′
d = I ′ −min (d′σϕ− S′

d, I
′) . (A22)

9 Open Research1216

No original data are presented in this paper. The Python package DupuitLEM v1.11217

(Litwin et al., 2023a) contains the models and scripts used to generate and post-process1218
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the model output. All model output are archived on Zenodo (Litwin et al., 2023b). Land-1219

lab v2.0 (Barnhart et al., 2020) is a core dependency of DupuitLEM. The complete list1220

of input parameter values can be found in Table S1 of Supporting Information S1, and1221

in the model output archive.1222
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Figure 1. (A) Hillshades of modeled topography with varying aridity index Ai and water stor-
age index σ, showing strong declines in dissection with increasing aridity, and a weaker positive
relationship between dissection and σ. Here γ = 4.0, β = 0.5, ρ = 0.03, ϕ = 1.5, α = 0.15,
Sc = 0.5, λ = 250, and δ = 2.0e − 5. The simulation numbers are in the upper left hand corner.
Lower subplots (B–E) are lateral transects through topography along the red dashed lines for
model runs corresponding to the small numbers on subplots in (A). Gray areas are impermeable
bedrock, and brown areas are regolith, which is shown behind the mean aquifer thickness in light
blue. Note differences in the vertical scale in B–E.
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Figure 2. Water balance partitioning showing (A) Budyko-type plot, (B) the quickflow frac-
tion of precipitation ⟨Qf ⟩/⟨P ⟩, and the baseflow fraction of storage, ⟨Qb⟩/(⟨Qb⟩ + ⟨AET ⟩) for
the same simulations as in Figure 1. Storage is the amount of precipitation that does not become
quickflow. (D–F) show the same partitioning as (A–C) above but for the model set with reduced
aquifer relief scale β = 0.05 (γ = 4.0, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5, λ = 250, and
δ =2e − 4). (G–I) show the same partitioning when the drainage capacity γ is varied while hold-
ing the aridity index constant at Ai = 0.5 (β = 0.5, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5,
λ = 250, and δ =2e − 5). The dashed line in A–G shows the maximum ET fraction based on the
energy or water limited condition. Subplot G is slightly different than (A) and (D) because all
model runs have the same aridity, so the maximum value of ⟨PET ⟩/⟨P ⟩ is a constant value.
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Figure 3. Average storm recharge rate ⟨r⟩ relative to the mean precipitation rate p for the
same model runs that appear in Figure 1. Black areas indicate the absence of recharge. Hidden
model runs (26, 27, 33, 34) did not produce any recharge. Results show expected decrease in
recharge relative to precipitation with increasing aridity, although this effect is dampened when
σ is small. The inset plot highlights that recharge is greatest in valley bottoms and convergent
areas, revealing sensitivity to water table depth.
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Figure 4. Classification of surface saturation for the same model set presented in Figure 1.
Surface saturation is determined on the basis of time-variable water table proximity to the sur-
face. Locations are classified as dry if they experience surface saturation at < 5% of the ends of
storms and interstorms, and are classified as wet if they are saturated at the end of > 95% of
storms and interstorms. Variably saturated areas are everywhere that does not meet either of
these criteria. The results show the extent of variably saturated areas is greatest when σ is small.
Non-permanent streams emerge in some cases as aridity increases, including cases like simulation
5, in which there are discontinuous zones of that are always wet.
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Figure 5. Classification of surface saturation for the model runs that appear in Supplemental
Figure S5 and Figure 2(D–F), with β = 0.05. The classes are the same as in Figure 4. In contrast
to the higher β case, here we see variably saturated areas from valleys to ridges in much of this
parameter space. In the transition zone between widespread variable saturation and the zone
without any channels, we see unusual channel forms, including nondendritic drainages (10, 16, 22,
23, 28), and extensive valley bottom wetland zones (11, 17, 23, 24, 28).
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Figure 6. Dimensionless discharge Q∗ and baseflow Q∗
b versus dimensionless saturated area

A∗
sat for the same model runs that appear in Figure 1. A∗

sat is calculated using the same satu-
ration criteria as all other figures, and has a maximum value of 1 when all cells are saturated.
Each point depicts a model timestep, recorded at intervals corresponding to 1% of maximum
timestep for groundwater model stability. Dimensionless discharge Q∗ is depicted in gray. Di-
mensionless baseflow Q∗

b is colored by the dimensionless storage S∗, which varies from 1 when
aquifer thickness is 0 everywhere to 1 when aquifer thickness is equal to permeable thickness ev-
erywhere. All quantities are totals of the model domain, and normalized by total area. We have
left off subscripts for simplicity of notation. Dashed lines indicate the baseflow discharge equal to
exfiltration at the mean recharge rate from the given saturated area. Data are absent for runs 19,
20, 26, 27, 33, and 34 because surface runoff was not produced.
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Figure 7. Detailed view of the dimensionless baseflow versus saturated area plot presented
in Figure 6-4. Subplots (B–E) show the spatial distribution of saturation (in blue) at model
timesteps corresponding to the locations (B–E) in panel (A). (B) shows saturation in second
order channels. (C) sits right at the inflection point of the saturation-baseflow relationship, and
corresponds to saturation just beginning to extend beyond the 1st order channel network. (D)
shows more extensive saturation in unchanneled concave areas, while (E) shows widespread satu-
ration on concave and planar slopes.
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Figure 8. Conceptual figure illustrating how hillslope morphology and hydrology interact in
DupuitLEM. This concept helps explain why varying the model parameters results in variations
in drainage density and variable source area extent.
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Figure 9. Comparison between results with increasing modelled age, as defined in the text
above. (A–D) Hillshades of topography from a model run when mean elevation is 10, 30, 60, and
90% of the final value respectively (mean elevation is shown in (M)), showing decrease in dissec-
tion and steepening of slopes. (E–H) corresponding saturation classes showing transition from
extensive wet drainage network and intermittently saturated zones to sparser drainage network
with variably saturated channel adjacent zones. (I–L) corresponding dimensionless saturation
baseflow plots, showing decrease in mean baseflow and mean saturated area, especially associated
with decrease in frequency of the highest flows and highest saturated areas, and decreases in the
lowest flows and saturated areas. (N) Recently glaciated Grandma Lake Wetlands in northern
Wisconsin, USA, showing low relief and widespread saturation. CC-BY-SA Aarongunnar via
WikiMedia Commons. (O) Unglaciated site in the Driftless Area of Wisconsin at Wildcat Moun-
tain State Park showing forest cover and greater relief. CC-BY-SA Dandog77 via WikiMedia
Commons
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Figure 10. The relationship between saturated area and baseflow discharge for a several well-
studied sites, reproduced from Latron and Gallart (2007), along with several of our model runs,
0, 4, 16, and 28, from Figure 6, which have been re-dimensionalized for the sake of obtaining
baseflow discharge in the appropriate units. Parameters that vary are listed in the inset table.
Our results are clipped to the extent originally presented in Latron and Gallart (2007).
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Figure 11. (A) The Dunne Diagram, reproduced from Li et al. (2014), highlighting the humid
environments (red dashed box). (B) The relationship between the quickflow fraction and the
mean relief, normalized by the characteristic height scale hg for three sets of parameters, varying
σ, γ, and β. All model runs are for humid climates (Ai = 0.5). Other parameters are the same
as those used previously (ρ = 0.03, ϕ = 1.5, α = 0.15, λ = 250, Sc = 0.5, δ varies from 1e − 4

to 4e − 6 with β). Colors indicate the fraction of the landscape classified as variably saturated
under the definition used in previous sections. (C) The same plot as (B), but colored to show the
particular combination of the three parameters varied. Dot size scales with σ, color lightness with
γ, and base color with β.
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Figure 12. (A) variation in dimensionless relief Z/hg versus the variably saturated area
(VSA) as a fraction of the total area based on the definition introduced in Section 5.3 using the
same model runs shown in Figure 11, showing substantially more scatter than Figure 11A. (B)
The hillslope number Z/⟨h⟩ plotted against the proportion variably saturated, showing parallel
but distinct relationships for each value of β. (C) Normalizing the vertical axis in (B) by β col-
lapses all the relationships, and shows that the β-normalized hillslope number is maximized when
the fraction of the watershed that is variably saturated is small, and minimized when the variably
saturated fraction is large.
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Abstract18

Features of landscape morphology—including slope, curvature, and drainage dissection—are19

important controls on runoff generation in upland landscapes. Over long timescales, runoff20

plays an essential role in shaping these same features through surface erosion. This feed-21

back between erosion and runoff generation suggests that modeling long-term landscape22

evolution together with dynamic runoff generation could provide insight into hydrolog-23

ical function. Here we examine the emergence of variable source area runoff generation24

in a new coupled hydro-geomorphic model that accounts for water balance partitioning25

between surface flow, subsurface flow, and evapotranspiration as landscapes evolve over26

millions of years. We derive a minimal set of dimensionless numbers that provide insight27

into how hydrologic and geomorphic parameters together affect landscapes. We find an28

inverse relationship between the dimensionless local relief and the fraction of the land-29

scape that produces saturation excess overland flow, in agreement with the synthesis de-30

scribed in the “Dunne Diagram.” Furthermore, we find an inverse, nonlinear relationship31

between the Hillslope number, which describes topographic relief relative to aquifer thick-32

ness, and the proportion of the landscape that variably saturated. Certain parameter33

combinations produce features wide valley bottom wetlands and nondendritic, diamond-34

shaped drainage networks, which cannot be produced by simple landscape evolution mod-35

els alone. With these results, we demonstrate the power of coupled hydrogeomorphic mod-36

els for generating new insights into hydrological processes, and also suggest that subsur-37

face hydrology may be integral for modeling aspects of long-term landscape evolution.38

Plain Language Summary39

The topography of landscapes affects how much and where precipitation becomes40

runoff, while runoff itself plays a role in shaping topography over long times through ero-41

sion. Some landscapes may exist exist in an equilibrium state, where the landscape is42

ideally shaped to carry the amount of runoff produced. Understanding this equilibrium43

may provide insights into why landscapes have different hydrological styles; for exam-44

ple, some landscapes contribute runoff to streams primarily through the ground, whereas45

others develop saturated areas during storms that generate surface runoff when rain falls46

on them. Here we use a new model to simulate dynamic runoff as we expect it to occur47

in humid temperate environments while also using this runoff to evolve topography. The48

results show that landscapes that already have a tendency to produce variably saturated49

areas because they are poor at storing water or transmitting it laterally through the ground50

also evolve to have lower relief, which helps variably saturated areas to persist. The re-51

sults highlight the role that landscape history plays in the hydrological processes observed52

today and can be used to better understand the role of subsurface hydrological processes53

in long-term landscape evolution.54

1 Introduction55

1.1 Motivation56

Landscape geomorphology is inextricably connected to runoff generation. Topo-57

graphic slope is often a strong predictor of hydraulic gradient (Haitjema & Mitchell-Bruker,58

2005), whereas topographic curvature affects how water is concentrated or dispersed as59

it moves downslope (Lapides et al., 2020; Prancevic & Kirchner, 2019; Troch et al., 2003),60

all of which affects the likelihood of surface runoff. Subsurface porosity and permeabil-61

ity further affect these quantities, as they affect how effectively the subsurface can in-62

filtrate water and transmit it laterally toward streams (Horton, 1933; O’Loughlin, 1981).63

At the same time, runoff can alter geomorphic properties of landscapes because it drives64

erosion and ultimately the incision of river channels, which then affect the morphology65

of adjacent hillslopes (Callahan et al., 2019; Dietrich et al., 2003; Roering et al., 2001).66
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Landscape evolution models (LEMs) have been essential tools for understanding67

topographic change over long timescales (e.g., reviews by Bishop, 2007; Chen et al., 2014;68

Pelletier, 2013; Tucker & Hancock, 2010; Valters, 2016; Willgoose, 2005) and thus are69

expected to be useful for understanding relationships between topography and runoff.70

However, landscape evolution simulations usually simplify hydrology to an extent that71

feedbacks between landscape evolution and subsurface flow dynamics cannot be exam-72

ined. Recent studies have made progress in representing hydrologic processes more ex-73

plicitly in LEMs, and show that drainage density scales linearly (Luijendijk, 2022) or non-74

linearly (Litwin et al., 2021) with transmissivity when runoff is generated by saturation75

excess overland flow. Although these studies broke new ground by revealing how runoff76

generation affects topography, it is still unclear how this coevolution affects hydrolog-77

ical function. Understanding how landscape history affects current hydrological function78

has the potential to transform how we understand Earth’s critical zone, and how we make79

hydrological predictions (Harman & Troch, 2014; Singha & Navarre-Sitchler, 2022; Troch80

et al., 2015).81

Hydrological function describes the quantity, timing, and location of the storage82

and release of water from watersheds. Relationships between various stores and fluxes83

are used to describe a watershed’s hydrological functioning. One of the most fundamen-84

tal is the catchment water balance, which describes the long-term partitioning of water85

into storage, evapotranspiration, runoff, and deep recharge. On shorter timescales, storage-86

discharge relationships have been essential for understanding rainfall-runoff response and87

catchment recession (McMillan, 2020). The relationship between saturated area or ac-88

tive stream network length and discharge has illuminated geologic and topographic and89

climatic controls on runoff generation (Jensen et al., 2017; Latron & Gallart, 2007; Prance-90

vic & Kirchner, 2019; Warix et al., 2021). Although these attributes of hydrological func-91

tion are important in their own right (e.g., habitat extent and connectivity provided by92

the flowing stream network (Campbell Grant et al., 2007)), when taken together and com-93

pared across many sites, mappings can be developed that relate hydrological function94

to catchment attributes. These can improve hydrological predictions where historical datasets95

are short or not available (Wagener et al., 2007). Understanding how hydrological func-96

tion coevolves with catchment attributes may provide a deeper understanding of these97

mappings, including why they exist at all.98

1.2 Runoff generation and saturated areas99

Dunne (1978) provided a succinct framework for understanding the relationship100

between climate, landscape morphology, and runoff generation mechanisms. In humid101

climates with minimal anthropogenic disturbance, thick soils in steep landscapes pro-102

duce primarily subsurface variable source areas (Hewlett & Hibbert, 1967), where a sat-103

urated wedge may form in the subsurface near the toe of the hillslope and expand up104

the hillslope in response to recharge. In contrast, humid environments with shallow soils105

and more gentle topography tend to produce saturation excess overland flow (Dunne &106

Black, 1970), where subsurface lateral flow capacity is exceeded, producing saturated ar-107

eas where groundwater may exfiltrate and become surface runoff along with precipita-108

tion on saturated areas. These relationships between topographic properties and runoff109

generation mechanisms were recently re-examined by Wu et al. (2021), who used a larger110

dataset than Dunne (1978) and identified characteristic features of different runoff gen-111

eration mechanisms in rainfall-runoff relationships. While the inclusion of more diverse112

environmental settings required further subdivision of runoff generation mechanisms and113

controls, the fundamental relationships identified by Dunne (1978) still emerged.114

However, research so far has not provided sufficient explanation for why certain com-115

binations of topographic properties and runoff generation mechanisms appear (Li et al.,116

2014). This question is not particularly new. As distributed hydrological modeling of runoff117

generation became possible, Freeze (1980) noted:118

–3–



manuscript submitted to Water Resources Research

The simulations carried out in this study have placed the author in some awe of119

the delicate hydrologic balance on a hillslope. If one fixes the mean hydraulic con-120

ductivity of a hillslope, then there is only a very narrow range of topographic slopes121

that can lead to runoff generated by the Dunne mechanism. If one fixes the to-122

pographic slope of a hillslope, then there is only a very narrow range of hydraulic123

conductivities that will lead to a water table that is high enough to allow the Dunne124

mechanism to be operative in a given climatic regime. The fact that the Dunne125

mechanism is so common in nature in spite of these theoretical limitations on its126

occurrence infers a very close relationship between climate, hydraulic conductiv-127

ity, and the development of geomorphic landforms.128

What Freeze (1980) observed in simulations indicates that some sort of catchment co-129

evolution (Troch et al., 2015) might be needed to explain a tendency toward saturation130

excess variable source area runoff generation (the “Dunne mechanism”). The literature131

exploring the evolution of climate–morphology–runoff generation relationships is min-132

imal. Here our goal is to provide a broad picture of what kinds of landscapes and hy-133

drological behavior emerge as we allow climatic, hydrologic, and geologic properties to134

vary, assuming that runoff generation is driven by saturation excess from shallow ground-135

water flow and subsurface stormflow. We provide a synthesis of some of our results in136

the context of relationships identified in field data, including those of Dunne (1978), which137

indicate that at least certain features of that relationship are emergent products of catch-138

ment coevolution.139

1.3 Climate stochasticity in landscape evolution models140

Precipitation variability has long been recognized as an important factor in land-141

scape evolution. Ijjász-Vásquez et al. (1992) considered steady-state subsurface flow and142

an exponential distribution of rainfall depths, and showed that the statistical distribu-143

tion of resulting erosion rates effectively smoothed hillslope-valley transitions. Tucker144

and Bras (1998) found similar smoothing of hillslope-valley transitions with a compa-145

rable model that used a steady state partitioning of flow between surface and subsur-146

face for storm events drawn from exponential distributions of depth, duration, and in-147

terstorm duration. Similar approaches with stochastic precipitation but steady-state hy-148

drological models are still widely in use (e.g., Barnhart et al., 2018). However, these mod-149

els are limited in that antecedent conditions are not considered; the runoff and sediment150

transport rate during each event is independent from previous events.151

Other studies have taken different approaches to capture some of the effects of mem-152

ory and event sequence on runoff and erosion. Lague et al. (2005) examined the effects153

of discharge variability on channel long profile evolution by using a power law distribu-154

tion of runoff rates, forgoing an explicit model of the processes that convert rainfall to155

runoff. Deal et al. (2018) further advanced understanding of how runoff distributions af-156

fect channel long profiles using the stochastic hydrological model developed by Botter157

et al. (2007) to generate runoff from a coupled, spatially lumped soil moisture and lin-158

ear reservoir groundwater model. This approach accounts for the important effects of159

antecedent water storage and evapotranspiration on runoff generation, which ultimately160

affects fluvial erosion (Rossi et al., 2016). Because of these features, the model developed161

by Deal et al. (2018) shows promise for understanding how climate translates into ero-162

sion events and long-term evolution. However, models of channel long profile evolution163

cannot quantify spatially distributed hydrological features of interest, such as variably164

saturated areas. Moreover, it remains unclear exactly how the hydrological parameters165

(e.g., the reservoir coefficient, or reservoir size) needed for the model developed by Deal166

et al. (2018) are best linked to the evolving channel profile or surrounding hillslopes.167
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Although a few previous studies have used LEMs that resolve spatially distributed168

hydrological features, none have investigated the hydrological function that emerges at169

geomorphic dynamic equilibrium. Huang and Niemann (2006) used a coupled groundwater-170

LEM to examine how topographic evolution changed runoff generation at a well stud-171

ied site, but evolved the landscape for far less time than needed to achieve dynamic equi-172

librium. Huang and Niemann (2008) investigated long-term evolution with a coupled groundwater-173

LEM, but examined the sensitivity of modeled topography to hydrologic parameters by174

prescribing changes onto the slope-area relationship rather than directly simulating the175

evolution to dynamic equilibrium, which makes evaluating the role of coevolution between176

runoff generation and topography challenging. Lastly, Zhang et al. (2016) presented a177

highly detailed coupled hydrological and landscape evolution model, but the model has178

only been used as a proof of concept.179

1.4 Approach180

Here, we focus on the coevolution of topography and runoff generated by ground-181

water return flow and precipitation on saturated areas. To do this, we use the streampower-182

diffusion LEM called DupuitLEM that was developed by Litwin et al. (2021), in which183

runoff produces the shear stress for detachment limited erosion, and topography sets the184

boundary conditions for the groundwater system. To capture time-varying runoff gen-185

eration, we include stochastic storm generation and a simplified representation of vadose186

zone dynamics. We evolve the coupled model toward geomorphic dynamic equilibrium187

where the denudation rate is approximately equal to the uplift rate. At this point the188

hydrological function of the landscape is in some sense in equilibrium with topography–189

what exactly this equilibrium is and how it emerges are central to our results and dis-190

cussion.191

Hydrologic function of emergent landscapes likely depends on geomorphic, hydraulic,192

and climatic parameters in the model. However, this parameter space is large, and com-193

binations of parameters do not necessarily result in unique model outputs. Dimensional194

analysis of the model allows us to approach both of these problems. We use a nondimen-195

sionalization approach to produce a minimal set of dimensionless groups that both uniquely196

determine model output and provide insight into the competing processes that affect evolved197

morphology and hydrologic function. We begin with the nondimensionalization devel-198

oped by Litwin et al. (2021), and expand it to include the effects of the vadose zone and199

time-varying climatic forcing.200

Still, this dimensionless parameter space is too large for a comprehensive investi-201

gation of all possibilities. Without a full investigation of the parameter space, we can202

still answer key questions about how hydrological function coevolves with topography.203

We do this by focusing on how dimensionless groups that express climate and subsur-204

face hydraulics affect (1) topography and drainage dissection, (2) water balance and flux205

partitioning, (3) spatial patterns of hydrologic fluxes and saturation, and (4) temporal206

relationships between saturated area, discharge, and storage. Based on the results, we207

present a perceptual model of the emergence and persistence of variable source area hy-208

drology and show that the relationships between geomorphology and runoff generation209

in humid landscapes that were identified by (Dunne, 1978) can be obtained through co-210

evolution. Finally we discuss the potential for using landscape history to understand present211

hydrological function.212
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2 Model Description213

2.1 Topographic evolution214

The LEM used here considers the evolution of topographic elevation z(x, y, t) by215

water erosion Ef (x, y, t), erosion resulting from the divergence of hillslope regolith trans-216

port Eh(x, y, t), and uplift or baselevel change U .217

∂z

∂t
= −Ef − Eh + U (1)

Litwin et al. (2021) derived the water erosion term from excess shear stress, arriv-
ing at a form that is similar to the detachment-limited streampower law, but using the
area per contour width a instead of upslope area A. Bonetti et al. (2018) define a(x, y)

as the scalar field satisfying −∇ ·
(
a ∇z
|∇z|

)
= 1, which is an elegant analytical defini-

tion of the concept usually defined as a = A/v0 in the limit of small contour width v0.
The erosion law also scales linearly with the dimensionless discharge Q∗ = Q/(pA), where
Q is the volumetric discharge and p is the mean precipitation rate, which we derived from
the hydrological model as discussed below. The rate of water erosion is:

Ef = K
√
v0Q

∗√a|∇z| − E0 (2)

where K is the streampower erosion coefficient, and E0 is a threshold below which no218

water erosion occurs. Although erosion thresholds can have important effects on mor-219

phology (e.g., Tucker, 2004), here we only present results for E0 = 0, as we found the220

threshold to have little effect on the hydrological behavior of interest in this study.221

The term Eh describes gravity-driven movement of sediment via processes such as
frost heave, animal burrowing, and tree throw. A simple formulation for Eh begins by
assuming that the sediment flux is proportional to the local slope gradient, qh ∼ ∇z,
and the resulting elevation change is the divergence of this flux, Eh ∼ ∇2z. This is the
linear hillslope diffusion law, which was used in Litwin et al. (2021). This assumption
produces unrealistically steep toe slopes (|∇z| > 1) as hillslopes become long. Land-
scapes with high relief and long hillslopes generally have a form better described by non-
linear sediment flux laws, where flux increases super-linearly with slope. Near ridges and
when relief is low, the law produces near-parabolic topography (like the linear diffusion
law), but as the slope gradient increases it produces increasingly planar hillslopes. This
replicates a shift from short-range transport to longer-distance transport processes such
as dry ravel and shallow mass failures (e.g., Doane et al., 2018; Gabet, 2003; Roering et
al., 1999; Tucker & Bradley, 2010). Data compiled by Godard and Tucker (2021) showed
that most documented field case studies of hillslope morphology, transport efficiency, and
erosion rate fall within the nonlinear transport regime. We chose the hillslope transport
model described by Ganti et al. (2012), which is a Taylor expansion of the critical slope
model

qh =
D∇z

1− (|∇z|/Sc)2
(3)

used by Andrews and Bucknam (1987) and Roering et al. (1999), but is more compu-
tationally tractable for landscape evolution simulations. The rate of elevation change due
to hillslope erosion is

Eh = ∇ · qh = D∇ ·

(
∇z

(
1 +

(
|∇z|
Sc

)2
))

(4)

where D is the transport coefficient and Sc is a critical slope. This expression represents222

the first two terms of the Taylor expansion, which Ganti et al. (2012) showed to be a close223

approximation of the original partial differential equation.224
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Combining the water- and gravity-driven erosion terms with a constant rate of base-
level change U , we arrive at the governing equations of the LEM:

∂z

∂t
= −K

√
v0⟨Q∗⟩

√
a|∇z|+D∇ ·

(
∇z
(
1 + (|∇z|/Sc)

2
))

+ U (5)

−∇ ·
(
a
∇z

|∇z|

)
= 1 (6)

where the angled brackets ⟨·⟩ indicate the time-averaged value of the quantity.225

2.2 Subsurface model226

As in Litwin et al. (2021), we consider only a homogeneous, surface-parallel layer227

of permeable material with thickness b above impermeable bedrock. We will refer to this228

as the ‘permeable thickness’ as we do not distinguish between mobile regolith and weath-229

ered or fractured bedrock. Although deeper groundwater flow can be important for runoff230

generation, here the permeable thickness sets the lower boundary for groundwater cir-231

culation. We will sometimes refer to ‘regolith’ when discussing hillslope sediment trans-232

port, although ultimately the geomorphic model is agnostic to the composition of the233

subsurface. That is, we assume there is always enough regolith to meet the slope-based234

hillslope flux law. Lastly, the term ‘soil’ is used when referencing or drawing compar-235

ison with field studies that use this term, in which case the analogous term in our model236

is permeable thickness.237

How exactly the subsurface of real landscapes evolves to keep pace with surface evo-238

lution is an active subject of research that so far has no consensus (Riebe et al., 2017).239

Surface-parallel permeability structure is sometimes (but not always) observed in the field240

St. Clair et al. (2015), and also emerges at geomorphic steady state with the widely used241

exponential production model (e.g., Rosenbloom & Anderson, 1994; Tucker & Slinger-242

land, 1997). Fixing the permeable thickness rather than tracking its evolution does have243

limitations, as discussed in Section 6.4, but ultimately we decided to keep the subsur-244

face representation simple to focus on the dynamics of topographic and hydrologic evo-245

lution.246

2.3 Hydroclimatological model247

Given the long timescales of landscape evolution relative to runoff generation, it248

was necessary to make compromises between process representation and computational249

efficiency. Our goal was to develop a minimally complex model that captured the emer-250

gence of catchment and hillslope scale hydrological function (sensu Wagener et al., 2007)251

including water balance partitioning, and the presence of surface and subsurface vari-252

able source areas. We therefore aimed to construct a model that incorporated the fol-253

lowing elements:254

• rainfall, and therefore recharge, varies in time,255

• rainfall is partitioned between quickflow and storage,256

• storage is partitioned between ET and baseflow,257

• ET is limited by energy in humid climates, and by water availability in dry cli-258

mates.259

To address the first element, we generated stochastic storm depth ds, duration tr, and260

interstorm duration tb using exponential distributions, following Eagleson (1978), and261

many papers in the hydrology (e.g., Botter et al., 2007; Rodriguez-Iturbe et al., 1999))262

and landscape evolution literature (e.g., Barnhart et al., 2018; Tucker & Bras, 2000)).263

Previously we introduced the mean precipitation rate, p, which is related to the above264

parameters as p = ⟨ds⟩/(⟨tr⟩+⟨tb⟩). The distributions for storm depth, duration, and265

interstorm duration are:266
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f(ds) =
1

⟨ds⟩
exp

(
− ds

⟨ds⟩

)
(7)

f(tr) =
1

⟨tr⟩
exp

(
− tr

⟨tr⟩

)
(8)

f(tb) =
1

⟨tb⟩
exp

(
− tb

⟨tb⟩

)
. (9)

(10)

To address elements 2 and 3, we needed to account for storage in the unsaturated267

zone as well as the saturated zone. A thorough treatment of coupled saturated-unsaturated268

zone dynamics would be computationally prohibitive for landscape evolution simulations.269

We opted instead for a one-way coupling between a simple unsaturated zone model and270

the Dupuit-Forcheimer groundwater model, which is capable of capturing important fea-271

tures.272

Schenk (2008) presented a simple model (called here the Schenk model) for vadose273

zone dynamics in a 1-dimensional profile that serves our purpose well. The model is based274

on the assumption that plants extract water from the shallowest depth where water is275

available, and use all available water at that depth before extracting water from deeper276

in the profile. Conversely, precipitation fills available storage at the ground surface first,277

and displaces water already present deeper into the profile. Schenk (2008) showed that278

the distribution of depths from which water is extracted in this model mimics the plant279

rooting depth distributions in a wide range of climates. This is useful to our study be-280

cause the depths of root water uptake emerge as a result of the climate and subsurface281

hydraulic properties selected rather than requiring an additional parameter.282

We took a spatially-integrated approach to the unsaturated zone state, modeling
unsaturated zone storage with the Schenk model, from which we derived spatially dis-
tributed estimates of groundwater recharge based on the water table depth. The Schenk
model can be written in cumulative form using the coordinate d, depth below the ground
surface. The model tracks the volume (per unit area) of storage Sd above depth d, which
evolves in time according to:

Sd(d, t+∆t)− Sd(d, t) = min (dna − Sd(d, t), i(t)∆t)−min (Sd(d, t), pet(t)∆t) (11)

where t is the current time, ∆t is the timestep, na is the plant-available water content
(equal to the field capacity minus the water content below which plants will prefer to use
water from deeper depths), i(t) is the storm intensity (equal to ds/∆t during storms, and
zero otherwise), and pet(t) is the potential evapotranspiration (ET) rate (equal to a con-
stant rate pet during interstorms and zero otherwise). Equation (11) states that the change
in vadose water stored above depth d over the time interval ∆t is the lesser of the avail-
able vadose storage above d and the depth of rainfall during the interval, minus the lesser
of the water in vadose storage above d and the evapotranspiration during the interval.
We assumed that the recharge Rd received by a water table at depth d is the amount
of water that has infiltrated below d in the vadose profile:

Rd(d, t) = i(t)∆t−min (dna − Sd(d, t), i(t)∆t) (12)

from which we arrive at the recharge rate:

r(x, y, t) =
Rd(b− h(x, y, t), t)

∆t
(13)

where the depth to the water table is b−h(x, y, t), the permeable thickness minus the283

aquifer thickness. We have set the maximum profile depth equal to the permeable thick-284

ness b, such that d ≤ b, which ensured continuity between saturated and unsaturated285
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flow models. Note that the recharge rate in Equation (13) is equal to the precipitation286

rate i when the water table is at the surface (b−h = 0). The groundwater model dis-287

cussed in Section 2.4 then determines how this recharge will be partitioned between over-288

land flow and saturated subsurface flow. A full sample calculation of the Schenk model289

is shown in Supplemental Figure S2.290

The Schenk model was run such that each timestep was either an entire storm or291

an entire interstorm period. Any recharge generated was assumed to arrive at the ground-292

water table at a steady rate over the storm period. During interstorm periods, the recharge293

rate is assumed to be zero (even if the water table has risen farther into the unsaturated294

zone), and the actual evapotranspiration will always equal the potential evapotranspi-295

ration rate when water in vadose storage is available. We calculate total actual evapo-296

transpiration by subtracting the total recharge from the total precipitation, assuming297

all precipitation that did not become recharge to the saturated zone was transpired. We298

explored the possibility of allowing for root water uptake from the saturated zone; how-299

ever, we found that conservation of mass would only be possible if the unsaturated zone300

state was tracked uniquely at each location where we track water table elevation, defeat-301

ing the purpose of choosing this model for its computational efficiency. In tests we found302

saturated zone root water uptake would be a relatively small component of the water303

balance in much of the parameter space (although we cannot rule out its importance in304

some edge cases). We leave further exploration of this for future work.305

2.4 Groundwater flow and runoff generation306

Runoff is generated by exfiltrating subsurface lateral flow and from precipitation
(i.e., recharge from the unsaturated zone model) on saturated areas. We use a quasi 3-
dimensional shallow unconfined aquifer model based on the Dupuit-Forcheimer approx-
imations (Childs, 1971) for groundwater flow above a sloping impermeable boundary. We
solve for the (saturated) aquifer thickness h(x, y, t) based upon the lateral groundwater
flux q(x, y, t), local runoff production qs(x, y, t), and recharge r(x, y, t). Surface water
discharge Q(x, y, t) is calculated by instantaneously routing qs over the area upslope from
a given location. The governing equations for the hydrological model are:

∂h

∂t
=

1

ne

(
r −∇ · q − qs

)
(14)

q =− h cos θks
(
∇z +∇h

)
cos θ (15)

qs =G
(
h

b

)
R
(
r −∇ · q

)
(16)

Q =

∫
A

qsdA (17)

where ne is the drainable porosity, which we assume to have a constant value, ks is the307

saturated hydraulic conductivity, and θ(x, y, t) is the slope of the aquifer base. The reg-308

ularization function G(·) is equal to zero when the argument is less than 1, and approaches309

1 as the argument approaches 1. In this case the argument h/b represents the portion310

of the total permeable thickness b that is occupied by the aquifer with thickness h. The311

ramp function R(·) is zero when the argument is less than zero and is equal to the ar-312

gument when it is greater than zero. Thus, Equation (16) says that runoff will occur when313

the ground is saturated to near the surface and the recharge exceeds the divergence of314

the groundwater flux.315

In our analysis, we further divide discharge into a fast-responding component (quick-316

flow), and a slow-responding component (baseflow). Discharge during interstorm peri-317

ods is defined as entirely baseflow, whereas baseflow during storm events is estimated318

by linear interpolation between the pre-storm-event discharge and the post-storm-event319

discharge. This approach works for our model because all runoff generated during storm320

events is instantaneously routed to the outlet (Equation 17), leaving only the slowly vary-321
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ing exfiltration to leave as runoff during interstorm periods; see Figure S3 for an exam-322

ple. Quickflow, which is nonzero only during storm events, is then some combination of323

exfiltration and precipitation on saturated areas. Although the regularization functions324

in Equation (16) make it difficult to isolate their respective contributions, precipitation325

on saturated areas is usually the dominant contribution to quickflow as the model lacks326

mechanisms that would rapidly increase exfiltration during storm events.327

3 Model implementation328

3.1 Modeling platform329

The governing equations were solved on a 125×125 square raster grid. The grid330

cell size is best considered within the framework of the nondimensionalization we use,331

which will be discussed in Section 4. The top, right, and left boundaries are zero-flux332

boundaries, while the bottom boundary is a fixed value (Dirichlet) boundary, where the333

land surface and water table elevation are coincident. The initial condition is a near flat,334

roughened surface with zero elevation above baselevel. The domain can be considered335

in a moving reference frame, where the bottom boundary is an adjacent lateral stream336

(albeit with zero slope) incising at a rate U . The vadose profile was discretized such that337

each depth increment is equal in size and has a maximum unsaturated storage ≤ 1%338

of the mean storm depth.339

The model is implemented as a Python package called DupuitLEM that is built340

on process components from the Earth surface modeling platform Landlab (Barnhart341

et al., 2020; Hobley et al., 2017). The LEM is solved using existing process components342

in a loosely coupled scheme, where diffusion is solved with a forward Euler finite volume343

method and the streampower erosion module is solved with an implicit method based344

on Braun and Willett (2013). The groundwater model (Litwin et al., 2020) is solved with345

an approach that combines explicit calculation of lateral groundwater flow and an an-346

alytical solution for groundwater rise and exfiltration based on the regularization pre-347

sented by Marçais et al. (2017).348

3.2 Upscaling discharge to geomorphic time349

In any computationally feasible model of landscape evolution that incorporates hy-350

drological processes, some scaling is needed between the timescales of the two models.351

We simply cannot simulate hydrological processes for millions of years. This temporal352

scaling has two primary approaches: online updating and offline updating. An online up-353

dating approach matches one hydrological time step to one geomorphic time step, and354

simply scales the effect of each event to represent some longer duration of time. An of-355

fline updating approach simulates hydrology on a fixed landscape over some duration from356

which meaningful average quantities can be derived. The average quantities, including357

discharge, are then used to evolve the landscape over some longer duration. Although358

both approaches have benefits and drawbacks, here we used an offline updating approach,359

as it allows for greater continuity of hydrological state. In an online updating approach,360

the model may erode substantial regolith and the water within the regolith in each time361

step, making it difficult to have a meaningful water balance. Here we ran the hydrolog-362

ical model for 25 storms before using the results to evolve the landscape forward in time.363

The scaling factor between hydrologic and geomorphic time varies by the simulation from364

250 to 64000, depending on the duration of the mean storm-interstorm period.365

In this paper we consider time-varying precipitation and recharge, and as a result366

Q∗ will also vary substantially on hydrological timescales. As stated previously, ⟨Q∗⟩ is367

the temporal average of Q∗ used to obtain an effective value that can be applied on land-368

scape evolution timescales. Because Equation (5) is linear in ⟨Q∗⟩, this can simply be369
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the time-weighted mean discharge. This would not be the case when an incision thresh-370

old is present, or when the exponents in the incision model are changed.371

4 Scaling analysis372

Dimensional analysis is a powerful tool for examining the behavior of models, al-373

lowing us to identify groups of parameters that affect the solutions to the governing equa-374

tions in related ways. Litwin et al. (2021) nondimensionalized a simpler version of the375

model presented here with linear hillslope diffusion and uniform recharge directly to the376

water table. The nondimensionalization applied the concept of symmetry groups (Barenblatt,377

1996), minimal sets of parameters that, when scaled by a constant factor, leave the gov-378

erning equations unchanged. We nondimensionalized the governing equations system-379

atically by carefully choosing the constant factors and introducing definitions of equiv-380

alent dimensionless variables.381

The approach used characteristic scales derived from the model parameters to iso-
late dimensions of the model. These are listed in Table 1. We applied the same symme-
try group approach presented in Litwin et al. (2021) to the continuum equations of the
model used here to determine the following dimensionless governing equations:

∂z′

∂t′
=−Q∗

√
a′|∇′z′|+∇′ ·

(
∇′z′

(
1 +

(
∇′z′

Sc/α

)2
))

+ 1 (18)

−∇′ ·
(
a′

∇′z′

|∇′z′|

)
= 1 (19)

δ
∂h′

∂t
=r′ −∇′ · q′ − q′s (20)

q′ =− h′ cos2 (arctan |α∇′z′|) (∇′h′/β +∇′z′) (21)

q′s =G
(
h′

γ

)
R (r′ −∇′ · q′) (22)

Q∗ =
1

A′

∫
A′

q′sdA
′ (23)

where prime indicates a dimensionless equivalent (defined in Section 8). Five dimension-382

less groups, plus the critical gradient Sc, remain as parameters. These are listed in Ta-383

ble 2.384

Symbol Name Definition

hg Characteristic geomorphic height scale
(

DU3

v2
0K

4

)1/3
ℓg Characteristic geomorphic length scale

(
D2

v0K2

)1/3
tg Characteristic geomorphic time scale

(
D

v2
0K

4

)1/3
ha Characteristic aquifer thickness pℓg

kshg/ℓg

td Characteristic drainage timescale ℓgne

kshg/ℓg

l Domain length –

Table 1. Characteristic scales that were derived to isolate the dimensions (length, height, and
time) of the model.
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Symbol Name Characteristic Scale Definition Parameter Definition

α Characteristic gradient hg

ℓg
U

v
1/3
0 D1/3K2/3

β Aquifer relief scale hg

ha
=

ksh
2
g

pℓ2g

ksU
2

p v
2/3
0 D2/3K4/3

γ Drainage capacity b
ha

=
bkshg/ℓg

pℓg
bksU
pD

δ Timescale factor td
tg

ne v
2/3
0 D2/3K4/3

ksU

λ Domain scale factor l
ℓg

lv
1/3
0 K2/3

D2/3

Table 2. The dimensionless groups (plus Sc) that appear in the dimensionless equations (18–
23).

Of the dimensionless groups, we expect β and γ to be the most important controls385

on emergent hydrological behavior, as they affect critical aspects of hydrological func-386

tion. The aquifer relief scale β describes the geomorphic height scale relative to aquifer387

thickness, which was called the hillslope number in Litwin et al. (2021) because its form388

is analogous to Brutsaert (2005, their Eq. 10.139) used to understand shallow ground-389

water dynamics. However, we found that it was harder to interpret β as a hillslope num-390

ber in this study due to the combination of evolving landscape form, time-variable recharge391

and evapotranspiration. We will return to the discussion of the hillslope number and the392

role of β in Section 6.6. The drainage capacity γ describes the permeable thickness rel-393

ative to characteristic aquifer thickness, or equivalently the ratio of a characteristic Darcy394

flux to precipitation on a hillslope with length ℓg. The characteristic gradient α is the395

ratio of geomorphic height and length scales, which we will keep fixed in this paper, but396

was explored in Litwin et al. (2021). The timescale factor δ is the ratio of hydrologic to397

geomorphic timescales, which we expect to be small in all cases given the large differ-398

ence between hydrologic and geomorphic process rates. Lastly, λ is the domain scale fac-399

tor, where l is the domain side length. λ is large in all cases considered here, and is not400

expected to affect our results (Anand et al., 2022; Bonetti et al., 2020; Litwin et al., 2022).401

The stochastic forcing introduced three additional parameters: mean storm dura-402

tion ⟨tr⟩, mean interstorm duration ⟨tb⟩, and mean storm depth ⟨ds⟩, while the inclu-403

sion of vadose zone dynamics and evapotranspiration introduced two additional param-404

eters: evapotranspiration rate pet and plant-available water content na. We found that405

four dimensionless groups were needed to represent the additional parameters, shown in406

Table 3. These groups were chosen to provide intuition into competing processes. The407

dimensionless forms of the Schenk model are given in Appendix B, Equations (A15) and408

(A21).409

Although all of the dimensionless groups in Table 3 may be important for hydro-410

logical function and emergent landscapes, we focused on variation in σ and aridity in-411

dex Ai. The water storage index σ describes the competition between the maximum pos-412

sible saturated zone storage and mean storm depth, where smaller values indicate that413

local saturated zone storage is more easily exceeded by storms. Ai is the duration-corrected414

rate of potential evapotranspiration relative to rainfall, which has a critical effect on how415

much water becomes recharge. The precipitation steadiness index ρ is the proportion of416

time in which rainfall is occurring, which in the limit of ρ → 1 is the steady case con-417

sidered by Litwin et al. (2021). Lastly, the moisture content index ϕ describes the va-418

dose zone plant-available water content relative to the saturated zone drainable poros-419

ity.420
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Symbol Name Parameter Definition

σ Water storage index bne

p(⟨tr⟩+⟨tb⟩)

Ai Aridity index pet⟨tb⟩
p(⟨tr⟩+⟨tb⟩)

ρ Precipitation steadiness index ⟨tr⟩
⟨tr⟩+⟨tb⟩

ϕ Moisture content index na/ne

Table 3. The additional dimensionless groups needed to describe the climatic and vadose
models.

5 Results421

We conducted simulations to explore the effects of subsurface properties and cli-422

mate on morphology and runoff generation by varying the dimensionless groups iden-423

tified in Section 4. Although the simulations do not cover the entire parameter space,424

they are sufficient to show a range of hydrologic behaviors that emerge from the coupled425

model. The results are presented in three sets of simulations. First, we varied σ and Ai,426

holding other dimensionless groups constant (except the timescale factor δ, although the427

effects of this variation are assumed to be negligible). Second, we ran the same combi-428

nation of σ and Ai but decreased β by a factor of 10 to examine a case where aquifers429

are thicker relative to relief. Finally, we fixed Ai to a humid value of 0.5 and varied γ430

and σ to explore the interaction of storage and drainage in the subsurface.431

All our results focus on the climatic end-member where storm durations are short432

relative to the time between storms (ρ = 0.03). We used the average value of α inves-433

tigated by Litwin et al. (2021) (α = 0.15), the domain scale factor was fixed at λ =434

250, and others were chosen to be physically reasonable, including a critical slope Sc =435

0.5 and moisture content index ϕ = 1.5.436

We ran simulations for 2000tg, by which time, most simulations had reached an equi-437

librium where mean relief was no longer increasing (Supplemental Figure S1). Cases not438

reaching equilibrium tend to be arid, and have poorly developed drainage networks. Once439

the landscape evolution simulation had completed, we ran the hydrological component440

of the model (without changing the topography) for 2000(⟨tr⟩+⟨tb⟩) using the final wa-441

ter table as an initial condition to collect more detailed information on hydrological state442

and fluxes. Spatially distributed output (saturated area, recharge) were recorded at the443

storm-interstorm timescale, while spatially-lumped data (water balance components, to-444

tal saturated area, total storage) were recorded at intervals corresponding to 1% of max-445

imum timestep for groundwater model stability (Litwin et al., 2020).446

5.1 Effects of climate on topography447

Before examining the hydrological function of the evolved landscapes, we will be-448

gin by examining their topography. Aridity index Ai and water storage index σ play im-449

portant roles in determining the partitioning of precipitation into evapotranspiration,450

surface flow, and subsurface flow, which ultimately affects the amount of water available451

to shape topography through erosion. The hillshades in Figure 1A show the development452

of characteristic ridge-valley topography when Ai < 1, where drainage dissection de-453

creases with increasing aridity. When Ai ≥ 1 drainage networks are minimal or nonex-454

istent (given the domain size, boundary conditions and other parameters used). Relief455

also increases with increasing aridity, as relief increases with decreasing drainage dissec-456

tion while α and Sc are held constant.457
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The water storage capacity σ modulates the relationship between topography and458

aridity. When σ is small, the subsurface has a small capacity to store water relative to459

the average storm depth, and consequently surface runoff is produced more frequently460

across more of the landscape, increasing dissection and lowering relief. In the results pre-461

sented, we decreased σ by reducing rainfall frequency and increasing intensity while keep-462

ing water storage capacity constant. Figure 1 shows that drainage networks can form463

under higher aridity climates when σ is small, as large infrequent storm events have more464

potential to generate surface water runoff than if the same annual precipitation were spread465

amongst more frequent storms.466

Cross sections through the subsurface (Figure 1B–E) show differences in relief and467

mean water table position between selected model runs. Humid landscapes with small468

storage indices have the least relief and maintain water tables close to the surface (Fig-469

ure 1D). Arid landscapes with small σ have the highest relief, and water tables are near470

the impermeable bedrock except near channels. When σ is large (large permeable thick-471

ness and/or many small storms) aridity has a highly non-linear effect on topography, with472

effectively no stream dissection for cases where Ai> 1.473

5.2 Water balance partitioning474

We examined the water balance at two levels, first partitioning of precipitation into475

actual evapotranspiration (AET ) and total runoff through the lens of the Budyko frame-476

work (Budyko, 1974), and then used the L’vovich framework (L’vovich, 1979) to under-477

stand the quickflow-baseflow partitioning. The framework was applied to all three sets478

of model runs (varying Ai and σ, varying Ai and σ with low β, and varying σ and γ),479

which have corresponding topography in Figures 1, S5, and S6. All results show total480

fluxes into and out of the domain averaged over 2000(⟨tr⟩+ ⟨tb⟩).481

The Budyko plots in Figure 2A,D, show how precipitation is partitioned to evap-482

otranspiration (rather than discharge) as a function of aridity, and the constraints that483

energy and mass balance place on this partitioning (dashed lines) for high and low β cases.484

In energy-limited environments, the maximum ratio ⟨AET ⟩/⟨P ⟩ is ⟨PET ⟩/⟨P ⟩ ≈ Ai,485

whereas in water-limited environments, the maximum ratio is one. Model results in Fig-486

ure 2A closely follow respective energy and water limitations at each aridity, indicating487

actual ET is occurring at close to the potential ET rate. In contrast, Figure 2D shows488

that when the aquifer relief scale β and water storage index σ are small (i.e., thinner aquifers489

relative to relief and smaller storage capacity relative to storm depth) and the climate490

is humid, substantially less precipitation becomes evapotranspiration (and more becomes491

discharge) than in the previous case. Figure 2G shows how this partitioning is affected492

by drainage capacity γ for a constant aridity Ai = 0.5, where poorly drained landscapes493

(low γ) appear to produce less actual ET relative to precipitation, although the effect494

is smaller than that of the aridity index Ai. In the particular stochastic simulations we495

ran, ⟨PET ⟩/⟨P ⟩ > Ai, so we place the horizontal line at ⟨PET ⟩/⟨P ⟩ to show that ac-496

tual ET still does not exceed potential ET.497

The L’Vovich framework allows us to more deeply understand the catchment wa-498

ter balance by decomposing discharge into quickflow Qf that leaves the watershed rapidly499

during storms, and baseflow Qb that is released more slowly. We examine (1) how pre-500

cipitation is partitioned into quickflow and storage, and then (2) how storage is parti-501

tioned into ET and baseflow.502

We first consider the fraction of precipitation that becomes quickflow, shown in Fig-503

ures 2B,E,H. These show that quickflow fraction is sensitive to all dimensionless groups504

considered (γ, β, σ, and Ai). In Figure 2B, the quickflow fraction decreases rapidly with505

increasing aridity, until almost no quickflow is generated when Ai ≥ 1. In contrast, Fig-506

ure 2E shows that when the aquifer relief scale β is small, quickflow is more sensitive to507

water storage index σ, and for σ = 8 the quickflow is greater that 50% even when Ai =508
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1. Quickflow fraction declines rapidly with increasing γ (Figure 2H) with a nonlinear de-509

pendence that is similar to the effect of aridity shown in Figure 2B.510

Second, we can consider how the remaining precipitation (that has become stor-511

age rather than leaving as quickflow) is partitioned into evapotranspiration and base-512

flow (Figure 2C,F,I). In Figure 2C, we see that the baseflow fraction declines linearly with513

aridity in humid climates, and is minimal for Ai> 1. This behavior is insensitive to the514

water storage index σ except in the smallest case. This is also true when the aquifer re-515

lief index β is small (Figure 2F), provided σ is large. However, when σ is small and the516

climate is humid, partitioning to baseflow is less sensitive to aridity, similar to the sen-517

sitivity seen in Figures 2D and E. Although quickflow fraction decreases with γ and arid-518

ity (Figures 2B, H), baseflow fraction generally increases with γ Figure 2I), the oppo-519

site of the pattern observed in baseflow fraction with aridity (Figure 2C). The baseflow520

fraction increases with γ until it levels out at a constant value as actual ET approaches521

potential ET (Figure 2G).522

5.3 Spatial structure of recharge and saturated areas523

The location and extent of saturated areas vary in time and space responding to524

changing recharge, water storage, and topographic states. Here we define recharge the525

same way it has been defined in previous sections, given by Equations (12) and (13). All526

water that is delivered to the saturated zone is defined as recharge, including when the527

water table is at the land surface, in which case the groundwater model determines how528

much will become runoff. As a consequence of the dependence of recharge on depth to529

water table (Equation 12), there are systematic variations in recharge rate with land-530

scape position. Figure 3 shows the mean recharge rate ⟨r⟩ relative to the mean precip-531

itation rate p in the same modeled cases shown previously in Figure 1. Lighter colors in532

Figure 3 highlight valleys and regions of convergent topography, where the water table533

tends to be close to the surface. Contrasts in recharge rates across different landscape534

positions increase with aridity until Ai = 1, at which point the water table is deep and535

the unsaturated zone tends to remain dry enough to hold precipitation without gener-536

ating recharge (hidden cases in Figure 3 have no recharge). The relative recharge is also537

sensitive to σ, as large storms relative to permeable thickness (small σ) allow vadose wa-538

ter to reach the water table more frequently than when σ is large.539

In order to examine spatial and temporal patterns of saturated area, we defined540

a metric of saturation occurrence and classified the landscape into zones that are wet,541

variably saturated, or dry. We define surface saturation based upon where the water ta-542

ble is within 0.025hg of the ground surface. This metric approximates the “squishy boots”543

test used to identify variable source areas (e.g., Dunne et al., 1975). Areas that are sat-544

urated at the end of more than 95% of storms and interstorms are classified as wet, whereas545

locations that are saturated after less than 5% of storms and interstorms are classified546

as dry, and variably saturated areas are all others not in either of the previous classes547

(for our purposes, the classification is relatively insensitive to the choice of threshold val-548

ues; for details, see Figure S4).549

Results in Figure 4 show that the model produces widespread variably saturated550

areas organized around the interface between the channel network and adjacent hillslopes.551

In humid landscapes where the water storage index σ is small, channel networks are per-552

manently saturated, and hillslopes can become saturated all the way to ridges at least553

occasionally (frequency > 0.05), when storm depths approach or exceed local saturated554

zone storage capacity. With increasing σ, variable source areas retreat to localized zones555

in channel heads and areas of topographic convergence. With increasing aridity, the wa-556

ter table tends to interact with the surface less frequently, leading to intermittent chan-557

nel networks when Ai ≥ 1.558
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The transition to intermittent saturation in valley bottoms is also affected by the559

drainage capacity γ, due to its influence on the partitioning of water between surface and560

subsurface flow (Figure S9). When γ is large and σ is small, storms are large relative to561

storage, but subsurface drainage is efficient. Consequently, ridges remain dry, but sat-562

uration in valley bottoms is more variable than cases with lower γ or higher σ (see Fig-563

ure S9, simulation 4).564

Of note, discontinuous wet sections of the channel network emerge from the model565

without any introduced heterogeneity or spatial variation in permeable thickness. These566

can be seen for example in Figure 4 subplots 3, 4, 10, and 11, which have large β, inter-567

mediate Ai, and small σ. They also appear when γ is large (Figure S9), but are largely568

absent when β is smaller (Figure 5). These patterns are driven by differences in the lo-569

cal convergence and downslope conveyance capacity associated with topographic curva-570

ture and slope. These patterns are indicative of a discontinuous stream channel with both571

perennial and ephemeral reaches. It should be noted, however, that our saturation met-572

ric describes only the proximity of the water table to the surface, and does not include573

the presence of water routed from upslope, which in our model is not allowed to infil-574

trate once it has become surface runoff. Nevertheless, the emergence of this discontin-575

uous network of saturated areas indicates that the morphology of the landscape, rather576

than just variability in subsurface properties, may provide a structural control on het-577

erogeneous patterns of surface flow in valley bottoms. This feature is likely to persist in578

a model that allows re-infiltration, although instead of variably saturated valley bottoms,579

some areas of the parameter space may instead produce reaches that gain and lose wa-580

ter, again as a function of adjacent landscape morphology.581

Other unusual features emerge as the aquifer relief index β becomes small, in which582

case the relief of the water table is similar to that of the topography. First, we observe583

that particular combinations of parameters produce drainage networks that are close to584

non-dendritic (Figure 5). This is highly unusual in LEMs, particularly those with single-585

direction flow routing and fluvial incision like this one. We say ‘close to’ non-dendritic586

because subtle drainage divides do exist such that surface flow is only routed in one di-587

rection at any particular topographic state – i.e., saddle-points. However, variable or even588

persistent saturation extends all the way up to these saddle-point divides, and flow di-589

rections near them may change frequently with evolving topography. Second, some model590

results show the presence of persistently saturated valley bottoms with widths greater591

than one pixel (e.g., Figure 5 subplots 10, 11, 17, 23, and 28). This is also uncharacter-592

istic of the type of LEM formulation used here, which will generally incise valleys only593

one grid cell wide. This illustrates that erosion by runoff on saturated areas near the toes594

of hillslopes can help account for the formation of valleys that are substantially wider595

than the channels they contain. LEMs have generally only achieved valleys wider than596

one pixel by explicitly representing valley widening by lateral channel migration (Langston597

& Tucker, 2018). These permanent lowland wetland features and non-dendritic drainage598

networks are evidence of the strong influence that the aquifer structure can exert on sur-599

face drainage organization, even in a relatively simple model.600

5.4 Co-variant dynamics of spatially-averaged saturation, storage, and601

discharge602

The relationship between saturated area and baseflow discharge is a useful indi-603

cator of the relationship between landscape morphology, subsurface properties, and runoff604

generation (Latron & Gallart, 2007). We chose to examine baseflow rather than total605

flow because the total flow generated from a storm event for a given antecedent satu-606

rated area will be dependent on the storm intensity, whereas exfiltration-driven baseflow607

should vary more systematically with aquifer properties and topography.608
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Figure 6 shows the dimensionless baseflow discharge Q∗
b = Qb/pAtot versus the609

dimensionless saturated area A∗
sat = Asat/Atot, where Qb is the total baseflow discharge610

for the model domain, Asat is the total saturated area, and Atot is the total domain area.611

Saturated areas are calculated with the same criterion as in the spatially distributed fig-612

ures. For reference, light gray points were added to indicate the total dimensionless dis-613

charge (Q∗ = Q∗
b + Q∗

f ). Baseflow points are colored by the dimensionless saturated614

storage S∗ = S/(bneAtot) to show relationships with saturated area and baseflow.615

As expected from the spatial patterns of saturation in Figure 4, the range of the616

dimensionless saturated area decreases with increasing σ. When σ is large, the extent617

of saturated areas is fixed at approximately 10% of the watershed area in the most hu-618

mid case, and decreases with increasing aridity. When σ is small, increasing aridity does619

not prevent the landscape from reaching near full saturation (A∗
sat = 1), but does lower620

the minimum saturated area, increasing the range of saturated area observed. Model runs621

with the same aridity tend to have similar minimum saturated extent, but with decreas-622

ing σ, the maximum saturated area generally increases.623

Despite differences in the saturation-baseflow discharge relationship with the pa-624

rameters shown, there are underlying patterns that may reveal features of the coevolved625

system. Primarily, we notice that the relationship between baseflow and saturated area626

has a concave up form in most cases, where the rate of change of saturated area increases627

with baseflow discharge. The simulations with the largest range in (log-transformed) A∗
sat628

(e.g., in Figure 4) appear to have a sigmoidal relationship, which can be divided into three629

regimes: rapid increase in saturated area with low baseflows, moderate increases in sat-630

urated area with moderate baseflows, and again rapid increases in saturated area with631

the highest baseflows. Several reference lines are included here for comparison with these632

regimes: A∗
sat ∼ Q∗2

b , and A∗
sat ∼ Q

∗1/3
b , which are indicative of the rates of change633

in the upper and middle regimes, respectively.634

How does the form of the saturation-baseflow discharge relationship relate to to-635

pography? We can contextualize the relationship by mapping points in Q∗
b−A∗

sat space636

back to their respective spatially distributed saturation patterns. We chose to examine637

the results in Figure 6-4 (σ = 8.0, Ai = 1.0) in more detail, as it displays the sigmoid638

form well. The mapping is shown in Figure 7, where subplots B–E show hillshades col-639

ored blue where the the ground is saturated, corresponding to the labeled points in sub-640

plot A. Subplot (B) shows saturated areas cover only the second order and higher stream641

channels under low-flow conditions. In (C), saturated areas extend up through first or-642

der channels, and some channel-adjacent areas. Above (C), in (D), saturated areas emerge643

in many unchannelized concave regions, while by (E), saturation is widespread on all con-644

cave and planar regions, extending toward ridges. Critically, we can see that the inflec-645

tion point near (C) represents the threshold above which saturated areas emerge out-646

side of the channel network.647

The geomorphic transition between in-channel and out-of-channel saturated areas648

at the transition between the middle and high baseflow discharge regimes translates to649

cases that do not display the full sigmoid relationship. Figure S12 shows how saturation650

patterns are related to points in the baseflow saturated area relationship for the case shown651

in 6-14 (σ = 8.0, Ai = 0.25). The point of maximum curvature is still associated with652

increasingly widespread saturation outside of the incised channel network. This supports653

the idea that the saturated area baseflow relationship embeds information about land-654

scape morphology (at least hillslope-channel transitions). However, as the cases with large655

σ demonstrate, the extent and variability of saturated areas affect how much of the mor-656

phology is visible in this relationship.657

Varying the drainage capacity γ affects the shape of the relationship between base-658

flow discharge and saturated area. The slope of the middle regime decreases with increas-659

ing γ, and the transition between the middle and upper regimes sharpens. Topograph-660
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ically, high γ cases also have greater relief, lower drainage density, and sharper transi-661

tions between channels and hillslopes (Litwin et al., 2021). In contrast, when the aquifer662

relief index β is small, the relationship between saturated area and baseflow discharge663

weakens, as shown in Figure S10. We will return to additional synthesis of these rela-664

tionships in the discussion.665

6 Discussion666

6.1 How do topography and hydrology coevolve in DupuitLEM?667

The purpose of the model developed in this paper is to help us better understand668

how real topography and hydrologic dynamics coevolve. Therefore, clearly laying out how669

the simulated topography and hydrologic dynamics coevolve in the model is important.670

A clear conceptual understanding would make it far easier to comprehend the sensitiv-671

ity of the results to variations in the parameters presented above, and to ascertain where672

the model may provide insight and where it is deceptive. A visualization of our concep-673

tual understanding is illustrated in Figure 8.674

In DupuitLEM, hillslope morphology evolves to simultaneously shed water and re-675

golith at the rates they are supplied. Water is supplied by rainfall and is lost to runoff676

(when it falls on saturated ground), subsurface drainage, and ET. Regolith is supplied677

by uplift or baselevel change U , may be redistributed by diffusive hillslope transport Eh,678

and removed by water erosion Ef , which is driven by runoff. Note that diffusive hills-679

lope transport (unlike water erosion) does not remove regolith from the model domain680

for the most part (except at the boundaries). It only moves regolith around, smoothing681

the landscape out. Therefore, the simulated landscape morphology must therefore evolve682

towards a condition where the production of runoff is just sufficient to remove regolith683

by water erosion at (areal-averaged) rate U .684

The key to achieving this balance is the perennial aquifer that forms in areas of to-685

pographic convergence. For the visualizations in Figure 8 the perennial aquifer has been686

defined based on 95% exceedance probability of aquifer thickness, and therefore corre-687

sponds to the “wet” saturation zones in Figures 4, 5, S9. The perennial aquifer appears688

as dark blue in Figure 8. When storms are large and infrequent (i.e., small σ) and trans-689

missivity is moderate (i.e., γ > 1), the perennial water table determines which areas690

experience variable and perennial surface saturation and fluvial erosion. Perennial sat-691

uration occurs where the aquifer reaches the surface. Variable saturation occurs where692

the perennial water table is shallow enough that storms can raise the water table to the693

surface (the variable water table shown in Figure 8 is defined based on 5% exceedance694

probability of aquifer thickness). Therefore, the landscape morphology must evolve such695

that the spatial extent of the perennial aquifer is large enough to ensure sufficient sur-696

face runoff production.697

How does it do so? In short: by balancing supply and demand. The aquifers are698

continually draining, and so to remain at or above their minimum level, the aquifers must699

receive a continual supply of lateral subsurface inflows from adjacent hillslopes. Both the700

drainage rate and supply rate are controlled by the topography. Therefore, by control-701

ling these rates (and therefore the extent of the perennial aquifer) a topography can emerge702

that ensures sufficient runoff production to remove regolith at the supplied rate U .703

The rate lateral flow is supplied to the perennial aquifer is determined by the size704

of the accumulated area upgradient, and the recharge rate in that area. That recharge705

is exported downgradient toward convergent areas as subsurface flow. When γ is suffi-706

ciently large, the subsurface flow is sufficiently efficient that uplands never experience707

surface saturation (these are the beige areas in Figure 8).708
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With no overland flow, upland regolith must be exported to convergent areas via709

diffusive hillslope transport if it is to be removed from the domain by water erosion. At710

each point in the uplands, the diffusive flux must transport not only the regolith sup-711

plied locally by uplift/base level change, but also the regolith arriving from upslope. The712

demand for increasing regolith transport capacity with distance from the ridge imparts713

a convex profile to the uplands, such that slope increases moving downhill, up to the crit-714

ical slope Sc.715

The rates of regolith and water export from the uplands to the convergent areas716

must strike a delicate balance. The regolith export must be small enough that it does717

not overwhelm the capacity of water erosion in the convergent areas to remove it. The718

water export must be large enough that it can sustain the perennial aquifer that makes719

that water erosion possible. However both the regolith export and water export rates will720

depend on the accumulated area at the transition from uplands to convergent areas. There-721

fore, the drainage density must adjust until these demands are in balance. If the drainage722

density is too small, excess lateral flow from the uplands will expand the perennial aquifer,723

leading to increased surface saturation and water erosion. If the drainage density is too724

large, lateral flow will be insufficient to maintain the perennial aquifer and promote wa-725

ter erosion, and so diffusive regolith flux will gradually fill the the convergent areas and726

remove them from the topography.727

The rate of lateral inflow required to maintain the perennial aquifer is the one that728

matches the rate the perennial aquifer is draining downslope. The perennial aquifer drainage729

rate is controlled by the transmissivity ksb (which is fixed), by the local basement slope730

(which in DupuitLEM is determined by the topography because the permeable thick-731

ness b is constant in space), and potentially also by the level of the water table farther732

downgradient. As discussed later in this section, the latter is only important when β is733

small, and is overwhelmed by topographic gradients when β is large.734

The roles of the recharge, transmissivity, and local slope at the transition from up-735

land to convergent area are captured by the dimensionless parameter γ, which explains736

its importance in controlling drainage density. The slope of the convex uplands will tend737

to vary downslope in proportion with distance from the ridge and with ridge curvature.738

More precisely, at distance x we would expect the slope to be approximately xξ(x)hg/ℓ
2
g.739

ξ(x) is less than 1 and captures the effect of the nonlinearity in the hillslope diffusion740

law (in fact ξ(x) = tanh
(
xhg/ℓ

2
g/Sc

)
/
(
xhg/ℓ

2
g/Sc

)
for the exact form of the nonlin-741

ear diffusion law (Equation (3)). The maximum subsurface flow per unit width at that742

point is therefore xksbhgξ(x)/ℓ
2. If area per contour width upslope from that point is743

a(x) and the recharge is r(x), it follows from the definition of γ that in the vicinity of744

the transition from uplands to where surface saturation and water erosion becomes im-745

portant the following is true:746

a(x)

x
× r(x)

p
× 1

ξ(x)
≈ γ (24)

The first term on the left is the area per contour width divided by distance from747

the ridge. This quantity is a measure of the degree of topographic convergence. It will748

be ≈ 1 for straight slopes, < 1 for divergent areas, and > 1 for convergent areas. The749

second term measures the fraction of precipitation that becomes recharge, and is there-750

fore influenced by the aridity Ai. Therefore, γ sets the degree of upland contributing area751

convergence needed to produce surface saturation and water erosion, modulated by the752

effect of water balance on recharge and nonlinear slope processes. This makes it clear753

why γ has such an important control on the drainage density of the coevolved landscapes754

(see Figure S8), and why aridity also plays a role (see Figure 4). Both effects are illus-755

trated in Figure 8.756
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Note that γ depends on the transmissivity ksb, rather than on the hydraulic con-757

ductivity ks alone. That means it is possible to vary the permeable thickness while keep-758

ing γ constant by also varying the hydraulic conductivity inversely. Doing so amounts759

to varying β – a small β corresponds with a large permeable thickness. This was explored760

in Litwin et al. (2021), where β was referred to as the hillslope number Hi. This is per-761

haps regrettable, because although β is closely related to the hillslope number (as we shall762

see in Section 6.6), they are not the same thing. As with the hillslope number, when β763

is small, the aquifer thickness becomes large relative to the relief, making it possible for764

water table gradients to substantially differ from topographic gradients.765

As a consequence, when β is small, the drainage rate of the perennial aquifer is more766

dependent on the landscape morphology downgradient. Because the slopes downgradi-767

ent are gentler in lowland areas, the drainage rate is slower relative to the case with large768

β. Consequently the rate of lateral inflows can be smaller, and a smaller upslope area769

is needed to supply those inflows. This explains the larger areas of perennial and vari-770

able surface saturation when β is small (Figure 5), compared to when it is larger (Fig-771

ure 4).772

Some remarkable effects emerge when β is small, as shown in Figure 5. Under the773

right circumstances, the large permeable thickness allows the perennial aquifer to be con-774

nected across surface topographic divides, resulting in connected loops surrounding iso-775

lated ‘islands’ of uplands. Broad, low-gradient areas of perennial and variable satura-776

tion emerge (Figure 8), particularly around confluences.777

The conceptual explanation of the model results presented here can also help us778

understand the variations with σ and Ai that appear in earlier figures. When σ is small,779

storms are large and infrequent relative to the subsurface storage capacity. Consequently,780

there is time between storms for the saturated aquifer to contract to only the most con-781

vergent areas, where it promotes transient surface saturation during subsequent storm.782

When σ is large, the perennial aquifer is more extensive because there is not time to con-783

tract before the next event, but the smaller storms mean transient surface saturation is784

less likely. These effects can be seen in Figures 4, 5, 8, and S8.785

The variable source areas that emerge when σ is small allow for more widespread786

water erosion to remove regolith from the landscape. This results in lower relief than when787

σ is large (Figure 8).788

The conceptual understanding presented so far does not account for all of the model789

behavior though, and additional details need to be considered. In our results, there is790

a transition between channelized and unchannelized topography between Ai = 0.71 and791

Ai = 1.41 in Figure 1, and the transition is more abrupt for large σ. This can be at-792

tributed to the reduced likelihood of recharge when Ai > 1 as captured in the Schenk793

model of the vadose zone. Recall that ET creates a storage deficit in the vadose zone that794

must be satisfied before rainfall from an individual storm event can produce recharge at795

depth. When Ai < 1, the potential ET between storms tends to be smaller than the796

rainfall that typically falls in each storm. Consequently the vadose zone tends to be wet797

at depth, and the effects of ET are limited to generating deficits close to the surface. How-798

ever, when Ai > 1, the storage deficit that can accrue between storms is larger than799

the depth of rain that typically falls in each storm. Consequently the vadose zone is dry800

at depth, and recharge will only occur from a storm large enough to fill the profile, or801

when storms are clustered together. This becomes increasingly unlikely when σ is large,802

because σ includes the ratio of profile thickness to storm depth: bne/p(⟨tr⟩+⟨tb⟩). Note803

that the likelihood of recharge per se is not related to the drainable porosity ne but to804

the plant available water content na, and so the relevant dimensionless control on recharge805

is σϕ.806
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Given less frequent recharge when Ai > 1, larger hillslopes are needed to supply807

the lateral flow necessary to sustain a perennial aquifer in areas of topographic conver-808

gence. This makes areas of permanent or variable saturation less extensive.809

6.2 How does hydrogeomorphic coevolution play out in transient land-810

scapes?811

So far, we have focused on landscapes at dynamic equilibrium between uplift and812

erosion. This condition is powerful for studying the emergent behavior of LEMs (e.g.,813

Bonetti et al., 2020; Theodoratos et al., 2018); however, transience is likely the norm in814

real landscapes (Whipple, 2001). Moreover, transience may offer clues to distinctive fea-815

tures of hydrological function at dynamic equilibrium. As a shorthand, we will use the816

term “age” to refer to the degree of progression toward a dynamic equilibrium, given an817

initial near-flat surface at baselevel. However, we recognize that this age is largely con-818

ceptual; real landscape evolution rarely follows such a linear progression or has such a819

clear initial state.820

To examine transient evolution, we can select some points in time to examine. Al-821

though we could have selected points evenly spaced in time, the model state does not822

progress linearly. Change in mean elevation z̄ for example tends to approach the steady-823

state value asymptotically (Figure S1). Assuming other features of interest may change824

in a similar way, we selected quantiles of mean elevation through time and examined to-825

pography and hydrological function at the corresponding times. Figure 9 presents the826

results of a single model run at times when mean elevation z̄ is 10, 30, 60, and 90% of827

the final value. Figure 9M shows the time evolution of mean elevation and the four se-828

lected quantiles.829

With increasing age, topography changes dramatically, from gentle slopes and high830

levels of drainage dissection, to steeper, broad hillslopes, and a more sparse drainage net-831

work (Figure 9A–D). The size of areas that are always and variably saturated decrease832

with increasing age (Figure 9E–H), from 7.1 and 54.4% of the modeled area, respectively,833

in the 10% mean elevation case to 0.6 and 24.1% in the 90% mean elevation case. The834

baseflow-saturated area relationship also evolved substantially (Figure 9I–L). Earlier in835

the development, the landscape exhibits greater saturated area, storage, and discharge.836

Mean saturated area decreases 65.0%, Q∗ decreases 57.8%, and mean baseflow Q∗
b de-837

clines 27.0% over the course of the simulation presented, resulting in an increase in the838

baseflow index Q∗
b/Q

∗ with age. Although baseflow index increases, more developed land-839

scapes experienced much lower discharge and storage at their driest states than the same840

landscape earlier in its development.841

Even in the absence of subsurface hydrology, LEMs with flat initial conditions and842

uplift show increasing elevations as slopes steepen toward the point at which the denuda-843

tion rate matches uplift. However, when subsurface hydrology is important, steepening844

slopes can also increase hydraulic gradients, increasing the capacity of the subsurface to845

drain water. In the absence of surface water that would form rills or channels, longer hill-846

slopes can be maintained. However, hillslope length is limited by the increased recharge847

that a longer hillslope will collect and have to transport laterally downslope. Steeper hy-848

draulic gradients also reduce the thickness of the aquifer needed to convey the same flux.849

Decreasing aquifer thickness affects recharge, which decreases when the water table is850

deeper, further reducing discharge and baseflow, as shown in Figures 9I–L.851

The evolution seen in these results may mimic observations in post-glacial land-852

scapes that evolve fluvial drainage from low relief, regolith mantled ‘initial’ states. The853

recently glaciated site shown in Figure 9N is located in northern Wisconsin, USA, and854

has low relief and abundant wetlands. Here, the water table is close to the surface, and855

subsurface lateral flow is less important for runoff generation than surface water connec-856

tivity. In contrast, the driftless region of Wisconsin was not recently glaciated (Figure857
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9O) and has greater relief and well-developed fluvial topography. Here springs and ground-858

water flow are more important for runoff generation. The driftless landscape is well drained,859

and watersheds may even have intermittent streamflow regimes (Sartz et al., 1977). The860

contrast between these two sites is consistent with observed decreases in runoff and sat-861

uration with age in our simulations. The evolution of post-glacial landscapes has been862

examined in further detail by Cullen et al. (2022), who found that groundwater flow plays863

an essential role in concentrating discharge and initiating the formation of fluvial topog-864

raphy in low-relief landscapes. They focused on the erosion of channels into a confined865

aquifer, rather than emergence of saturated areas from an unconfined aquifer. Further866

work could be conducted to unify the saturation excess runoff process presented here with867

the confined aquifer system that Cullen et al. (2022) have examined, which may explain868

more of the emergent hydrogeomorphic dynamics of post-glacial landscapes when con-869

sidered together.870

Lastly, we return to the question of the applicability of this catchment “age” more871

broadly. Although Troch et al. (2015) suggested that a hydrologically relevant age could872

be useful in understanding differences in hydrologic function between sites, in general873

the hydrologically relevant age of a landscape is not an easily defined quantity. They pro-874

vided a framework for catchment coevolution in which age does not increase one-to-one875

with time, but rather increases at different (and potentially nonlinear) rates depending876

on lithology, climate, and tectonics. For example, the hydrologically relevant age may877

increase faster in a wetter climate than in a drier one. Applying this concept to our tran-878

sient results, we see that differences in climate and subsurface properties affect the rate879

of relief change, which in turn affects the rate hydrological response changes. However,880

defining an age inevitably encounters the issue of defining an initial condition from which881

to start the clock. Troch et al. (2015) give the example of applying this framework to882

volcanic catchments, which have well-defined initial conditions from which the evolution883

can be measured (Jefferson et al., 2010; Yoshida & Troch, 2016). However, this may be884

the only case where such a clear initial hydrologic and geomorphic condition can be iden-885

tified (although the post-glacial scenario we have discussed may be adequate). The di-886

rection of hydrologic response change with age is also particularly sensitive to the ini-887

tial condition. Although we see decreasing saturation with time in our simulations, the888

trend may be very different if we were to take, for example, a Davisian approach in which889

the initial condition is a high plain that gradually erodes to baselevel (Davis, 1899). All890

of this indicates that evolving hydrological function is a complex story that would be best891

told within a geological context. More work would be needed before we can adequately892

apply the framework of evolving catchment function to real sites.893

6.3 How realistic is the hydrology in DupuitLEM?894

As illustrated in the results above, DupuitLEM produces landscapes that not only895

have the appearance of realistic topography, they function hydrologically as one would896

expect of a realistic landscape – up to a point. The model results deviate from what we897

might expect in a real landscape in several ways that are worth highlighting.898

In the arid cases, as shown in Figure 2A, almost no runoff is produced by the model,899

and the resulting landscape is unchannelized. Many real arid landscapes will still pro-900

duce substantial runoff at an aridity index of 2 (the maximum value we considered) (e.g.,901

Wang & Wu, 2013), and exhibit widespread channelization. However, runoff is rarely pro-902

duced by the interaction of the water table with the ground surface in those landscapes.903

In that sense our model is in full agreement. Instead, runoff in arid landscapes is more904

often generated by a low infiltration capacity relative to rainfall intensity (infiltration905

excess overland flow) (Wu et al., 2021). This mechanism is not included in the analy-906

sis here, but can be easily added through the modular modeling framework of DupuitLEM.907
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Another deviation from our expectations appears in the water balance when β and908

σ are small: as Figure 2D shows, deviations from the energy and water bounds are large909

in the Budyko plot. The increased quickflow fraction shown in Figure 2B (relative to the910

high β case in 2E) offers a clue as to why this deviation may be occurring. Because quick-911

flow is primarily derived from precipitation on saturated areas, the deviations from en-912

ergy and water limitations indicate these cases have more extensive saturated areas than913

their high β counterparts in Figure 2B. We can confirm this by examining spatial pat-914

terns of saturation in Figures 4 and 5. Indeed there are large areas of permanent sat-915

uration in the low β case. A larger fraction of quickflow is more likely when σ is small916

because in these cases storms more easily overwhelm available storage and produce ad-917

ditional saturated areas. As more precipitation becomes quickflow, less is available to918

become evapotranspiration, and the Budyko plot (Figure 2D) deviates from water and919

energy balance constraints.920

The issue is exacerbated by the lack of ET from the saturated zone in our model.921

In reality ET may be substantial from the large permanently saturated areas shown in922

Figure 5, but in the model ET from these areas is zero (because ET is only accounted923

for in the unsaturated zone, and there is no unsaturated zone where the water table reaches924

the surface). This is an issue that can be explored in future work.925

With the parameters we have considered, the other large deviation of ⟨AET ⟩/⟨P ⟩926

from ⟨PET ⟩/⟨P ⟩ occurs when γ is small. This is somewhat paradoxical; Troch et al. (2013)927

found that landscapes with the longest drainage timescales tend to have the highest ET928

relative to precipitation because water that stays in the landscape longer is more likely929

to become ET. In fact, we can see that this is partially still the case in our results. Fig-930

ure 2I shows that the baseflow fraction of remaining water is smallest when γ is small,931

indicating that more water is becoming ET. However, this is not controlling the over-932

all water balance behavior. Instead, quickflow behavior controls the decrease in ⟨AET ⟩/⟨P ⟩933

with decreasing γ, as the proportion of precipitation that becomes quickflow declines pre-934

cipitously with increasing γ, as shown in Figure 2H. Poorly drained landscapes (with low935

γ) have water tables closer to the surface, and greater saturated areas to generate quick-936

flow during storms. Increasing this quickflow fraction decreases the water that remains937

available to become ET. Poorly drained landscapes also would be expected to make more938

water available for ET, as Troch et al. (2013) showed, but because our model ET can-939

not access water in the saturated zone, we are not able to reproduce this observation.940

The one-way coupling of saturated and unsaturated flow has implications for runoff941

generation as well as ET. For example, with little or no additional recharge, the water942

table can rise rapidly into the capillary fringe (e.g., Crosbie et al., 2005; Gillham, 1984;943

Weeks, 2002). If the capillary fringe extends to the surface, as it may in wetter areas like944

concave hillslopes and valley bottoms, saturated areas could expand rapidly during storm945

events. Saturation of the soil profile due to wetting front propagation (e.g., Ogden et al.,946

2017) also could enhance the rapid emergence of saturated areas. On the other hand,947

ET from the saturated zone where it is near the surface could substantially reduce sat-948

urated areas during interstorm periods. Because we do not capture these features, we949

may substantially underestimate the variability of saturated areas and, depending on their950

relative importance, we may overestimate or underestimate runoff generation from sat-951

uration excess.952

The form of our groundwater model may also affect features that we observe across953

our parameter space. In order to have tractable solutions for the landscape evolution model,954

the groundwater flow model we use relies on the Dupuit-Forcheimer approximations, which955

are valid where the component of flow normal to an impermeable lower boundary is small.956

This usually occurs when saturated thickness is small relative to hillslope or seepage face957

length (Bresciani et al., 2014), which may not be valid everywhere in our model param-958

eter space. Even where this assumption is valid, the model focuses on relatively shallow959

groundwater flow paths. Field studies have shown that deeper flow paths through bedrock960
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are important components of stream runoff, especially during baseflow conditions. Ac-961

counting for these deeper flow paths could increase baseflow discharge, changing the L’vovich962

water balance partitioning shown in Figure 2.963

6.4 What processes were left out of DupuitLEM?964

In the interest of creating a tractable model, we have left out several key climatic,965

hydrologic, and geomorphic processes that may affect the coevolution of runoff gener-966

ation and topography. First, our representation of climate is simplified, as we neglected967

seasonality of precipitation or potential ET, which are important controls on the water968

balance and on the extent of saturated areas (Latron & Gallart, 2007; Yokoo et al., 2008).969

In the previous section we described two missing hydrological processes: infiltration ex-970

cess overland flow and ET from the saturated zone. We also neglected the two-way cou-971

pling between saturated and unsaturated flow, and the presence of reinfiltration from972

run-on, both of which would require more sophisticated models and computationally-973

intensive iterative solutions. Deeper groundwater systems, which may make important974

contributions to baseflow, were also neglected (Hare et al., 2021). Considering only sin-975

gle direction flow routing with no depression storage also limits the development of val-976

ley bottoms and wetlands that can be important zones for saturation excess overland flow,977

although we did observe that valley bottoms can emerge despite model limitations in ar-978

eas of the parameter space where aquifers are thick relative to topographic relief.979

The style of water erosion is also limited in this model, as we consider only detachment-980

limited fluvial erosion, neglecting fluvial sediment deposition and factors such as ground-981

water sapping (Abrams et al., 2009; Laity & Malin, 1985) and pore-pressure driven land-982

slides (Montgomery & Dietrich, 1994), which could be the subject of separate studies983

of coevolution between topography and groundwater systems.984

We have also limited our study to understanding the evolution of topography, while985

the progressive weathering of rock and development of a regolith mantle are simultane-986

ous components of critical zone evolution. Furthermore, we have considered only cases987

where the subsurface porosity and hydraulic conductivity is constant in a zone that uni-988

formly parallel to topography. This can have unintended consequences. During transient989

evolution, areas that aggrade due to hillslope diffusion must turn sediment back into bedrock990

to maintain a constant thickness. Although this issue should not affect results at dynamic991

equilibrium, more work would be needed to accurately treat the subsurface in LEMs.992

Recently, critical zone science has provided insights into the structure and evolu-993

tion of the subsurface. Critical zone structure varies with depth, but may also vary sys-994

tematically across landscapes, even mirroring topography in settings experiencing strong995

tectonic compression (St. Clair et al., 2015). Other hypotheses for subsurface evolution996

related to geomorphic, geochemical, and ecological processes have been put forth (Anderson997

et al., 2013, 2019; Brantley, Eissenstat, et al., 2017; Brantley, Lebedeva, et al., 2017; Har-998

man & Cosans, 2019), and would likely result in different surface evolution when con-999

sidering subsurface-driven runoff generation. Here we have laid the foundation for fu-1000

ture modeling that can build toward whole critical zone evolution that considers both1001

surface and subsurface features and processes.1002

6.5 Does DupuitLEM match field evidence for the relationship between1003

saturated area and baseflow?1004

As we have shown, saturated area-discharge relationships contain information about1005

runoff generation. However, variation in saturated area through time has not been widely1006

reported in the literature as the measurements are labor intensive and can be sensitive1007

to the judgement of the observer. Latron and Gallart (2007) compiled many published1008

relationships into a single plot (reproduced in Figure 10) that shows a range of forms the1009
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relationship can take. We would like to compare our results with those in this plot, but1010

so far we have only presented dimensionless versions. Choosing a set of dimensioned pa-1011

rameters (as is necessary to run the model) allows us to re-project the results into the1012

dimensioned world for comparison. We did this for several results presented in Figure1013

6. The caveat to this approach is that the position of the results, especially along the1014

x-axis, is subject to the particular dimensioned parameters we have chosen.1015

In humid climates, our results show strong resemblance to the concave up form ob-1016

served by Dunne (1978) at Sleepers River, VT, USA. Saturated area and baseflow in this1017

relationship were measured in Sleepers River Watershed W-2, which has gentle topog-1018

raphy and relatively low permeability soils (Dunne et al., 1975), consistent with our low1019

σ cases. Dunne et al. (1975) also observed lower variability in baseflow discharge and sat-1020

urated areas in a steeper watershed with deeper and more permeable soils (Sleepers River1021

Watershed WC-4, not shown), consistent with our high σ cases.1022

Field relationships by Ambroise (1986), Latron (1990), and Myrabø (1986) shown1023

in Figure 10 have convex forms, where baseflow increases faster than saturated area in1024

log-space. Some of our model results (e.g., Figure 7) also have convex forms for lower1025

baseflow and saturated areas, but these relationships seem to have a different origin. In1026

our case, the low baseflow regime was associated with channel network ephemerality, whereas1027

the field studies are still primarily describing variable source areas in valley bottoms and1028

adjacent hillslopes. In fact, the studies here with the lowest saturated extents appear to1029

have linear or slightly concave relationships. However the linear relationship shown by1030

Latron and Gallart (2007) is from a terraced landscape with fragmented saturated ar-1031

eas, which obscure the link between topography and baseflow. Reasons why observed1032

relationships could be different from our model predictions are numerous. Our model has1033

only considered a limited number of runoff generation and landscape evolution processes,1034

and lacks the heterogeneities and complexities of real watersheds. However, it is encour-1035

aging that our results agree with field surveys from Dunne et al. (1975), given that ours1036

are emergent features of coevolution.1037

6.6 How does DupuitLEM compare to the Dunne Diagram? Role of the1038

hillslope number1039

Dunne (1978) presented a synthesis of how runoff generation mechanisms are re-1040

lated to topography, subsurface properties, and climate, often called the “Dunne Diagram”1041

(Figure 11A). On the humid half of the diagram, Dunne associated saturation excess over-1042

land flow (i.e., Dunne overland flow) with gentle topography, and moderate to poorly1043

drained soils. Subsurface storm flow was considered the opposite end member, and was1044

associated with deeper, more permeable soils and steeper straight to convex topography.1045

We have mapped this conceptual relationship into a quantitative relationship be-1046

tween hydrological and geomorphic metrics to compare with our results to see whether1047

the relationship applies. We quantified the geomorphic aspect by focusing on the differ-1048

ence between gentle and steep topography. We used topographic variance Z to quantify1049

hillslope relief above valley bottoms without channel or hillslope delineation. Because1050

of the domain boundary conditions (zero flux on all but the bottom) elevation increases1051

systematically from the bottom to top boundaries, but not between the side boundaries,1052

so we calculated the variance of topographic elevation for each horizontal slice of the do-1053

main, found the mean of the slice variances, and took the square root to obtain Z with1054

units of length. We normalized Z with the characteristic height scale hg for consistency1055

with our dimensionless framework. The hydrologic metric is more straightforward. In1056

our model, quickflow is generated primarily by Dunne overland flow, so the fraction of1057

quickflow relative to total flow ⟨Qf ⟩/⟨Q⟩ can quantify the importance of this mechanism.1058

In our results, the proportion of runoff generated by Dunne overland flow is almost1059

entirely explained by the mean topographic variance of the watershed. Figure 11B shows1060
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⟨Qf ⟩/⟨Q⟩ versus the mean topographic variance Z/hg. A clear mapping is shown between1061

model runs that have gentle topography (low Z) and those that generate runoff via Dunne1062

overland flow. Figure 11C shows the same results, but colored to show the parameters.1063

All cases are humid (Ai = 0.5), but have a range of values for the other parameters dis-1064

cussed in this paper. The most consistent pattern is that low γ cases tend to produce1065

more quickflow. The storage index σ is a secondary control, with generally gentle topog-1066

raphy and more Dunne overland flow produced when σ is small, provided that γ is not1067

too large. Low β cases are the most likely to break expectations, which is expected given1068

their tendency to evolve unique features like non-dendritic drainage networks and wide1069

valley bottoms.1070

In the Dunne Diagram framework, Dunne overland flow is associated with mod-1071

erate to poorly drained soils and low relief, gentle topography. In our model, poorly drained1072

soils (relative to climate forcing) produce the associated gentle topography through wa-1073

ter erosion to maintain the balance discussed in Section 6.1. The same can be said in1074

the reverse direction. Well-drained soils produce steeper (higher mean variance) topog-1075

raphy by expanding the zone where overland flow and water erosion do not occur, and1076

therefore they develop a hydrological response dominated by subsurface flow (baseflow)1077

rather than Dunne overland flow.1078

These results convey some information about the variably saturated area (shown1079

in colors); however, close inspection of Figure 11B shows that the relationship between1080

quickflow fraction and variably saturated area is not monotonically increasing. This is1081

expected, because permanently saturated areas also can generate Dunne overland flow.1082

However, variably saturated areas are distinct as an expression of the transition zone be-1083

tween areas of recharge and discharge, between diffusive transport and perennial water1084

erosion. Could there be unique controls on variably saturated extent that are not cap-1085

tured in Figure 11?1086

The answer to this question may lie in connection to the hillslope number. In Sec-1087

tion 4, we discussed how Litwin et al. (2021) called β = hg/ha the hillslope number,1088

which is defined as hillslope relief divided by the aquifer thickness. However the relief1089

and mean aquifer thickness are emergent products of our coevolving system that we can-1090

not specify ahead of time. We found that the actual emergent hillslope number has some1091

bearing on the extent of variably saturated areas.1092

Before plotting the hillslope number, we first plotted the proportion of the domain1093

classified as variably saturated against the dimensionless mean topographic variance (Fig-1094

ure 12A). The pattern is similar to that shown in Figure 11B, but with more scatter. The1095

scatter shows greater difference in topographic variance between model runs that have1096

the same variably saturated area but different σ (among other factors).1097

Dividing mean topographic variance by the actual mean aquifer thickness ⟨h⟩ rather1098

than the characteristic height scale hg gives an estimate of the emergent hillslope num-1099

ber, Z̄/⟨h⟩, on the y-axis. Figure 12B shows that this produces three tight relationships,1100

separated by differences in aquifer relief index β. The hillslope numbers that we observe1101

for the high β case are within the range described by Lyon and Troch (2007), who cal-1102

culated hillslope numbers in the range of 18–96 for several real sites, although this will1103

be sensitive to exactly how the relief is defined.1104

The importance of β in Figure 12B is expected given its role as a type of charac-1105

teristic hillslope number based on model parameters. By normalizing the hillslope num-1106

ber with β we obtain a relationship (Figure 12C) that is tighter than the original between1107

variably saturated are and topographic variance (Figure 12A). This indicates that there1108

is a trade-off between the hillslope number and the proportion that is variably saturated:1109

larger normalized hillslope numbers, which are associated with thin aquifers relative to1110

relief, emerge with smaller variably saturated areas; thicker aquifers relative to relief emerge1111
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with greater variably saturated areas. The hillslope number has proved to be a useful1112

concept to understand hydrologic response (Lyon & Troch, 2007), and here reveals a con-1113

nection with emergent landscape features that to our knowledge, has not been shown be-1114

fore. We will not attempt to explain why this relationship exists here, but it certainly1115

demonstrates that there are rich and largely unexplored avenues of research in emergent1116

hydrogeomorphic dynamics.1117

6.7 Does coevolution explain Freeze’s observation about the prevalence1118

of Dunne overland flow?1119

Freeze (1980) observed a “delicate hydrologic balance on a hillslope” where only nar-1120

row combinations of parameters produced Dunne overland flow, despite the prevalence1121

of Dunne overland flow in nature and the wide plausible ranges of parameter values. This1122

led Freeze to hypothesize that there is a “very close relationship between climate, hydraulic1123

conductivity, and the development of geomorphic landforms,” in nature that tends to pro-1124

duce runoff as Dunne overland flow. We have also suggested that there is delicate bal-1125

ance in landscapes. However, within the scope of the processes in DupuitLEM, we did1126

not see a tendency toward Dunne overland flow. Instead at geomorphic dynamic equi-1127

librium water is partitioned to maintain balance between the size of recharge and dis-1128

charge areas (Section 6.1). Consequently, coevolution reinforces the associations described1129

by the Dunne diagram: places with thick, highly permeable soils evolve steep topogra-1130

phy and subsurface-dominated runoff generation, whereas places with thinner less per-1131

meable soils evolve gentler topography and more Dunne overland flow (Section 6.6).1132

However, this does not indicate that these results represent conclusive evidence against1133

Freeze’s hypothesis. Although we explored the role of coevolving topography (“geomor-1134

phic landforms”), we selected climate and subsurface properties as parameters. The po-1135

tential coevolution of these parameters is not accounted for. The transmissivity is a no-1136

table example of this. Li et al. (2014) broadened the exploration begun by Freeze (1980)1137

and found evidence that indicates coevolution between subsurface properties and climate1138

is important. They conducted a comprehensive study of the prevalence of Hortonian over-1139

land flow, Dunne overland flow, and subsurface stormflow using a suite of synthetic wa-1140

tersheds where climate, subsurface parameters, and topographic relief were varied inde-1141

pendently. Runoff behavior varied widely with model parameters, and many runs did1142

not conform to the Dunne diagram (e.g., arid climate with predominantly Dunne over-1143

land flow). Considering only model runs where the partitioning between ET and discharge1144

was close to the empirical Budyko curve provided a behavioral constraint on the water1145

balance that eliminated many, but not all, of the model runs that did not conform to the1146

Dunne diagram. Although the tendency of watersheds to fall close to the Budyko curve1147

is not fully understood, it has been associated with coevolution between soil, vegetation,1148

and climate (Troch et al., 2013).1149

Our study indicates that hydrogeomorphic constraints could complement the Budyko1150

water balance constraint. When Li et al. (2014) varied topography in their synthetic wa-1151

tersheds, they stretched the vertical dimension of a digital elevation model, effectively1152

decoupling catchment morphology from other attributes, as they intended. Although the1153

Budyko constraint eliminated some of the unrealistic runoff behavior by invoking the co-1154

evolution of climate, subsurface properties, and vegetation, Li et al. (2014) did not have1155

an equivalent way to remove unrealistic behavior due to the relationship between climate,1156

subsurface properties, and topography. Perhaps something like Equation (24) that re-1157

lates transmissivity and climate to source area size and convergence, or the relationship1158

between relief and quickflow fraction in Figure 11 could be used to provide a hydroge-1159

omorphic behavioral constraint, and eliminate even more model runs that deviated from1160

the Dunne diagram in Li et al. (2014). Such a constraint would need to be grounded in1161

field evidence, but could use relationships derived from our simulations as plausible hy-1162

potheses. Although this is interesting in a theoretical sense, it could also be useful for1163
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constraining parameters in large-scale predictive models, where the appropriate values1164

of subsurface parameters are unknown and difficult to measure.1165

7 Conclusions1166

Landscape evolution models are powerful tools for understanding the surface pro-1167

cesses, acting as testing grounds for theories about how tectonics, climate, and lithol-1168

ogy affect geomorphic features we observe today. Hydrology is often the glue that links1169

these forcings and features together, as water is a powerful and ubiquitous agent for trans-1170

porting solid and dissolved material from headwaters to depocenters. Here we have shown1171

that LEMs have the potential to provide insights into the emergence of hydrological pro-1172

cesses as well, provided the mechanisms underlying those processes are resolved in suf-1173

ficient detail.1174

We have shown just one potential avenue for using an LEM to answer hydrolog-1175

ical questions, in which runoff from shallow groundwater and precipitation on saturated1176

areas provides the shear stress for detachment-limited erosion. Within this scope, we have1177

revealed complex interactions between topography, aquifer properties, and hydrologic1178

function, including water balance partitioning, patterns of recharge and saturated ar-1179

eas, and the emergence of variable source area runoff generation. Most importantly, we1180

found that:1181

1. Drainage dissection increases not only with decreasing drainage capacity, as shown1182

by (Litwin et al., 2021), but also with hydroclimatic properties including the sub-1183

surface storage capacity relative to storm depth and the aridity index.1184

2. When aquifers are thick relative to relief, it is possible to generate topographic fea-1185

tures that are uncharacteristic of the streampower-diffusion LEM, including wide1186

valley bottoms and nondendritic drainage networks.1187

3. In emergent landscapes, the relationship between saturated area and baseflow has1188

a distinct bend: saturated area increases gradually with baseflow until the chan-1189

nel network is saturated, at which point saturated area increases rapidly across1190

unchannelized areas with baseflow.1191

4. During evolution from a flat initial condition toward dynamic equilibrium, hydraulic1192

gradients increase, which reduces the saturated area and flashiness of discharge.1193

5. At dynamic equilibrium, the size of the diffusion-dominated uplands that satu-1194

rate very infrequently and supply recharge balances with the size of the lowlands1195

that remain saturated and experience persistent water erosion.1196

6. The relationships between hydrology and geomorphology on the humid side of the1197

Dunne Diagram, in which landscapes with deep soil and steep topography are as-1198

sociated with subsurface stormflow, and gentle topography and poorly drained soils1199

are associated with saturation excess overland flow, can emerge as a result of co-1200

evolution.1201

This study lays the foundations for future work in which LEMs can be used to ask1202

hydrological questions, and dynamic hydrological processes are given more consideration1203

in spatially resolved landscape evolution models.1204

8 Notation1205

Variable definitions are below, with dimensions length L, time T, and mass M. Prime1206

always indicates the dimensionless equivalent, where dimensionless equivalents are de-1207

fined in the text.1208
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variable name dimension

x, y horizontal coordinates [L]
t time [T]

z(x, y, t) topographic elevation [L]
d(x, y) depth below surface [L]
h(x, y, t) aquifer thickness [L]
Sd(d, t) unsaturated storage below depth d [L]
A(x, y, t) area upslope [L2]
a(x, y, t) area upslope per unit contour width [L]
θ(x, y, t) aquifer base slope angle [rad]

hg characteristic geomorphic height scale [L]
ℓg characteristic geomorphic length scale [L]
tg characteristic geomorphic time scale [T]
ha characteristic aquifer thickness [L]
td characteristic time to drain aquifer storage [T]
l domain side length [L]

α characteristic gradient [-]
β aquifer relief scale [-]
γ drainage capacity [-]
δ timescale factor [-]
λ domain scale factor [-]
σ water storage index [-]
ρ precipitation steadiness index [-]
Ai aridity index [-]
ϕ moisture content index [-]

Ef fluvial incision rate [L/T]
Eh hillslope diffusion rate [L/T]
E0 streampower threshold [L/T]
Sc critical slope [-]
U uplift rate [L/T]
K streampower incision coefficient [1/T]
v0 characteristic contour width [L]
b permeable thickness [L]
qh hillslope sediment transport rate [L2/T]

D hillslope diffusivity [L2/T]
ksf timestep scaling factor [-]

Rd(d, t) recharge for water table at depth d [L]
r(x, y, t) recharge rate [L/T]
q(x, y, t) groundwater specific-discharge [L2/T]
qs(x, y, t) local surface runoff [L/T]
Q(x, y, t) discharge [L3/T]
Q∗(x, y, t) dimensionless discharge [-]

p average precipitation rate [L/T]
pet interstorm potential evapotranspiration rate [L/T]
ds storm depth [L]
tr storm duration [T]
tb interstorm duration [T]
i precipitation intensity [L/T]
ks hydraulic conductivity [L/T]
ne drainable porosity [-]
na plant-available water content [-]
G step function
R ramp function

1209
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cont.1210

variable name dimension

⟨PET ⟩ long-term average potential evapotranspiration rate [L3/T]

⟨AET ⟩ long-term average actual evapotranspiration rate [L3/T]

⟨P ⟩ long-term average precipitation rate [L3/T]

⟨R⟩ long-term average recharge rate [L3/T]

⟨Qb⟩ long-term average baseflow discharge [L3/T]

⟨Qf ⟩ long-term average quickflow discharge [L3/T]

Qb(t) baseflow discharge for model domain [L3/T]
Q∗

b(t) dimensionless baseflow discharge for model domain [-]
S(t) model domain saturated storage [L3]
S∗(t) dimensionless model domain saturated storage [−]

Atot model domain area [L2]

Asat(t) area saturated [L2]
A∗

sat(t) dimensionless area saturated [-]

1211

Appendices1212

A Nondimensionalization of landscape evolution with nonlinear dif-1213

fusion1214

Litwin et al. (2021) nondimensionalized the landscape evolution equation using the
concept of symmetry groups. Here we modify that nondimensionalization to include non-
linear hillslope diffusion (Equation (4)) rather than linear diffusion. We begin by replac-
ing the dimensioned model parameters with equivalent combinations of the character-
istic scales:

∂z

∂t
= −

√
v0
tg

⟨Q∗⟩
√
a|∇z|+

ℓ2g
tg
∇ ·
(
∇z
(
1 + (|∇z|/Sc)

2
))

+
hg

tg
(A1)

−∇ ·
(
a
∇z

|∇z|

)
= 1 (A2)

The hydrological equations are:

∂h

∂t
=
ha

td

(
r

p
− ∇ · q

p
− qs

p

)
(A3)

q

p
=− h cos2(arctan |∇z|)

ℓ2g
hgha

(
∇h+∇z

)
(A4)

qs
p

=G
(
h

b

)
R
(
r

p
− ∇ · q

p

)
(A5)

Q∗ =
1

Ap

∫
A

qsdAc (A6)

We now seek to identify sets of parameters that can be scaled by a constant factor ‘c’
while leaving the equations unchanged. See Litwin et al. (2021) for a detailed explana-
tion of this approach. We find that the same two groups of parameters used previously
for the DupuitLEM model can again be used:

{t → ct, tg → ctg, td → ctd}
{x → cx, y → cy, a → ca,A → c2A, lg → clg,

q → cq, z → cz, h → ch, hg → chg, ha → cha, b → cb}
(A7)
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B Nondimensionalization of Schenk Vadose Model1215

For simplicity of notation, we begin by rewriting governing equation of Schenk (2008)
(equation (11)) with the following simplifications: S(d, t) → Sd, S(d, t+∆t)−S(d, t) →
∆Sd, i(t)∆t → I, and e(t)∆t → PET .

∆Sd = min (dna − Sd, I)−min (Sd, PET ) (A8)

Now we introduce the dimensionless variables:

d = d′b (A9)
Sd = S′

dp(⟨tr⟩+ ⟨tr⟩) (A10)
∆Sd = ∆S′

dp(⟨tr⟩+ ⟨tr⟩) (A11)
I = I ′p(⟨tr⟩+ ⟨tr⟩) (A12)

PET = PET ′pet⟨tr⟩ (A13)

where the prime indicates a dimensionless equivalent quantity. Substitution yields the
following:

∆S′
d = min

(
d′bna

p(⟨tr⟩+ ⟨tr⟩)
− S′

d, I
′
)
−min

(
S′
d, PET ′ pet⟨tr⟩

p(⟨tr⟩+ ⟨tr⟩)

)
. (A14)

We rewrite this as:

∆S′
d = min (d′σϕ− S′

d, I
′)−min (S′

d, PET ′Ai) (A15)

where:

σ =
bne

p (⟨tr⟩+ ⟨tb⟩)
Water storage index (A16)

Ai =
pet⟨tb⟩

p (⟨tr⟩+ ⟨tb⟩)
Aridity index (A17)

ϕ =na/ne Moisture content index (A18)

In order to uniquely determine the mean storm duration and interstorm duration
(Equations (8) and (9)), we introduce one final parameter:

ρ =
⟨tr⟩

⟨tr⟩+ ⟨tb⟩
Precipitation steadiness index (A19)

Likewise, the simplified expression for storm recharge R (equation (12)) is:

Rd = I −min (dna − Sd, I) (A20)

and the equivalent dimensionless form is:

R′
d = I ′ −min

(
d′bna

p(⟨tr⟩+ ⟨tr⟩)
− S′

d, I
′
)

(A21)

where Rd = R′
dp(⟨tr⟩ + ⟨tr⟩). When the dimensionless parameter definitions are sub-

stituted, this becomes:

R′
d = I ′ −min (d′σϕ− S′

d, I
′) . (A22)

9 Open Research1216

No original data are presented in this paper. The Python package DupuitLEM v1.11217

(Litwin et al., 2023a) contains the models and scripts used to generate and post-process1218
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the model output. All model output are archived on Zenodo (Litwin et al., 2023b). Land-1219

lab v2.0 (Barnhart et al., 2020) is a core dependency of DupuitLEM. The complete list1220

of input parameter values can be found in Table S1 of Supporting Information S1, and1221

in the model output archive.1222
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Figure 1. (A) Hillshades of modeled topography with varying aridity index Ai and water stor-
age index σ, showing strong declines in dissection with increasing aridity, and a weaker positive
relationship between dissection and σ. Here γ = 4.0, β = 0.5, ρ = 0.03, ϕ = 1.5, α = 0.15,
Sc = 0.5, λ = 250, and δ = 2.0e − 5. The simulation numbers are in the upper left hand corner.
Lower subplots (B–E) are lateral transects through topography along the red dashed lines for
model runs corresponding to the small numbers on subplots in (A). Gray areas are impermeable
bedrock, and brown areas are regolith, which is shown behind the mean aquifer thickness in light
blue. Note differences in the vertical scale in B–E.
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Figure 2. Water balance partitioning showing (A) Budyko-type plot, (B) the quickflow frac-
tion of precipitation ⟨Qf ⟩/⟨P ⟩, and the baseflow fraction of storage, ⟨Qb⟩/(⟨Qb⟩ + ⟨AET ⟩) for
the same simulations as in Figure 1. Storage is the amount of precipitation that does not become
quickflow. (D–F) show the same partitioning as (A–C) above but for the model set with reduced
aquifer relief scale β = 0.05 (γ = 4.0, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5, λ = 250, and
δ =2e − 4). (G–I) show the same partitioning when the drainage capacity γ is varied while hold-
ing the aridity index constant at Ai = 0.5 (β = 0.5, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5,
λ = 250, and δ =2e − 5). The dashed line in A–G shows the maximum ET fraction based on the
energy or water limited condition. Subplot G is slightly different than (A) and (D) because all
model runs have the same aridity, so the maximum value of ⟨PET ⟩/⟨P ⟩ is a constant value.
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Figure 3. Average storm recharge rate ⟨r⟩ relative to the mean precipitation rate p for the
same model runs that appear in Figure 1. Black areas indicate the absence of recharge. Hidden
model runs (26, 27, 33, 34) did not produce any recharge. Results show expected decrease in
recharge relative to precipitation with increasing aridity, although this effect is dampened when
σ is small. The inset plot highlights that recharge is greatest in valley bottoms and convergent
areas, revealing sensitivity to water table depth.
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Figure 4. Classification of surface saturation for the same model set presented in Figure 1.
Surface saturation is determined on the basis of time-variable water table proximity to the sur-
face. Locations are classified as dry if they experience surface saturation at < 5% of the ends of
storms and interstorms, and are classified as wet if they are saturated at the end of > 95% of
storms and interstorms. Variably saturated areas are everywhere that does not meet either of
these criteria. The results show the extent of variably saturated areas is greatest when σ is small.
Non-permanent streams emerge in some cases as aridity increases, including cases like simulation
5, in which there are discontinuous zones of that are always wet.
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Figure 5. Classification of surface saturation for the model runs that appear in Supplemental
Figure S5 and Figure 2(D–F), with β = 0.05. The classes are the same as in Figure 4. In contrast
to the higher β case, here we see variably saturated areas from valleys to ridges in much of this
parameter space. In the transition zone between widespread variable saturation and the zone
without any channels, we see unusual channel forms, including nondendritic drainages (10, 16, 22,
23, 28), and extensive valley bottom wetland zones (11, 17, 23, 24, 28).
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Figure 6. Dimensionless discharge Q∗ and baseflow Q∗
b versus dimensionless saturated area

A∗
sat for the same model runs that appear in Figure 1. A∗

sat is calculated using the same satu-
ration criteria as all other figures, and has a maximum value of 1 when all cells are saturated.
Each point depicts a model timestep, recorded at intervals corresponding to 1% of maximum
timestep for groundwater model stability. Dimensionless discharge Q∗ is depicted in gray. Di-
mensionless baseflow Q∗

b is colored by the dimensionless storage S∗, which varies from 1 when
aquifer thickness is 0 everywhere to 1 when aquifer thickness is equal to permeable thickness ev-
erywhere. All quantities are totals of the model domain, and normalized by total area. We have
left off subscripts for simplicity of notation. Dashed lines indicate the baseflow discharge equal to
exfiltration at the mean recharge rate from the given saturated area. Data are absent for runs 19,
20, 26, 27, 33, and 34 because surface runoff was not produced.
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Figure 7. Detailed view of the dimensionless baseflow versus saturated area plot presented
in Figure 6-4. Subplots (B–E) show the spatial distribution of saturation (in blue) at model
timesteps corresponding to the locations (B–E) in panel (A). (B) shows saturation in second
order channels. (C) sits right at the inflection point of the saturation-baseflow relationship, and
corresponds to saturation just beginning to extend beyond the 1st order channel network. (D)
shows more extensive saturation in unchanneled concave areas, while (E) shows widespread satu-
ration on concave and planar slopes.
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Figure 8. Conceptual figure illustrating how hillslope morphology and hydrology interact in
DupuitLEM. This concept helps explain why varying the model parameters results in variations
in drainage density and variable source area extent.
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Figure 9. Comparison between results with increasing modelled age, as defined in the text
above. (A–D) Hillshades of topography from a model run when mean elevation is 10, 30, 60, and
90% of the final value respectively (mean elevation is shown in (M)), showing decrease in dissec-
tion and steepening of slopes. (E–H) corresponding saturation classes showing transition from
extensive wet drainage network and intermittently saturated zones to sparser drainage network
with variably saturated channel adjacent zones. (I–L) corresponding dimensionless saturation
baseflow plots, showing decrease in mean baseflow and mean saturated area, especially associated
with decrease in frequency of the highest flows and highest saturated areas, and decreases in the
lowest flows and saturated areas. (N) Recently glaciated Grandma Lake Wetlands in northern
Wisconsin, USA, showing low relief and widespread saturation. CC-BY-SA Aarongunnar via
WikiMedia Commons. (O) Unglaciated site in the Driftless Area of Wisconsin at Wildcat Moun-
tain State Park showing forest cover and greater relief. CC-BY-SA Dandog77 via WikiMedia
Commons
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Figure 10. The relationship between saturated area and baseflow discharge for a several well-
studied sites, reproduced from Latron and Gallart (2007), along with several of our model runs,
0, 4, 16, and 28, from Figure 6, which have been re-dimensionalized for the sake of obtaining
baseflow discharge in the appropriate units. Parameters that vary are listed in the inset table.
Our results are clipped to the extent originally presented in Latron and Gallart (2007).
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Figure 11. (A) The Dunne Diagram, reproduced from Li et al. (2014), highlighting the humid
environments (red dashed box). (B) The relationship between the quickflow fraction and the
mean relief, normalized by the characteristic height scale hg for three sets of parameters, varying
σ, γ, and β. All model runs are for humid climates (Ai = 0.5). Other parameters are the same
as those used previously (ρ = 0.03, ϕ = 1.5, α = 0.15, λ = 250, Sc = 0.5, δ varies from 1e − 4

to 4e − 6 with β). Colors indicate the fraction of the landscape classified as variably saturated
under the definition used in previous sections. (C) The same plot as (B), but colored to show the
particular combination of the three parameters varied. Dot size scales with σ, color lightness with
γ, and base color with β.
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Figure 12. (A) variation in dimensionless relief Z/hg versus the variably saturated area
(VSA) as a fraction of the total area based on the definition introduced in Section 5.3 using the
same model runs shown in Figure 11, showing substantially more scatter than Figure 11A. (B)
The hillslope number Z/⟨h⟩ plotted against the proportion variably saturated, showing parallel
but distinct relationships for each value of β. (C) Normalizing the vertical axis in (B) by β col-
lapses all the relationships, and shows that the β-normalized hillslope number is maximized when
the fraction of the watershed that is variably saturated is small, and minimized when the variably
saturated fraction is large.
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Figure S1. (Caption next page.)
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Figure S1. Change in mean elevation with time for model runs in Figures 1, S5, and S6 in

subplots A, B, and C respectively. (A) and (B) show that cases with the highest aridity and σ

still have increasing mean elevation at the end of the simulation, while low aridity cases no longer

have increasing relief at this point. (B) shows that when β is small, abrupt changes in mean

elevation are still possible even well into simulations. This reflects the ongoing reorganization

that these simulations undergo. (C) shows that humid cases with large β and a range of σ and

γ reach dynamic equilibrium over the course of the simulations we conduct.
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Figure S2. Sample calculations of vadose state and recharge using the Schenk model. The

profile is divided into discrete bins that have storage capacity ∆zna. Here we show three timesteps

representing a storm-interstorm pair where neither water storage nor evapotranspiration are

limited by available storage in the profile.
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Figure S3. Sample of timeseries and baseflow separation. Baseflow during storm events

changes linearly from pre-event to post-event discharge. Area highlighted in green is expanded

in the right panel.
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Figure S4. Subplots for the model runs in Figure 1, each showing the proportion of the domain

assigned to each class (dry, variably saturated, and wet), as the threshold is varied. For example,

at a threshold of 0.01, dry places are those that are saturated at the end of < 1% of storms and

interstorms, while wet areas are those that are saturated at the end of > 99% of storms and

interstorms. Dotted line shows the threshold used for the figures in the main text. Sensitivity

to threshold is low for permanently saturated areas. Sensitivity of the variably saturated zone is

highest for low values of σ.
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Figure S5. Hillshades (A) of modeled topography with varying aridity Ai and water storage

index σ, for β = 0.05, an order of magnitude lower than those in Figure 1 in the main text). All

models have been run for 2000 tg timesteps. Here γ = 4.0, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5,

λ = 250, and δ =2e− 4. Lower subplots (B–E) are lateral transects through topography for the

corresponding numbered model runs located at the red dashed lines. Gray areas are impermeable

bedrock, brown areas are regolith, which is shown behind the mean aquifer thickness in light blue.

Note differences in the vertical scale in the cross section subplots.
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Figure S6. Hillshades of modeled topography with varying drainage capacity index γ and water

storage index σ, showing decreased dissection with increasing drainage capacity. All models have

been run for 2000 tg timesteps. Here Ai = 0.5, β = 0.5, ρ = 0.03, ϕ = 1.5, α = 0.15, Sc = 0.5,

λ = 250, and δ =2e− 5. Lower subplots (B–E) are lateral transects through topography for the

corresponding numbered model runs located at the red dashed lines. Gray areas are impermeable

bedrock, and brown areas are regolith, which is shown behind the mean aquifer thickness in light

blue. Note differences in the vertical scale in the cross section subplots.
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Figure S7. Average storm recharge rate ⟨r⟩ relative to the mean precipitation rate p for

the same model runs that appear in Figure S5. Black areas indicate the absence of recharge.

Hidden model runs (26, 27, 33, 34) did not produce any recharge. Results show expected decrease

in recharge relative to precipitation with increasing aridity, and the complex quasi-nondentritic

drainage patterns that emerge for certain combinations of Ai and σ. The inset plot highlights

that recharge expands beyond one-pixel wide channels to include a wider valley bottom.
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Figure S8. Average storm recharge rate ⟨r⟩ relative to the mean precipitation rate p for

the same model runs that appear in Figure S6, varying drainage capacity index γ and water

storage index σ. Results show that at constant aridity, the hillslope recharge rate is more or less

invariant, but the σ and γ play important roles in controlling where recharge occurs. Recharge

rates in valley bottoms decline with increasing σ.

February 10, 2023, 5:23pm



X - 12 LITWIN ET AL.: CATCHMENT COEVOLUTION

20 21 22 23 24

15 16 17 18 19

10 11 12 13 14

5 6 7 8 9

0 1 2 3 4
dry

variable

wet

8.0

16.0

32.0

64.0

128.0

Low transmissivity
Smaller hydraulic
gradients

High transmissivity
Larger hydraulic

gradients

Sm
al
lp
er
m
ea
bl
e
th
ick
ne
ss

La
rg
e
st
or
m
s

La
rg
e
pe
rm
ea
bl
e
th
ick
ne
ss

Sm
al
ls
to
rm
s

1.0 2.0 4.0 8.0 16.0

Figure S9. Classification of surface saturation for the same model runs that appear in

Figure S6. Surface saturation is determined on the basis of water table proximity to the surface.

Locations are classified as dry if they experience surface saturation at < 5% of the ends of storms

and interstorms, and are classified as wet if they are saturated at the end of > 95% of storms and

interstorms. Variably saturated areas are everywhere that does not meet either of these criteria.

The results show the extent of variably saturated areas when σ and γ are small, and near-fixed

saturated areas when σ and γ are large.
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Figure S10. Dimensionless discharge Q∗ versus dimensionless saturated area A∗
sat for the same

model runs that appear in Figure S5 (varying σ and Ai, with low β). Dashed lines are provided

for visual comparison with the modeled relationships. Results show less variability in baseflow

than the high β equivalents. In cases where aridity is less than 1, the dimensionless storage

remains high regardless of saturated area.
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Figure S11. Dimensionless discharge Q∗ versus dimensionless saturated area A∗
sat for the

same model runs that appear in Figure S6. Increasing the drainage capacity γ is associated with

declining saturated areas, and generally increasing (log) range in saturated area and discharge,

and sharpening of the transition between the middle and upper ‘limbs’ of the sigmoid form. See

for example the difference between (1) and (4), or between (11) and (14).

February 10, 2023, 5:23pm



LITWIN ET AL.: CATCHMENT COEVOLUTION X - 15

10−1 100 101

Q∗b

10−1

100

A
∗ sa
t

10−3

10−2

10−1

100

S
∗

0 100 200

x/`g

0

100

200

y
/
` g

A∗sat = 10% A∗sat = 11% A∗sat = 15% A∗sat = 40%

B C D E

A

B
C

D

E

Figure S12. Detailed view of the dimensionless baseflow saturated area presented in Figure

6 simulation 14. Subplots (B–E) show the spatial distribution of saturation (in blue) at model

timesteps corresponding to the locations (B–E) in panel (A). (B) shows saturation in first order

channels. (C) sits just below the point where saturated area begins to increase rapidly with

baseflow, and shows some saturation adjacent to channels and in channel heads. (D) shows more

extensive saturation in unchanneled concave areas, while (E) shows widespread saturation on

concave and planar slopes.
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