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Abstract

With an increasing number of continental-scale hydrologic models, the ability to evaluate performance is key to understanding

uncertainty in prediction and making improvements to the model(s). In 2016, the NOAA National Water Model (NWM) was

put into operations to improve the spatial and temporal resolution of hydrologic prediction in the U.S. Here, we evaluate the

NWM 2.0 historical streamflow record in natural and controlled basins using the Nash Sutcliffe Efficiency metric decomposed

into relative error, conditional, and unconditional bias. Each of these is evaluated in the contexts of categorized meteorologic,

landscape, and anthropogenic characteristics to assess model performance and diagnose error types. Broadly speaking greater

rainfall and snow coverage leads to improved performance while larger potential evapotranspiration (PET), aridity, and phase

correlation reduce performance. More rainfall and phase correlation reduce overall bias, while increasing PET, aridity, snow

coverage/fraction increase model bias. With respect to landscape traits, more barren and agricultural land yeild improved

performance while more forest, shrubland, grassland and imperviousness tend to decrease performance. Lastly, more barren

and herbaceous land tend to decrease bias, while greater imperviousness, urban, forest, and shrubland cover increase bias. The

insights gained can help identify key hydrological factors in NWM predictions; enforce the need for regionalized physics and

modeling; and help develop hybid post-processing methods to improve prediction. Finally, we demonstrate how the NOAA Next

Generation Water Resource Modeling Framework can help reduce the structural bias through the application of heterogenous

model processes and highlight opportunities for ongoing development and evaluation.
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● Aridity, phase correlation, forest and grass cover are key characteristics suggesting 17 
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indicates opportunity for successful post-processing  20 
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Abstract 21 

With an increasing number of continental-scale hydrologic models, the ability to evaluate 22 
performance is key to understanding uncertainty in prediction and making improvements to the 23 
model(s). In 2016, the NOAA National Water Model (NWM) was put into operations to improve 24 
the spatial and temporal resolution of hydrologic prediction in the U.S. Here, we evaluate the 25 
NWM 2.0 historical streamflow record in natural and controlled basins using the Nash Sutcliffe 26 
Efficiency metric decomposed into relative error, conditional, and unconditional bias. Each of 27 
these is evaluated in the contexts of categorized meteorologic, landscape, and anthropogenic 28 
characteristics to assess model performance and diagnose error types. Broadly speaking greater 29 
rainfall and snow coverage leads to improved performance while larger potential 30 
evapotranspiration (PET), aridity, and phase correlation reduce performance. More rainfall and 31 
phase correlation reduce overall bias, while increasing PET, aridity, snow coverage/fraction 32 
increase model bias. With respect to landscape traits, more barren and agricultural land yeild 33 
improved performance while more forest, shrubland, grassland and imperviousness tend to 34 
decrease performance. Lastly, more barren and herbaceous land tend to decrease bias, while 35 
greater imperviousness, urban, forest, and shrubland cover increase bias. The insights gained can 36 
help identify key hydrological factors in NWM predictions; enforce the need for regionalized 37 
physics and modeling; and help develop hybid post-processing methods to improve prediction. 38 
Finally, we demonstrate how the NOAA Next Generation Water Resource Modeling Framework 39 
can help reduce the structural bias through the application of heterogenous model processes and 40 
highlight opportunities for ongoing development and evaluation. 41 

 42 

Plain Language Summary 43 

Water related issues are posing greater challenges to society both in terms of responding to extreme events and 44 
planning for the future. One approach to better understanding water supply and extreme events is through hydrologic 45 
models. NOAA has implemented a National Water Model (NWM), intended to forecast the real-time conditions of 46 
U.S. waterways and the hydrologic fluxes on the landscape. Here, we evaluate the performance of the NWM version 47 
2.0 streamflow outputs by comparing a 26-year historic simulation to observed. We diagnose where the model is 48 
performing well (and poorly) in the contexts of landscape, weather conditions, and human influence. The insights 49 
gained can help identify key factors driving NWM skill and enforce that different physics are needed in different 50 
places. Lastly, we show how understanding why the NWM is performing the way it does can help us diagnostically 51 
select different physics options or our modeling approach within the NOAA Next Generation Water Resource 52 
Modeling Framework and to reduce error in the existing model output. Overall, this research provides a method for 53 
diagnosing performance in continental-scale, high-resolution, processed-based hydrologic models and demonstrates 54 
how that information can be used to guide use of the outputs and improve the model itself. 55 

1 Introduction 56 

In 2012, the National Academies challenged climate modelers to address an expanding range of scientific 57 
problems through more accurate projections of environmental conditions (Bretherton et al., 2012). The hydrologic 58 
community has faced a similar challenge with calls for higher resolution forecasts and projections across 59 
increasingly large domains (Archfield et al., 2015; Bierkens, 2015; Wood et al., 2011). These forecasts are not only 60 
critical for enhanced flood prediction and emergency response (Johnson et al., 2018, 2019, 2022; Maidment, 2016; 61 
Salas et al., 2017) but for seasonal supply forecasts that support agriculture, reservoir operations, and commerce in 62 
the face of global change (Hirabayashi et al., 2013; Mazrooei et al., 2015; Van Loon et al., 2016; Wens et al., 2019). 63 
  Traditionally, the hydrologic modeling community has used catchment and land surface models to 64 
represent the energy and water components of the earth system (Archfield et al., 2015). For example, offical 65 
streamflow forecasts in the US are issued by the 13 river forecasting centers (RFC) across ~3,600 sub-catchments 66 
(Adams III, 2016; Burnash, 1995; Salas et al., 2017). To increase spatial coverage, many modeling systems use grid-67 
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based Land Surface Models (LSM) to simulate hydrologic and energy fluxes. The ability for LSMs to provide 68 
discretized water balance states has long been recognized (Maurer et al., 2001; Nijssen et al., 2001) and many 69 
studies have produced reanalysis products and/or evaluated the long-term state of water fluxes in these outputs (Liu 70 
et al., 2012; Livneh et al., 2013; Maurer et al., 2002; Pekel et al., 2016).  71 

While many land surface models can be used for continental-scale hydrologic modeling, they were 72 
historically built to provide land surface boundary conditions in coupled models. In that role, LSMs have a stronger 73 
focus on closing the energy balance than most catchment models. Additionally, large-scale LSMs have two primary 74 
limitations for producing accurate hydrologic predictions. The first is that computing fluxes at a grid scale limits the 75 
ability to produce river flow in channels without a seperate routing models (Li et al., 2016). The second is that when 76 
the same equations and parameters (Johnson & Clarke, 2021) are applied across the entire domain, location specific 77 
performance tends to degrade. For example Cai et al. compared four LSMs across the continental United States 78 
(CONUS) using the North American Land Data Assimilation System (NLDAS) test bed (Cai et al., 2015) and in 79 
each model, the relative bias in the continental evaluations was larger than those in regional studies (Abdulla et al., 80 
1996; Cai et al., 2014; Christensen et al., 2004).  81 
In 2016, NOAA undertook the role of providing reach-level forecasts for the entire US to enhance the authoritative 82 
forecasts provided by the RFCs through the National Water Model (NWM). To meet these requirements, the NWM 83 
had to be a LSM with a high-fidelity routing component. The WRF-hydro community modeling framework was 84 
chosen to implement a 1km2 version of the Noah-MP LSM (Niu et al., 2011; Z.-L. Yang et al., 2011) with the WRF-85 
Hydro routing model (D. J. Gochis et al., 2013; J. Gochis & Chen, 2003) to provide hourly streamflow forecasts at 86 
~2.7 million locations across the continental US. One of the biggest hurdles with the current NWM is the ambiguity 87 
in model reliability and a lack of published knowledge about model performance. This is a primary gap we hope this 88 
research can fill. 89 

Today the NWM is in its fourth version (v2.2), and through its evolution, and with each release, a multi-90 
decade historic simulation has also been produced (NOAA National Water Model Reanalysis Model Data on AWS, 91 
n.d.). The performance of the operational, or experimental model has seen regional evaluations. For example, Salas 92 
et al. evaluated an uncalibrated version of WRF-Hydro for the summer of 2015 at 5,700 gauges, providing a 93 
benchmark for the evolving hydrology program within the National Weather Service (Salas et al., 2017). Lin et al. 94 
evaluated streamflow prediction in Texas, finding that dry regions are strongly affected by a positive bias (Lin et al., 95 
2018) and  Rojas et al evaluated NWM v1.0 in Iowa finding performance was linked to the size of the contributing 96 
basins with the best performance occurring in basins larger than 10,000 km2 (Rojas et al., 2020).  97 

Some applications have also focused on using the the historic data to study issues such as seasonal low 98 
flow in the Colorado River basin (Hansen et al., 2019), the one-way surface-groundwater flux in the Northern High 99 
Plains Aquifer during extreme flow events (Jachens et al., 2020), operational flood map generation (Johnson et al., 100 
2019); cross section representation (Brackins et al., 2021); and reservoir inflow performance (Viterbo et al., 2020). 101 
In the latter, the authors specifically found that NWM inflows in snow-driven basins outperformed those in rain-102 
driven and that basin area, upstream management, and calibrated basin area influenced the ability to reproduce daily 103 
reservoir inflows. Together, these studies highlight the utility of the NWM for operations and scientific research, as 104 
well as some regional drivers that impact performance.  105 

Looking forward, the NOAA Office of Water Prediction has recognized the limitations of a large scale 106 
LSM and that improvements from calibration alone are beginning to plateau (Office of Water Prediction, 2022). 107 
This limitation sparked the NOAA Next Generation Water Resource Modeling Framework (NextGen) as a means 108 
for heterogenous model formulations to be run in a single application. NextGen is unified by the conceptual notion 109 
of a “hydro-nexus” based on the Open Geospatial Consortium (OGC) WaterML version 2.0 HY_Features 110 
international standard for representing surface hydrologic features (D. Blodgett & Dornblut, 2018; D. L. Blodgett & 111 
Johnson, 2022) and the enforcement of this conceptual model, paired with the Basic Model Interface (Peckham et 112 
al., 2013), provides an open source, standards based framework that allows modeling approaches to be regionally 113 
tailored for specific streamflow generation processes. The questions that persist are what regional traits are currently 114 
limiting model skill, what areas of the country most critically need improvements, and what processes (determined 115 
by geophysical characteristics) are driving performance and model bias in a positive or negative direction? 116 

Here we seek to use them categorizing the performance of the NWM 2.0 across CONUS by decomposing the 117 
correlation, conditional, and unconditional bias with respect to a robust set of catchment characteristics. In doing this 118 
we seek to highlight the current state of the NWM; provide a general evaluation workflow that leverages the 119 
geospatial data fabrics that will be available for NextGen; and highlight areas and processes NextGen development 120 
can target. The discussion will outline the value of consistent catchment characteristics for this type of work and 121 
how the understanding gained in this work can be used to improve model performance both in runtime and through 122 
post-processing. 123 
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2 Data 124 

This section outlines our basin selection, the streamflow records compared, and the creation of catchment 125 
characteristics. 126 

2.1 Gauging Locations and streamflow records 127 

 128 
Gage locations were selected from the Geospatial Attributes of Gages for Evaluating Streamflow (GAGES-II) 129 
dataset (Falcone, 2011). One of the GAGES-II goals was to identify watersheds with minimally disturbed 130 
hydrologic conditions (“reference gages”) within 12 major ecoregions. The classification of reference, or natural, 131 
basins in the GAGES-II dataset goes beyond those in the USGS Hydro-Climatic Data Network (HCDN), which 132 
focused on gages that experienced natural flow regimes at some point in the past (Slack et al., 1993). The USGS 133 
sites IDs were used to collect daily streamflow data from the National Water Information System (NWIS) using the 134 
dataRetrieval R package (De Cicco et al., 2018) and only those with at least 10 years of daily observed flow between 135 
1993-01-01 and 2018-12-31; a size between 20 and 20,000 km2; and that were completely within the USA were 136 
retained. Figure S1 shows the locations of the controlled and natural basins overlayed on a map of 26 year mean 137 
Aridity Index in CONUS. 138 

The historical record for NWM v2.0 is approximately 40TB in size, 10TB of which is the channel output. 139 
Johnson et. al restructured this dataset to support broad scale evaluations and applications and is accessible through 140 
the nwmTools R package (Johnson, 2020; Johnson & Blodgett, 2020). Hourly records were summarized to daily 141 
averages to remain consistent with the NWIS readings, and, in total, 4,713 basins are available for analysis with 142 
natural basins making up ~21% of the dataset.  143 

2.2 Basin Characteristics  144 

All physical and machine learning models rely on accurate geospatial data to discretize and parameterize 145 
the models and high-quality datasets are essential for hydrological modeling and evaluation. The utility of the 146 
catchment characteristics - for a given set of areas - includes but is not limited to categorizing performance, building 147 
statistical and data-driven models (Kratzert et al., 2019); regionalizing parameters from gauged to ungauged basins 148 
(Guo et al., 2021); informing modeling efforts focusing on the dominant hydrological processes for each landscape 149 
and hydroclimate (Jehn et al., 2020); better understanding hydrological organization, scaling, and similarity (Peters-150 
Lidard et al., 2017); and providing an additional tool to guarantee that the “right answers” are being obtained for the 151 
“right reasons” (Kirchner, 2006). Here, we define a set of landscape, meterological, and anthropogenic characterics 152 
that we will use to characterize NWM performance. Table S1 identifies all catchment characteristics tested as well 153 
as their source data, range, and units 154 
 155 

2.2.1 Landscape Characteristics 156 

Noah-MP is a spatially distributed (gridded) land surface model with multiple options for land-atmosphere 157 
interaction processes (Niu et al., 2011). To determine parameter and process behavior for specific grid cells, the 158 
model relies heavily on land cover inputs. In total, forty-nine variables are assigned based off the land cover 159 
assigned to a cell using the MPTABLE (Barlage, 2017). Noted limitations of this lookup approach are that all pixels 160 
with the same vegetation have the same parameters, across space and time  (except for two cases of SAI and LAI)  161 
(Barlage, 2017). To explore the impacts of land cover on model performance, the percentage of each Anderson level 162 
1 land cover class (9 in total) from the 2019 National Land Cover Dataset (NLCD) was determined (Anderson, 163 
1976; Homer et al., n.d.; L. Yang et al., 2018) (Anderson, 1979; Homer, 2016; Yang 2018). The total impervious 164 
surface was also determined from the 2019 NLCD Impervious data product.   165 

2.2.2 Meterological Characteristics 166 

 167 
Following Lin’s analysis of the NWM in Texas; Cai’s broad evaluation of land surface models, and Peterson’s 168 
evaluation of LSM models, we identified several energy and moisture flux variables that could influence model 169 
performance. These include monthly potential evaporation (PET; ௞௚௠మ), precipitation (PPT; ௞௚௠మ), Aridity Index (AI), 170 
energy correlation, snow water equivalent and snow coverage.  PET and PPT were obtained from the primary 171 
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forcing data of the phase 2 NLDAS for January 1993 through December 2018. For each basin the mean monthly 172 
PET and PPT was summarized over the basin areas using a method that weighted partially covered grid cells by the 173 
percentage of containment. An aridity index (AI) was calculated as the ratio of annual mean PPT to annual mean 174 
PET (௉ா்௉௉்) to help categorize basins as energy or moisture-limited where an AI < 0.3 is humid; an AI between 0.3 175 
and 1 is semi-humid; between 1-2 temperate; between 2-3 semi-arid; and greater than 3 arid. 176 

 The covariability between the monthly cycles of moisture and energy is estimated by the correlation 177 
between monthly PPT and PET (ρ(PPT,PET)) (Abdulla & Lettenmaier, 1997; Sankarasubramanian & Vogel, 2002). 178 
These values range from −1 to +1 and when covariability is greater than -0.4 or less than + 0.4 there is evidence that 179 
the precipitation and temperature cycles are out-of-phase (Petersen et al., 2012). The Spearman correlation 180 
coefficient was determined for each NLDAS cell using the mean monthly PET and PPT over the 26 years. From 181 
this, a mean covariability value was determined for each basin.  182 

Lastly, snow cover fraction (SNOWC) and Water Equivalent of Accumulated Snow Depth (WEASD; 183 
kg/m2) were taken from the NLDAS Noah Land Surface Model L4 Hourly 0.125 x 0.125-degree V002 outputs and 184 
summarized to a mean annual basin value.  185 

 186 

2.2.1 Anthropogenic Characteristics 187 

The anthropogenic influence in each basin is approximated by counting the number of 2019 United States Army 188 
Corp of Engineers National Inventory of Dams in each basin as well as the cumulative storage (NID_STORAGE). 189 
3,970 of the 91,457 dams (4.34%) in the USA have either 0 or “NA” storage reported. In these cases, these dams did 190 
not contribute to the total storage, but were included in the total dam count. 191 
 192 

3 Methods 193 

3.1 Goodness of fit metrics 194 

To assess model performance, we focus on how well the historic simulation of the NWMv2.0 is able to capture the 195 
observed USGS streamflow record at a daily timescale scale. To do this,  196 
the Nash Sutcliffe Efficiency was calculated for each location across the shared timeseries (equation 1; Nash & 197 
Sutcliffe, 1970).  198 
 199 

NSE = 1 -  ∑೅೟ స భ (ொ೘೟  ି ொ೚೟)మ ∑೅೟ స భ (ொ೚೟ ି ௠௘௔௡ொ೚೟)మ   200 
( 1 ) 201 

where Qo is the observed and Qm is the modeled streamflow, both at time (t).  202 
 203 

An NSE of 1.0 represents perfect agreement between the modeled and observed values and an NSE of 0.0 204 
occurs when the modeled error variance is equal to the observed variance from the mean. NSE can become negative 205 
when the error variance in the modeled record is greater than in the observed record, suggesting the observed mean 206 
is a better predictor than the model.  207 

Subjective NSE thresholds have been suggested by several authors (Criss & Winston, 2008; D. N. Moriasi 208 
et al., 2007; McCuen et al., 2006; Ritter & Muñoz-Carpena, 2013) and we adopt those used for categorizing 209 
performance on monthly time steps (as there are none for daily steps) stating a NSE greater than 0.75 is “very 210 
good”, a NSE between 0.65 and 0.75 is “good”; an NSE between 0.5 and 0.65 is “satisfactory” and those less than 211 
0.5 are “unsatisfactory” (Moriasi et al., 2007). Perhaps these are too strict for the daily evaluation being performed 212 
here but they provide a general qualitative categorization. With more than 4,000 sites being evaluated, the lower 213 
NSE limit of -∞ can become problematic and in these cases, a Normalized NSE (NNSE) rescaled to the range of 214 
{0,1} can be computed (equation 2, Nossent & Bauwens, 2012). 215 

 216 
NNSE = ଵଶ ି ேௌா   217 

( 2 ) 218 
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 247 
3.2 Analysis of Variance ANOVA (Type II) 248 

 249 
We used a series of ANOVA tests to find statistically significant catchment characteristics for predicting 250 
streamflow. The principal test for ANOVA is the F statistic which is the ratio of variance caused by a treatment 251 
compared to the variance due to random chance. The ANOVA test assumes independence of observations; absence 252 
of significant outliers; data normality; and homogeneity of variances. The p-value associated with the F statistic can 253 
be used to tell if there is a statistically significant difference between the categorical groups and the probability of 254 
getting a result at least as extreme assuming there is no difference in means. 255 

In practice, a small p-value does not always translate to a practical significance and should be considered 256 
alongside the effect size which represents the magnitude of the difference between groups (Sullivan & Feinn, 2012). 257 
While a p-value can determine if an effect exists, it will not reveal the size of the effect. Thus, gaging both practical 258 
(effect size) and statistical significance (p-value) is essential. The effect size reported here is the η2 squared.  259 
 260 𝜂2 = 𝑆𝑆௘௙௙௘௖௧𝑆𝑆௧௢௧௔௟  

( 7 ) 261 

Where SSeffect is the sum of squares of an effect for one variable and SStotal is the total sum of squares in the ANOVA 262 
model.  263 
 264 
The value for η2 can range from 0 to 1 and describes the proportion of variance that can be explained by a given 265 
variable in the model after accounting for variance explained by other variables in the model.  A general baseline for 266 
interpreting η2 states that (Cohen, 2013): 267 
 268 

η2 > 0.01 indicates a small effect 269 
η2 > 0.06 indicates a medium effect 270 
η2 > 0.14 indicates a large effect 271 

 272 
For our tests, we run independent ANOVA tests for each catchment characteristic in Table S1, on each NSE 273 
component, for natural basins and controlled basins (18 characteristics, 3 NSE metrics, 2 groups = 78 tests).  274 

Since all predictor variables are continuous, and ANOVA is based on categorical groupings, we use a Jenks 275 
natural break classification to identify natural groupings within the complete set of data. Jenks natural breaks is a 276 
clustering method to determine a predefined number of groups that minimize each group’s average deviation from 277 
the group mean, while maximizing each groups mean deviation from the mean of other classes. For each 278 
characteristic, we started with 4 natural classes; however, in cases where natural groups were formed that resulted in 279 
any group having less than 10% of the overall population, we decreased the number of classes.  In some cases, there 280 
are literature driven values that we use in lieu of these clusters. For example, the classification for Aridity and the 281 
Peterson 2012 classification for Phase Correlation are used. 282 

4 Results 283 

4.1 NNSE 284 

To understand the variability in the NWM performance, the NNSE results are visualized in Figure 2.  285 
 286 
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 287 
 288 
Figure 2: (A) NNSE mapped by gage location, the midway color aligns with “Satisfactory” performance. (B) 289 
Shows the 25th, 50th, and 75th percentile NNSE for each band of longitude smoothed with a 5-degree rolling mean. 290 
The horizontal lines at NNSE = 0.66, 0.74, and 0.80 represent the categories of “Unsatisfactory”, “Satisfactory”, 291 
“Good” and “Very Good”.  (C) NNSE distributions grouped by aridity and GAGES-II classification. The vertical 292 
lines represent the same qualitative groupings as panel B. Here red curves represent arid basins (AI > 2), and blue 293 
curves represent humid basins (AI < 2). 294 
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 295 
Figure 2A maps the NWIS gauges, split by classifications, and colored by NNSE. The color ramp ranges 296 

from red to blue with a midpoint at 0.66 following the mark of “satisfactory” NNSE. On the left, the control basins 297 
show strong performance in the northeast, east, and south but weak performance west of the 100th meridian. The 298 
exception to this is along the western side of the Sierra Nevada Range and the Central Valley where the Aridity 299 
Index is lower than the west at large. In the controlled basins there is a qualitative impact of cities on NWM 300 
performance with low skill surrounding the Orlando, Charlotte, New York, Detroit, Chicago, and Nashville 301 
metropolitan areas in the otherwise well performing east. In the humid west, the California Bay Area and Portland 302 
also underperform compared to their surroundings.  303 

The natural basins show a more consistent performance east of the 100th meridian, even in the areas near 304 
large metropolitans. West of the 100th meridian, model performance begins to degrade, albeit to a lesser extent than 305 
seen in controlled basins. Other research efforts have noted the 100th meridian is a non-permanent divide splitting 306 
the continent into an “arid west” and a “humid east”, defined in terms of vegetation, hydrology, crops, and farm 307 
economy (Seager et al., 2017). Our results is also constant with the evaluation of LSM driven streamflow by Cai 308 
(2015) that showed LSMs have difficulty representing streamflow in the north central region of the country but that 309 
“most models perform well east of the 95th meridian”.  310 

Figure 2B illustrates this longitudinal impact and plots the 25th, 50th, and 75th percentile NNSE, grouped 311 
by whole-degree longitude bands and smoothed with a 5-degree rolling mean.  The horizontal bars illustrate the 312 
“unsatisfactory”, “satisfactory”, “good”, and “very good” marks for NNSE according to Moraisi (2007). In all basins 313 
there are clear systematic drops in performance between the 105W and 95W meridians. When looking at just the 314 
control basins, the 50th percentile of locations achieve “satisfactory” performance while west of the 95th meridian 315 
even the 75th percentile even drops well below this mark.  Not only does performance drop, but the variability 316 
increases as evident by the spread between the 25th and 75th percentiles. There is a slight recovery in performance 317 
starting around the 115th meridian, however variability remains large.  318 

When looking at the natural basins, the 75th percentile shows satisfactory performance, until the 100th 319 
meridian however the spread in variation is not as large as in controlled basins. West of the 105th meridian, the 320 
spread in variability increases, but to a lower level than in the controlled basins. 321 

In Figure 2C, the Empirical Cumulative Distribution Function (ECDF) of NNSE grouped by basin and 322 
aridity classification is shown. In this plot, the ideal would be a curve that stays as low as possible on the y-axis for 323 
as far as possible along the x-axis. Humid basins outperform arid basins, and natural basins outperform controlled 324 
basins and the difference between controlled and natural classification is more notable in the humid basins. More 325 
than 55% of the controlled humid basins achieve “satisfactory” or better performance with over 75% of the natural 326 
humid basins meeting this goal. In the arid regions, approximately 85% of the basins (regardless of classification) 327 
have unsatisfactory performance and in those with satisfactory or better performance, the distinction between natural 328 
and controlled is non-existent.  329 

4.2 NSE-A: Relative Performance 330 

NSE-A (r2; Relative performance) is the correlation between the observed and simulated streamflow values. The 331 
relative performance values are mapped in Figure 3A colored by their relative performance value while panel B 332 
plots the 25th, 50th, and 75th percentile relative performance, grouped by whole-degree longitude bands and 333 
smoothed with a 5-degree rolling mean. With respect to correlation, the NWM performs better in the eastern part of 334 
the CONUS and along the west coast. The variability in relative performance is greater in the west than the east, 335 
except for natural basins in the humid west coast. Across CONUS, the variation in controlled basins is greater than 336 
in natural basins, but aside from the variability in performance, the pattern of the longitudinal profiles for natural 337 
and controlled basins are largely the same. Using the catchment characteristics identified in Table S1, a series of 338 
ANOVA tests were conducted to examine the effects of each characteristic on NSE-A in natural and controlled 339 
basins. Only those tests that yielded a statistically (p < .05) and practically (η2 > .01) significant result are shown in 340 
Figure 3C.  341 

 342 

2.2.1 Meterological Characteristics 343 

 344 
The dominant catchment characteristic in relative performance is aridity (Figure 3Ca). As aridity increases, relative 345 
performance decreases across all basin types. The effects size suggests 45% of the variance in relative performance 346 
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can be explained by the aridity of a basin. In both basin types we see relative performance decreases by a factor of 2 347 
when comparing very arid to very humid basins. The second and fourth most dominant characteristics in 348 
understanding relative performance are PPT (Figure 3Cb), and PET (Figure 3Cd). Naturally these are highly 349 
correlated with aridity, however evaluating them independently shows that as basins experience more rainfall, the 350 
NWM can better predict streamflow. The contrast between dry and wet basins is slightly lower in controlled basins.  351 
 352 

Unlike PPT and aridity which show a nearly linear pattern across groupings, the middle two sections of 353 
PET hover around the mean relative performance. This suggests that only “extreme” low PET or “extreme” high 354 
PET impact performance. In all but basins with very high PET, natural basins perform better than controlled basins. 355 
The pattern for mean correlation (Figure 3Ce) is very similar to that of PET highlighting that when the phase 356 
correlation is between (-.4 and .4) there is limited impact to relative performance but when the correlation is 357 
significantly negative (< -0.4) (out of phase), the NWM improves (particularly in natural basin). Conversely, as the 358 
correlation becomes more positive (energy and moisture in phase), NWM performance degrades. With respect to 359 
overall variance in relative performance, PPT explains 31%, PET 18%, and Mean Correlation 13%. Lastly, as mean 360 
snow coverage (Figure 3Ch) increases, so does the general performance.  361 

When mean annual snow is between 0-10cm, the relative performance across all basins is near the overall 362 
mean. As snow increases, relative performance is seen to improve, a pattern that is more prominent in natural basins. 363 
In a broad sense, more PPT and snow increase model performance, while more PET, aridity, and phase correlation 364 
decrease model performance. Of course, some of these factors are correlated, for example snowy basins are 365 
generally not arid. 366 

 367 

2.2.2 Landscape Characteristics 368 

 369 
As the percentage of barren land (Figure 3Cc) increases, so does NWM performance. This is particularly 370 

true in natural basins. The effect size of 20% highlights the significance of this value. Imperviousness percentage 371 
(Figure 3Cj) has the opposite effect and is only significant in controlled basins (as expected). When imperviousness 372 
is <15%, basins perform at the expected NSE-A mean, however when more than 15% of the basin is impervious, 373 
performance begins to decline.  374 

As forest (Figure 3Cf) and shrubland (Figure 3Cg) increase, the model performance decreases. Forests and 375 
shrublands are those with significant biomass that respond differently based on season and location impacting both 376 
PET and actual ET. In other words, the more a basin is covered by spatially and temporally heterogeneous processes 377 
(represented homogeneously in the model), the worse overall performance will be. This pattern is also evident in the 378 
herbaceous land cover (grasslands, Figure 3Ci) however the effect is smaller, and the pattern is quite different when 379 
looking at controlled vs natural basins.  380 

Lastly, agriculture (Figure 3Ck) shows a counter-intuitive pattern. General theory would suspect that 381 
agriculture would increase the non-natural hydrology of a drainage basin via irrigation that brings the energy-382 
moisture phases more into sync (trying to align PET to Actual evapotranspiration (AET) during the growing season). 383 
However, the results suggest that in controlled basins, once 15% of the basin is deemed agricultural, performance 384 
begins to improve compared to the mean relative performance.   385 

Overall, 11 characteristics were statistically and practically significant in describing the variation in relative 386 
performance, of these Aridity, PPT, PET, an phase correlation were meteorological factors with more medium or 387 
greater effect size while barren, forest, shrubland were the landscape features with a medium or larger effect size. 388 
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 389 
Figure 3: (A) NSE-A split by natural and controlled basins. (B)  25th, 50th, and 75th percentile NSE-A for each 390 
band of longitude smoothed with a 5-degree rolling mean. (C) Mean NSE-A is plotted by catchment characteristics 391 
grouped according to Jenks optimization and classified by basin type. Only relationships that were statistically (p > 392 
.05) and practically (η2 > .01) significant are shown. Plots are ordered according to effect size and titles are colored 393 
according to Cohen’s effect size classification where green is a large effect size, orange a medium and red a small. A 394 
high value on the y-axis indicates better model performance. The black horizontal line across all plots is the mean 395 
NSE-A across all basins. 396 
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4.3 NSE-B:  Conditional Bias 397 

When comparing the NNSE (Figure 2B) and NSE-A longitudinal plots (Figure 2B & 3B), NSE-A is U-398 
shaped, showing model performance recovery west of the 100th meridian, while the NNSE plots do not. This 399 
suggests there are structured biases in the model – particularly in the west - that yield poor overall performance, 400 
despite relatively high NSE-A (e.g., equation 3).  401 

Figure 4 maps NSE-B (conditional bias) for the natural and controlled basins. In these, conditional bias 402 
values are truncated to 1.0, meaning anything listed as 1.0 is ≥ 1.0 and the number of truncated sites is 403 

listed in the subtitle of each plot. Beneath each map is a longitudinal average smoothed with a 5-degree 404 

rolling mean developed in the same way as section 4.1.  405 
Larger conditional bias values occur in the arid west and the longitudinal percentile plots indicate the 406 

amount and variability of conditional bias is nearly zero in natural basins east of the 100th meridian and less than 407 
0.15 in controlled basins. In all basins, conditional bias spikes between the 95th and 105 meridians. The natural 408 
basins show model recovery (less conditional bias) west of the 110th meridian (the Rocky Mountains). In contrast, 409 
the controlled basins don't recover - and even increase - until the humid west coast is reached. In all basins, 410 
variability and conditional bias is larger in controlled basins. In the controlled basins, the influence of large cities is 411 
evident with deep red clusters occurring around Tampa, Atlanta, Columbus, Milwaukee, Denver, San Antonio, Salt 412 
Lake, Reno, and Missoula among others. While not strictly a quantitative analysis, this high conditional bias near 413 
urban centers should give some caution to where the NWM can be applied in the contexts of flood forecasting (its 414 
primary, initial purpose) and speaks to the needs to better represent urban, non-riverine hydrology. Figure 4C is 415 
arranged in the same way as Figure 3C with the exception that a low value on the y-axis is desirable as it indicates 416 
minimal conditional bias. Across the board, conditional bias is lower in the natural basins, but all basins demonstrate 417 
the same patterns.  418 

 419 

4.3.1 Meterological Characteristics 420 

 421 
Starting with 4Ca and 4Cb, dry (PPT< 63.5cm), arid (AI>3) basins have larger than average conditional bias while 422 
wet (PPT >12cm), humid (AI<2) basins exhibit less than average conditional bias. The effect of PET (Figure 4Cg) is 423 
only significant in controlled basins when PET exceeds 210 cm/year. In these cases, average conditional bias almost 424 
doubles. Inversely, mean phase correlation is significant in basins that are notably out of phase (<-0.4) where 425 
conditional bias increases by a factor of 1.5. Overall PPT, AI, PET, and correlation explain 15%, 12%, 2% and 2% 426 
of variance in conditional bias respectively. 427 

While more snow improves relative performance for all basins, it results in greater conditional bias in 428 
controlled basins highlights the challenges of modeling diverse snow processes (Figure 4Cj). This could also be a 429 
product of the primary functions of local reservoir as those in snowy basins may be designed to store runoff and 430 
snowmelt for the dry season. Snow Fraction (Figure 4Cd) also influences conditional bias suggesting that the more 431 
of a basin that is covered, the more conditional bias can be expected. There is a difference between the natural and 432 
controlled basins here in that even at high snow levels of snow coverage, natural basins exhibit average conditional 433 
bias. In contrast, conditional bias increases in an almost exponential pattern as snow coverage increases in controlled 434 
basins.  435 

4.3.2 Landscape Characteristics 436 

 437 
With respect to land cover, forest (Figure 4Cc) is only influential predictor in controlled basins. When forest 438 
coverage is <15% conditional bias is near the overall average, however when coverage exceeds 15%, conditional 439 
bias grows by a factor of 2.5. While significant, the influence of barren land is less than the other factors present in 440 
Figure 4C and is only influential in natural basins suggesting conditional bias decreases with increasing barren 441 
coverage. A nearly identical pattern exists for herbaceous coverage, except its influence is significant in controlled 442 
basins. Shrub and urban landscapes are significant in natural basins and when they exceed 25% and 35% 443 
respectively leading to almost 1.5 times increase in conditional bias. 444 
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Overall, 11 characteristics were statistically and practically significant in describing the variation in 445 
conditional bias, of these PPT and Aridity were meteorological factors with more medium or greater effect size 446 
while forest was the only landcover with a medium or larger effect size. 447 

 448 

 449 

Figure 4: (A) NSE-B split by natural and controlled basins. (B) 25th, 50th, and 75th percentile NSE-B for each 450 
band of longitude smoothed with a 5-degree rolling mean. (C) Mean NSE-B is plotted by catchment characteristics 451 
grouped according to Jenks optimization and classified by basin type. Only relationships that were statistically (p > 452 
.05) and practically (η2 > .01) significant are shown. Plots are ordered according to effect size and plot titles are 453 
colored according to Cohen’s effect size classification where green is a large effect size, orange a medium and red a 454 
small. The black horizontal line across all plots is the mean NSE-B across all basins. 455 
 456 
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4.4 NSE-C: Unconditional Bias  457 

Figure 5A maps NSE-C (unconditional bias) for the natural and controlled basins where unconditional 458 

bias values are truncated to 1.0, meaning anything listed as 1.0 is ≥ 1.0. The number of truncated sites is 459 

listed in the subtitle of each plot. Beneath each map is a longitudinal average smoothed with a 5-degree 460 

rolling mean developed in the same way as section 4.1. Figure 5C is arranged in the same way as Figure 461 

4C. Across the board, bias in the natural basin is lower than in controlled basis and land cover impacts 462 

controlled basins while meteorologic properties influence all basins. When compared to the population 463 

mean (horizontal bar), natural basins exhibit significantly less unconditional bias than the controlled 464 

basins. 465 

4.4.1 Meterological Characteristics 466 

 467 
As aridity (Figure 5Cc) and snow fraction (Figure 5Cd) increase, so does unconditional bias. Equally as 468 

PPT (Figure 5Cb) and phase correlation (Figure 5Cj; only in controlled basins) increase, unconditional bias 469 
decreases. In all cases, the worst-performing category (e.g., low PPT) of natural basins results in unconditional bias 470 
near the population average which then improves in the respective direction of the characteristic. In contrast, when 471 
looking at control basins, the best-performing category (e.g., high PPT) is generally near the population average 472 
while unconditional bias exponentially increases when moving away from the best-performing category. The 473 
exception to this pattern is mean snow (Figure 5Ci) where unconditional bias in controlled basins increases in a 474 
linear pattern and remains nearly level for natural basins. The large takeaway is that when looking at the 475 
unstructured bias in the NWM, the bulk of it sits in controlled basins where moisture and energy cycles are out of 476 
sync, and that have low PPT, high aridity, and high snow coverage (mean and fraction). 477 

 478 

4.4.1 Landscape Characteristics 479 

 480 
In natural basins, urban (Figure 5Ch) and barren (Figure 5Ce) land cover are the only influential types. 481 

NSE-C associated with urban coverage increases by a factor of 2 when more than 35% of the basin is urbanized. 482 
These are likely basins that have likely urbanized post GAGES-II classification.  In contrast, increasing barren land 483 
cover (Figure 5Ce) results in decreased unconditional bias in all basin types. In controlled basins, impervious 484 
surface (Figure 5Cg), and forest (Figure 5Ca) and herbaceous (Figure 5Cf) land cover are impactful. Unconditional 485 
bias is larger (factor of 2) in basins that are more than 15% impervious/forested but unconditional bias decreases 486 
when grass coverage exceeds 20%.  487 

Overall, 10 characteristics were statistically and practically significant in describing the variation in 488 
unconditional bias, of these forest coverage was the only factor with a medium or larger effect size. In sum, as 489 
basins become more impervious (controlled) and urban (natural), unconditional bias increases. Meanwhile as 490 
controlled basins become more herbaceous, and all basins become more barren, unconditional bias decreases. 491 

 492 
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 493 

Figure 5: (A) NSE-C split by natural and controlled basins. (B) 25th, 50th, and 75th percentile NSE-C for each 494 
band of longitude smoothed with a 5-degree rolling mean. (C) Mean NSE-C is plotted by catchment characteristics 495 
grouped according to Jenks optimization and classified by basin type. Only relationships that were statistically (p > 496 
.05) and practically (η2 > .01) significant are shown. Plots are ordered according to effect size and titles are colored 497 
according to Cohen’s effect size classification where green is a large effect size, orange a medium and red a small. 498 
The black horizontal line across all plots is the mean NSE-C across all basins. 499 
 500 



manuscript submitted to JGR: Atmospheres 

16 
   

5 Discussion 501 

The WRF-Hydro based National Water Model provides a continental-scale modeling framework that 502 
integrates an operational forcing model, a high-resolution land surface model and a high-resolution overland flow 503 
and channel routing module. The resolution of each of these components, paired with the geographic extent, make 504 
this the only operational model of its class. While the NWM provides valuable information for water resources 505 
decision makers, it is important to understand its limitations in terms of performance. The historic product provides 506 
an opportunity to better understand where and why the WRF-Hydro implementation of the NWM performs 507 
well/poorly to provide guidance on the areas, and processes that might be prioritized in the evolution of NextGen.  508 

This research focused on evaluating the NWM 2.0 performance in controlled and natural basins, in the 509 
contexts of catchment characteristics. A broad summary of model performance and bias, as well as the catchment 510 
characteristics responsible for such performance is shown in Table 1. This table outlines the role of different 511 
catchment characteristics on model performance and bias. 512 
 513 
Table 1: Significant catchment characteristics and their impact on model performance and bias. In each cell, the 514 
direction of influence and impacted basin class is listed assuming the variable is increasing. Green colors indicate 515 
improvement, while red cells show degradation. The last column summarizes the overall effect in plain language. 516 
 517 

 Variable NSE-A NSE-B NSE-C As “variable” increases, NWM… 

 

PPT ↑ 
controlled, natural 

↓ 
controlled, natural 

↓ 
controlled, natural 

performance increases & bias decreases 
in all basins 

PET ↓ 
controlled, natural 

↑ 
controlled 

 performance decreases in all basins & 
bias increases in controlled basins 

Aridity ↓ 
controlled, natural 

↑ 
controlled, natural 

↑ 
controlled, natural 

performance decreases & bias increases 
in all basins 

Correlation ↓ 
controlled, natural 

↓ 
controlled 

↓ 
controlled 

performance decreases in all basins & 
bias decreases in controlled basins 

Snow Coverage ↑ 
controlled, natural 

↑ 
controlled 

↑ 
controlled, natural 

performance increases & bias increases 
in all basins 

Snow Fraction  ↑ 
controlled, natural 

↑ 
controlled, natural 

bias increases in all basins 

 

Impervious 
Percent 

↓ 
controlled 

 ↑ 
controlled 

performance decreases & bias increases 
in controlled basins 

Urban  ↑ 
natural 

↑ 
natural 

bias increases in natural basins 

Barren ↑ 
controlled, natural 

↓ 
natural 

↓ 
controlled, natural 

performance increases & bias decreases 
in all basins 

Forest ↓ 
controlled, natural 

↑ 
controlled 

↑ 
controlled 

performance decreases in all basins & 
bias increases in controlled basins 

Shrubland ↓ 
controlled, natural 

↑ 
natural 

 performance decreases in all basins & 
bias increases in natural basins 

Herbaceous ↓ 
controlled, natural 

↓ 
controlled 

↓ 
controlled 

performance decreases in all basins & 
bias decreases in controlled basins 

Agriculture ↑ 
controlled 

  performance increases in controlled 
basins 

 518 
Through this work, we laid the groundwork for evaluating future versions of the model, identifying regions with 519 
high error, and better understanding the catchment characteristics responsible for the degraded performance. In the 520 
remainder of this discussion we synthesize advocate for a central set of catchment characteristics aligned to national 521 
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hydrofabric products; illustrate the role of these results (and those like them) in model selection within the NextGen 522 
framework to reduce NSE-A; and discuss the capacity for post processing model applications to help reduce NSE-B 523 
and NSE-C. 524 

5.1 A Need for Catchment Characterization 525 

In small domains, collecting, summarizing, and defining spatial data is a relatively straightforward task. 526 
However, scaling this process to a domain like CONUS, and managing the datasets and processes to achieve 527 
accurate and useful results can be challenging. A large portion of the work in this study was choosing and 528 
processing large scale (both in space and time) data products to draw conclusions about hydro-meteorological and 529 
landscape driven performance of the NWM. Providing consistent representations of different catchment 530 
characteristics can reduce the specialized geospatial expertise needed to acquire basin characteristics and expedite 531 
research into landscape function and representation in a modeling context. In the US, some efforts like the EPA 532 
STREAMCATS (Weber, 2017), and multiple USGS products, have developed reference catchment characteristics 533 
over the National Hydrography Dataset Plus V2 (NHDPlusV2, see McKay et al 2015 for more information) to 534 
provide continuous and comprehensive catchment characteristics for the USA. While these are powerful utilities 535 
when using the NHDPlus, they are one of workflows that are not updateable by the public and are tied to a single 536 
spatial representation of the landscape (hydrofabric).  537 

There are efforts to provide authoritative continental (in the US, Bock, 2022, Johnson 2022) datasets 538 
grounded in emerging data standards for hydrologic science (Blodgett, 2018; Blodgett et al, 2020, 2022). The aim of 539 
these reference data products is to provide a consistent, high-resolution product that can be modified (upscaled) to 540 
meet the needs of different modeling applications such as NextGen and the USGS National Hydrologic Model. In 541 
the same way, a nationally consistent and comprehensive catchment characteristic dataset would aid in the ability to 542 
evaluate model performance and advance the efforts of the hydrologic community to provide more accurate and 543 
timely hydrologic prediction not only in gauged, but in ungauged locations. 544 

5.2 A Role for Model Selection and post-processing  545 

The results of this paper highlight areas the WRF-Hydro NWM model is underperforming as well as 546 
general reasons why. The principal driver in all basins was AI, PET, PPT, and forest coverage. While it is well 547 
known that arid regions are hard to simulate due to high non-linearities in soil dynamics that affect infiltration and 548 
evapotranspiration, the thresholds for when these processes become limiting is not fully understood. Further, while 549 
PPT, PET and AI are hydroclimatic indicators of model uncertainty they are not explicit model states.  550 

One of the key model fluxes related to these characterstics is actual evapotranspiration (AET). In fact, 551 
within Noah-MP, water can only be removed from the system through runoff (streamflow) or AET. In basins with 552 
limited recharge to groundwater, an underestimation in runoff is directly linked to an overestimation in AET (and 553 
vice versa). Alternativly in basins with significant recharge, AET might be trying to compensate for poorly 554 
represented groundwater processes. The need to better represent this process in arid regions is a prime use case for 555 
the NextGen system. 556 

To highlight this, we look at a natural arid basin in Nevada where total runoff is underestimated by the 557 
NWM 2.0 (Figure 6A, NWIS ID 10244950). This basin presents an aridity index of 3.86, mean annual PPT of 558 
464.51mm, and mean snow depth of 194 mm covering 41% of the basins. For NWM 2.0, this basin presented a 559 
relative performance (NSE-A) of 0.45, a conditional bias (NSE-B) of 0.25 and an unconditional bias (NSE-C) of 7.3 560 
indicating low accuracy and incredibly high bias.  561 

As a first step, the NWM NextGen framework was used to simulate the basin over a five year period using 562 
the Conceptual Functional Equivalent model with the Xinanjiang rainfall-runoff partitioning module 563 
(https://github.com/NOAA-OWP/cfe). Six different PET methods were tested including: (1) Noah-OWP, which 564 
provides a pseudo-PET estimation assuming there is no moisture limitation (https://github.com/NOAA-OWP/noah-565 
owp-modular), (2) energy balance, (3) aerodynamic, (4) combined, (5) Priestley-Taylor, and (6) Penman-Monteith 566 
methods (https://github.com/NOAA-OWP/evapotranspiration). To identify the “best” of these, the long term aridity 567 
index of the catchment was compared to the aridity index produced by each simulation.  568 

In Figure 6B, the ratio of simulated AI to long-term AI is shown. Here, a ratio close to one indicates good 569 
agreement, while ratios smaller (larger) than one indicate NextGen CFE formulation underestimates (overestimates) 570 
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PET. For this basin, the aerodynamic method (green) produces the most consistent AI and critically we see the 571 
NOAA-OWP (effectively a modular NOAH-MP variant) significantly underpredicted PET which given the concepts 572 
of the model would explain the shortfall in streamflow seen in version 2.0. 573 
 574 

 575 

Figure 6: (A) A poor performing natural, arid basin in Nevada was selected. (B) 6 simulations were run using 576 
NextGen and the ratio of the simulated AI to the catchment AI was computed. The red bar approximates what was 577 
used in NWM2.0 while the ideal aerodynamic method (closest to 1) is in green. (C) Cumulative discharge plots of 578 
the USGS observations, NWM 2.0, and the aerodynamic NextGen simulation are shown highlighting the power of 579 
location driven processes. 580 
Figure 6C plots the cumulative discharge over a five year period for the NWM2.0, observed USGS flows, and the 581 
location-specific PET NextGen simulation. In it we see the improved model more accurately captured streamflow 582 
with a relative performance of 0.73 (compared to 0.45), a conditional bias of 0.0012 (compared to 0.25) and an 583 
unconditional bias of 0.0021 (compared to 7.3). Thus, one of the basins with the most bias and marginal relative 584 
performance was turned into a "good" simulation. Overall, this example highlights how an understanding of 585 
predominant hydroclimatic variables, paired with comprehensive catchments characteristics can support diagnostic 586 
model selection and lead to improved hydrologic prediction. 587 

While improving model selection can improve all three elements of NSE, the maturity of NextGen (or any 588 
other heterogenous modeling system) is not fully developed meaning a single model formulation (e.g. LSM) must be 589 
used to cover continental scales. The calibrated model physics are responsible for achieving strong correlation and 590 
without refined, spatially appropriate, model formulations, it will be difficult – if not impossible – to improve poor 591 
performing areas without degrading the NSE-A in other locations.  592 

That said, the model outputs can still be improved for applications and high quality predictions. This study 593 
showed significant conditional and unconditional biases in the NWM simulations particularly in the worst 594 
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performing geographies. There are many available methods for reducing these biases without changing the NWM 595 
itself using statistical post-processing techniques (Sinha & Sankarasubramanian, 2013). 596 

Particularly, this work identified various catchment characteristics and their role in explaining the spatio-597 
temporal variability of streamflow at a continental scale. This understanding, and the groupings at which they are 598 
significant, provides an opportunity to apply statistical and or data-driven decision models to post process NWM 599 
output using time-varying, at-site hydrologic information (i.e., NWM predictions) alongside catchment 600 
characteristics (Frame et al., 2021; Ossandón, Rajagopalan, & Kleiber, 2021; Ossandón, Rajagopalan, Lall, et al., 601 
2021). Equally it offers the opportunity to consider hierarchical modeling approaches based catchment traits, error 602 
characteristics, and external data sources (e.g. remote sensing) to not only improve flows in gaged basins, but to 603 
transfer that knowledge to ungaged locations. Until the NextGen reaches maturity, and likely beyond, the ability to 604 
generate hybrid approaches that take the best possible outflows and further refine them will be critical for improved 605 
prediction, modeling, and understanding. 606 

5 Conclusions 607 

The NWM offers an unprecedented step forward in the hydrologic forecasting capabilities of the United 608 
States. Its innovation is not only in the advancement of forecasting operations, but also in the development of an 609 
operational, near-real time, high resolution LSM with minimal lag and comparatively sophisticated routing. The 610 
implementation of this model, regardless of current results, sets the stage for achieving what has been dubbed the 611 
“grand challenge” in hydrologic modeling and, together, the infrastructure, personal, and agency forces driving the 612 
NWM means it will persist as an integral component of a national hydrologic forecasting infrastructure. 613 

With this advancement however comes the need to evaluate and diagnose the model in ways that explain 614 
not only how the model is performing but why it is performing that way. To do this, there needs to be a 615 
comprehensive set of catchment characteristics that can be used to classify basin types in low and high dimensional 616 
space. The impacts of these types of analysis are the opportunities it offers to study the limitations of physical model 617 
process, identify better physical representations that can be applied heterogeneously, and to look for opportunities to 618 
assimilate new data sources, and postprocess output to supply better forecasts, for the appropriate reasons.  619 

 A framework like the one presented here offers a unique way to compare model results (either model-to-620 
model or model-to-observation) that directly target questions related to model parametrization; process 621 
representation; and the presence of conditional and unconditional biases.  The approach itself is portable to other 622 
model development and intercomparison efforts and its application to the NWM v2.0 reanalysis data provides more 623 
transparency for the public and water managers who want to use NWM model outputs, as well as the research 624 
community interested in contributing to model improvement and use.  625 
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