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Abstract

To ensure that the crane can smoothly calibrate and align the lifting rod with the beam body lifting hole, it is necessary to use

image processing technology to locate and detect the corner coordinates of the crane’s lifting rod. Traditional corner detection

methods are not suitable for this scene. This article proposes a new idea for corner positioning, which locates corner coordinates

through the intersection of straight lines. Firstly, using the R and G channels of the RGB color space to construct a grayscale

difference map is beneficial for Otsu’s threshold segmentation; Secondly, this article proposes an optimal adaptive threshold

determination method to filter the number of votes in the clustering results, eliminate interfering straight lines, and improve

the clustering centroid calculation method based on the weight calculation formula of different voting proportion, replacing the

original clustering centroid as the basis for line fitting; Finally, calculate the corner coordinates of the crane’s grab boom based

on the straight line fitting results, and compare the recognition accuracy under different lighting conditions. This method is

significantly superior to traditional corner detection methods, providing a method basis for solving the algorithm accuracy and

robustness problems of port cranes under multiple environmental variables.
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Abstract: In the process of automatic grabbing of bridge segment beams, in order to ensure that the
crane can smoothly calibrate and align the lifting rod with the beam body lifting hole, it is necessary to
use image processing technology to locate and detect the corner coordinates of the crane’s grabbing lifting
rod. When applying traditional corner detection methods to this scene, there are challenges such as low
detection accuracy and unsuitability. This article proposes a new idea for corner positioning, which locates
corner coordinates through the intersection of straight lines. This method is divided into three steps: first,
use the R and G channels of the RGB color space to construct a grayscale difference map, so that the
grayscale histogram of the foreground and background presents a bimodal feature, which is conducive to
Otsu’s threshold segmentation. And use the open close operation to denoise the small impurities in the
Canny edge detection results; Secondly, this article proposes the optimal adaptive threshold determination
method to filter the number of votes in the clustering results, eliminate interfering straight lines, and then
improve the clustering centroid calculation method by using weight calculation formulas based on different
proportion of votes, replacing the original clustering centroid as the basis for line fitting; Finally, calculate
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the corner coordinates of the crane’s grab boom based on the straight line fitting results, and compare
the recognition accuracy under different lighting conditions. The experimental results show that when
there are many interfering edge points in the edge detection result graph, compared to other line detection
algorithms, the detection error of our algorithm is smaller and has strong robustness. The calculated corner
coordinate accuracy is pixel level. The algorithm in this article has the best detection performance under
strong complementary light conditions. The average detection error within 0-2 pixels accounts for 97.1%
and a recognition accuracy of 98.6%. The recognition success rate under different lighting conditions is
higher than 92.9%. This method is significantly superior to traditional linear detection methods and meets
the needs of automatic gripping of the boom. It has certain engineering application value and provides
a method basis for solving the algorithm accuracy and robustness problems of port cranes under multiple
environmental variables.

Keywords: Crane grabbing boom、Hough transform、K-means clustering、Line fitting、Corner detection

0 INTRODUCTION

During the lifting operation of port cranes, it is necessary to position the grab boom at the designated
position, accurately control the angle and direction of the boom, and enable it to complete the task of
grasping and transporting objects. If the position or angle deviation of the crane grasping the boom is too
large, it can lead to low efficiency, inaccurate operation, and major safety accidents caused by operational
errors. Therefore, by using image processing technology to detect the corner coordinates of the crane’s grab
boom, the position and direction of the crane’s grab boom can be monitored in real-time, and whether
the boom is at the correct angle and position can be determined, thereby ensuring efficient and accurate
alignment between the crane’s grab boom and the segment beam body lifting hole. At the same time, the
detection of the corner coordinates of the crane’s grab boom also lays the foundation for the autonomous
control and intelligent application of the crane[1-2]. By detecting and analyzing the coordinates of corner
points, the crane can achieve automated control and intelligent decision-making, thereby further improving
the operational efficiency and safety of the crane.

Corner detection algorithms aim to detect all possible planar coordinate information of corners in an image.
During the process of extracting useful information from an image through feature extraction, edge detection,
and other methods, it is inevitable to lose some useful information or introduce unnecessary interference.
Corner detection algorithms usually start from the global perspective and detect all possible corner coordi-
nates in the input image information. Therefore, this series of corner detection algorithms cannot directly
provide corner coordinates for certain specific positions. Domestic and foreign scholars have conducted ex-
tensive research on the direction of diagonal point detection. Harris corner detection[3], Shi Tomasi corner
detection[4] based on Harris corner detection, Fast corner detection[5-6], Sift feature detection algorithm[7-
9], etc. These corner detection algorithms are suitable for matching in massive feature databases. The above
literature mainly focuses on detecting all corners in the image and cannot be used for corner localization at
certain specified positions.

Semantic segmentation [10-14] based on deep learning can segment images at the pixel level, achieving
precise and accurate segmentation of images, and distinguishing different objects, object boundaries, and
backgrounds in the image. Semantic segmentation can automatically segment the crane’s grab boom, but this
series of semantic segmentation methods often make it difficult to accurately recognize and segment different
objects when dealing with complex scenes and small targets. At the same time, semantic segmentation
methods based on deep learning require processing a large amount of data and require a large amount
of computational resources, which increases costs. Before applying this series of semantic segmentation
methods, it is usually necessary to annotate and train a large number of high-quality images. The time
cost of collecting images and annotating data is extremely high. If the quality of annotation and image
acquisition is not good, it will lead to low accuracy of the trained model and even complete segmentation
failure. Compared to semantic segmentation, Otsu algorithm is suitable for most images and can quickly and
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accurately classify images into foreground and background categories. It does not require prior information
and has good robustness to noise. Ashish [15] et al. introduced an optimal multi-level 3D Otsu image
thresholding technique and proposed a 1-D-Otsu thresholding method based on the CFA cuttlefish algorithm
to reduce noise and weak edge effects, optimizing the traditional Otsu algorithm for color image segmentation.
Jiqing Chen [16] et al. proposed a navigation extraction method for greenhouse cucumber harvesting robots
using predicted point Hough transform. A new grayscale factor was used for image segmentation, and finally
the predicted point Hough transform was used to fit the navigation path. The calculation time of this method
was reduced by 35.20ms compared to traditional Hough transform, but the grayscale factor in this method
is prone to image oversegmentation. Ziwen Chen [17] et al. proposed a vegetable crop extraction method
based on automatic Hough transform accumulation threshold. The image was segmented using a component
independent of light in the Lab color space, and the feature points of crop rows were extracted using the
dual threshold segmentation vertical projection method. Finally, the cluster analysis in the accumulator was
clustered into the same number of classes as the number of crop rows using the k-means clustering method.
This method provides a certain basis for solving the robustness and adaptability problems of algorithms
under multiple environmental variables, but the accuracy of line fitting needs to be improved.

The application scenarios and issues presented in the above literature for precise calibration and alignment
of the crane’s grab boom and segmental beam body lifting holes. This article provides a new approach to
corner positioning, which involves calculating the intersection coordinates of the fitted straight line to locate
the three corner coordinates of the two sides of the crane’s grab boom. Use these three corner coordinates
to fit the plane and determine the position and direction of the crane’s grab boom in space.

Firstly, in the image preprocessing stage, a grayscale difference map is constructed through the R and G
channels of the RGB color space. The resulting difference grayscale map avoids the problem of overseg-
mentation and undersegmentation of the target object, making the grayscale histogram of the foreground
and background appear bimodal, which is conducive to Otsu’s threshold segmentation. And use the open
close operation to denoise the small impurities in the Canny edge detection results. Secondly, in the edge
line detection and fitting process of the crane grabbing the boom, this paper proposes an optimal adaptive
threshold determination method to screen the number of votes in the clustering results, eliminate interfer-
ing straight lines, and then improve the clustering centroid calculation method by using weight calculation
formulas based on different proportion of votes, replacing the original clustering centroid as the basis for
line fitting. Finally, in the corner detection and plane fitting process, the coordinates of the three corner
points of the crane’s grab boom are calculated, and the plane information is determined using the three
corner point coordinates. The research results of this article provide a methodological basis for solving the
algorithm accuracy and robustness problems of port cranes under multiple environmental variables.

1 IMAGE PREPROCESSING

1.1 Color Space Selection

The main goal of crane grab boom extraction is to separate the crane grab boom from the background in a
complex environment. The position of the industrial camera constantly changes with the movement of the
crane grab boom, and its background mainly includes foreign objects such as segment beam lifting holes,
segment beam planes, stones on the road surface, local buildings on the construction site, and other mechan-
ical equipment. Due to significant differences in color between the crane’s grab boom and the surrounding
environmental characteristics. Therefore, this article uses color features as the basis for image segmentation.
However, considering that the on-site construction environment is outdoor and the working environment
is complex, for example, it is necessary to work under lighting conditions such as rainy, cloudy, and night,
which are very unstable. The resulting uneven lighting, shadows, weak lighting, and strong lighting can make
image segmentation unstable. Using the HSV color model, although it can easily segment the target color,
it requires high stability of lighting and cannot meet the requirements of outdoor construction. This paper

3
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adopts RGB color space, which will make a specific color different under different lighting conditions. The
RGB color space contains 256 levels of red, green, and blue, which can represent very subtle color difference,
thus ensuring that the edge details of the target will not be lost during image segmentation. Secondly, after
separating the three channels in the RGB color space, the values of the image matrix can be mapped to the
0-255 range, and the calculation between each channel can be simplified by adding, subtracting, multiplying,
etc.

1.2 Construct differential grayscale images

This article adopts the method of constructing differential grayscale images to prepare for image segmenta-
tion. In the original grayscale image, the grayscale image is constructed based on the different weights of
each pixel’s R, G, and B, which cannot reflect the differences between each component, as shown in Figure
1.

(a) (b)

Fig 1. Grab boom of crane and its three-dimensional gray distribution

Due to the blue and green colors on the two sides of the crane grabbing boom, the R, G, and B channels of
the original image are separated, and the corresponding grayscale values are displayed in each channel. Using
the R and G channels to construct a grayscale image, as shown in Figure 2, the grayscale values of the two
sides of the boom in Figure 2a in the R channel are smaller than those in Figure 2b in the G channel. This
is because in RGB color models, the color components G that are usually blue and green are greater than
R. Therefore, it is reflected in the grayscale images constructed by the R and G channels that the brightness
of the boom in the G channel is significantly higher than that of the boom in the R channel. From this, a
differential grayscale image 2c is constructed. The three-dimensional gray distribution diagram is shown in
Figure 3.

(a) (b) (c)
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Figure 2. R channel grayscale map, G channel grayscale map, and differential grayscale map

(a) (b) (c)

Figure 3. R Channel 3D Gray Distribution Map, G Channel 3D Gray Distribution Map, Difference 3D Gray
Distribution Map

Compared with Figure 3b, Figure 3a shows that the distribution of background pixel values in the R and
G channels is roughly the same, but there are small differences. For example, the hanging hole red paint
in Figure 3b is significantly darker in brightness than in 3a. When the G channel is subtracted from the R
channel, the result in this area is negative. To ensure that image details are not lost, the absolute value of the
difference is usually taken as the result and stored in the corresponding pixel coordinates. However, based
on prior information, it is known that in the RGB color model, there are multiple mixed colors in an image.
The R component in the red, brown, and yellow series colors is usually greater than the G component. This
does not highlight the gray level difference in the area to be segmented, which can cause the gray level peak
of the interfering pixel area to be similar to the target hanger, and even the average gray level value of the
interfering pixel area to be higher than the target hanger, Although retaining more edge information in the
image, it also introduces a large amount of interference.

The reason why is not used in this article is that we do not want to construct the grayscale difference too
clearly. When there are dark blue or green areas in the background, the constructed grayscale difference
formula enlarges the background clutter, resulting in the problem of image oversegmentation.

This article adopts the following formula to construct a differential grayscale image:

1.3 Image segmentation and morphological processing

This article uses the Otsu algorithm to perform threshold segmentation on the constructed differential
grayscale image, completing the separation of crane grab boom and background. The Otsu algorithm solves
a binary classification problem, which satisfies the requirement of maximum inter class variance and minimum
intra class variance. The Otsu algorithm is more suitable for grayscale histograms with bimodal features.
Namely, construct a grayscale difference map to meet the bimodal features as much as possible. If the
absolute value of the difference is taken to construct a grayscale image, as shown in Figure 4a.

(a) (b)

5
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Figure 4. Absolute Value Difference Grayscale Map and Difference Grayscale Map

(a) (b)

Figure 5. Three dimensional gray distribution of absolute value difference gray map, and three dimensional
gray distribution of difference gray map

It is obvious that there is more image information in 4a, but most of them are interference pixels. Its
two-dimensional gray-scale histogram shows multi peak characteristics, and its three-dimensional gray-scale
distribution diagram 5a shows highly consistent with the information in Figure 4a. The method proposed in
this article is used to construct a differential grayscale image. Figure 4b shows that the grayscale values in the
area where the crane grasps the boom are brighter than the surrounding environment, and are highlighted
to achieve the purpose of constructing differences. Figure 6b 2D gray histogram shows that the gray value
of more than 90% of the pixels in the whole image is 0, with obvious peaks and troughs, showing a bimodal
distribution.

(a) (b)

Figure 6: Grayscale Histogram of Absolute Value Difference Grayscale Map, Grayscale Histogram of Differ-
ence Grayscale Map

Use the Otsu algorithm to segment two grayscale images. Calculate the maximum grayscale level K according
to formula (2), which is the threshold of Otsu.

In the formula, when the grayscale level is set as the threshold, the probability of a pixel being classified as
A is , is the grayscale value of the entire image, and is the variance.

The two-dimensional grayscale histogram in Figure 7a presents a multimodal distribution, and the Otsu
algorithm cannot find the optimal threshold in the multimodal distribution. Therefore, many backgrounds
are segmented, resulting in poor segmentation performance. Figure 7b is a binary image for constructing a
differential gray-scale image, highlighting the gray-scale characteristics of the target area, so that the gray-
scale distribution of the target and the background presents a double peak feature, and the segmentation

6
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effect is good. To remove the influence of paint peeling on the wall surface of the crane’s grab boom, this
article adopts morphological opening operation to eliminate white impurities in the black area, and then
performs morphological closing operation to eliminate black pixels in the white area, as shown in Figure 7c.

(a) (b) (c)

Figure 7. Binary image of absolute difference grayscale image, binary image of difference grayscale image,
morphological denoising image

In preparation for the subsequent Hough transform, Canny edge detection was performed on Figure 7c,
resulting in a clear edge detection image with low noise and accurate edges, as shown in Figure 8.

Figure 8. Edge detection diagram

7



P
os

te
d

on
29

A
p
r

20
23

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

gh
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
68

27
64

27
.7

94
57

91
2/

v
1

—
T

h
is

a
p
re

p
ri

n
t

a
n
d

h
as

n
ot

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

a
ta

m
ay

b
e

p
re

li
m

in
a
ry

.

2 Edge line detection and fitting of crane grab boom

2.1 Edge Line Detection of Crane Boom Based on Hough Transform

In an image, pixels with linear features need to be detected. The commonly used methods are divided into
two categories. The first type of method predicts the distribution of pixel points through linear regression,
with the least squares method[18] and Ransac [19] line fitting being the most representative. The least
squares method is only applicable to a group of pixels with straight line characteristics. Serious deviation of
outliers will directly affect the accuracy of linear regression. When used to detect straight lines in Figure 5,
only one line with serious deviation can be obtained. Although Ransac line fitting has strong anti-interference
ability for outliers, it is only suitable for detecting a group of pixels with line features. The second type of
method can perform line detection on any pixel in an image with line features from a global perspective.
Hough transform, probabilistic Hough transform, LSD, and other methods can detect global line features,
among which Hough transform is the most classic and can be used to detect any shape that can be expressed
using mathematical formulas. The principle is to transform points on a specific graph into a parameter
space, and obtain a maximum solution based on the vote accumulator in the parameter space. This solution
corresponds to the parameter of the desired geometric shape. The transformation principle is shown in
Figure 9.

Figure 9. Hough transform principle diagram

According to the principle of Hough transform, the more obvious the line features are, that is, the more pixels
in an edge detection image are located on the same line, the higher the linearity of the pixel arrangement,
and the more detectable they can be. But usually, due to the continuous movement of the crane’s grab
boom, the industrial camera also moves, resulting in constantly changing construction backgrounds on site
and the impact of different lighting conditions. It is inevitable to cause some small interfering pixels in
the differential grayscale image. Select edge detection images detected in harsh working environments for
explanation. As shown in Figure 10. The Hough transform detects straight lines when the corresponding
voting thresholds in Figure 10 are 30, 40, and 60, respectively.

(a) (b) (c)

Figure 10. Line detection results under different Hough transform thresholds

From Figure 10a, it can be seen that when the voting threshold is 30, the Hough transform detects multiple
straight lines in the figure. That is, the smaller the voting threshold setting, the shorter the line segment
features that can be detected, It is obvious that this will detect the interfering pixels in the edge image
as straight lines. In Figure 10b, when the threshold of vote count is 40, the number of interfering pixels
detected in the Hough transform detection results significantly decreases. Therefore, it can be concluded that
increasing the threshold of vote count will improve the accuracy of line detection. But when the threshold of
the number of votes is 60, the Hough transform only detects two edge lines of the crane grabbing the boom,
missing the other two edge lines. This indicates that the edge line detection of the crane’s grab boom cannot

8
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be achieved solely by increasing the threshold setting of the number of votes. In the edge detection image
shown in Figure 10, Due to factors such as uneven lighting ,the linearity of the pixel arrangement of the four
edge lines of Crane grabbing boom will undergo a sudden change , There may be slight differences in the
parameters of the lines detected on the same edge line. And these subtle differences may directly affect the
accuracy of line fitting. Therefore, it is difficult to determine which straight line to use as the edge straight
line for the crane to grab the boom, Meanwhile, the purpose of conducting line detection in this article is
to calculate the coordinates of the three corner points of the crane’s grab boom through the intersection of
lines, Therefore, it is necessary to fit the detected straight lines and simplify them to four.

2.2 Clustering of Line Parameter Points Based on k-means

The coordinate points mapped to the Hough space correspond to a straight line in the image coordinate
system, Crane grabbing boom has 4 edge lines. Therefore, the clustering method[20-21] is adopted to cluster
all the line parameter points detected by the Hough transform into the same number of classes as the number
of edges of Crane grabbing boom . Compared to other clustering algorithms, the k-menas algorithm has
advantages such as simple algorithm idea, fast convergence speed, better clustering effect, and the main
parameter that needs to be adjusted is only the number of clusters K. When other clustering algorithms are
applied to edge maps with significant interference, they will cluster the coordinates of the line parameter
points detected by Hough transform into an uncertain number of clusters. Intuitively manifested as fitting
3, 4, 5, or even more straight lines, From an engineering perspective, it is not possible to guarantee the
stability of the coordinates of the three corner points used to obtain the crane’s grasping boom. The k-
means algorithm needs to specify the number of clustering clusters K in advance to ensure that the lines
detected by the Hough transform can be clustered into four categories, intuitively manifested as fitting four
corresponding lines. Therefore, this article uses the k-means algorithm to cluster linear parameter points.

K-means algorithm is a unsupervised learning clustering method. According to the attributes of N data
objects, it is divided into K clusters, and the center point of each cluster is calculated. Make the clustering
results meet the requirements of high similarity among samples within different clusters and low similarity
among samples between different clusters. It uses the Euclidean distance and the sum of squared errors
criterion as the evaluation criteria.

Specifically, for a given K clusters,the center point of each cluster is , all data points in the -th cluster are in
set , and represents the Nth data point in the -th cluster.The sum of squared errors of the -th cluster and the
sum of squared errors are shown below,the goal of the k-means algorithm is to find a partitioning method,the
process of recalculating the cluster center point and reallocating data points to the cluster through iterative
methods to minimize the total sum of squared errors (SSE).

Perform k-means clustering analysis on the parameter coordinates of straight lines mapped to the Hough
space, as shown in Figure 11. The edge detection results shown in Figure 11a contain a large number
of interfering edge points, which have weak linear relationships. Under low threshold conditions, pixels
with weak linear relationships are easily detected as straight lines. The voting threshold in Figure 11 is
40, Normalize the coordinates of parameter points with votes higher than 40 in the Hough space voter
and perform k-means clustering analysis. The clustering results are affected by the interference coordinate
points in the Hough space. Figure 11c shows that the clustering center of the red cluster is affected by the
interference data points. The intuitive manifestation is that the fitted straight line produces a significant
deviation, as shown in Figure 11b.
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(a) (b) (c)

Figure 11. Parameter Coordinate Clustering Analysis of Lines in Hough Space

2.3 Determine the optimal adaptive threshold by counting the number of votes

To ensure that there is no missed detection during Hough transform, it is necessary to detect straight lines
at low voting thresholds. However, the detection results at low voting thresholds are often affected by
interfering pixel points, resulting in the detection of many interfering straight lines. Under this premise,
the straight line fitting results obtained by k-means clustering often have significant errors, and in extreme
cases, the detection method may even fail. Based on the above situation, this article proposes a method
for determining the optimal adaptive threshold . After the clustering analysis is completed, this method
calculates the distribution of voting numbers, degree of dispersion, and the relationship between the mean
and standard deviation of the calculated voting numbers of coordinate points in the parameter space. By
observing the distribution of these data points, the optimal adaptive threshold is set. Specifically, the low
threshold ensures that Hough transform does not miss detection, and k-means clustering is performed on
the data points in the parameter space detected by the low threshold, ensuring that there are four straight
lines in the fitting result. Calculate the mean and standard deviation of the number of straight line votes
in the i-th cluster clustering results, and set. The value of is generally determined based on experimental
conditions and is generally within the range of [0,2]. Using the piecewise function to place the element in
the i-th cluster that satisfies into a new set. After setting an adaptive threshold for each cluster result, 4
new clustering results will be generated,The number of votes in these four new clustering results is all high,
which means that the interference lines detected under low thresholds have been filtered out. Figure 12a
shows that when m=1, there are many lines in the first cluster that are lower than the green dashed line,
all of which are interference lines, Figure 12b shows the distribution of votes when m=2. Based on the
experimental analysis, this article takes m=1. From the experimental results, it can be seen that the method
proposed in this article for determining adaptive thresholds based on the number of votes is to identify the
lines with high voting numbers in each cluster, preparing for the improved clustering centroid calculation
and line fitting method proposed in Section 2.4.

10
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(a) (b)

Figure 12. Distribution of Linear Voting Numbers under Different Values of m
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2.4 Improved clustering centroid calculation method

The clustering centroid for k-means will eventually move to the average of all samples within the cluster,
which is greatly affected by errors. This article proposes an improved clustering centroid calculation method
to replace the original clustering centroid of k-means as the basis for line fitting. Take the weight of the
votes of each line into the calculation formula. Figure 13 shows the local image of line detection. When the
edge image is affected by uncontrollable factors such as lighting, a small portion of correct edge pixels are
lost, but the overall linear relationship does not change much. Therefore, this type of straight line still has
some reference value for line fitting and cannot be directly removed. Using the optimal adaptive threshold
method proposed in 2.3, find a series of lines with high voting numbers in each cluster. In Figure 13a, in
detection lines 1, 2, and 3, detection line 2 shows the detection results of missing edge pixels, but its linear
relationship is basically consistent with other detection lines, with slight errors. Therefore, based on the
weight of the number of straight line votes, a formula is proposed:

The improved clustering centroid calculation method proposed in this article takes into account the weight
proportion of each line, and the calculation results are theoretically more in line with the linear relationship
of real edge points. By using the method of determining adaptive thresholds based on the number of votes
counted, lines with low votes are deleted, improving the reliability of the lines to be fitted in each cluster.
And the improved clustering centroid calculation method further brings the straight line fitting results closer
to the real edge in theory. The detection results are shown in Figure 13c.

(a) (b) (c)

Figure 13. Partial view of line detection

This method is compared with the original k-means clustering results, as shown in Figure 14. Figure 14a
shows the clustering results of the original k-means algorithm in the Hough space for the fitted lines at
thresholds of 25, 30, and 35. Use circles and oblique crosses to represent the centroids of k-means clustering,
and data points in different clusters are represented in different colors. In Figure 14, when is 25, due to the
presence of many interfering line parameter points in the Hough space, the clustering results are severely
affected by interference, and the interfering points are mistakenly clustered into one category; When is 30,
due to the increase in threshold, some of the interference line parameter points in the Hough space have
been deleted, but there is still some interference, resulting in inaccurate clustering results; When is 35,
the interfering line parameter points are further deleted, and the line parameter points within each cluster
happen to be accurate lines, so the clustering results are good. Using the adaptive threshold proposed in

12



P
os

te
d

on
29

A
p
r

20
23

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

gh
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
68

27
64

27
.7

94
57

91
2/

v
1

—
T

h
is

a
p
re

p
ri

n
t

a
n
d

h
as

n
ot

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

a
ta

m
ay

b
e

p
re

li
m

in
a
ry

.

this article combined with an improved clustering centroid calculation method, In Figure 14b, the method
of determining the optimal adaptive threshold based on statistical voting numbers adaptively sets according
to the distribution of voting numbers, removes the interfering line parameter points, and then recalculates
the clustering centroid according to the weight proportion of voting numbers in the clustering results. When
the Hough transform threshold is 25, 30, and 35, clustering analysis can be completed correctly. Overall,
the clustering robustness and accuracy of the method proposed in this article are superior to the original
k-means clustering. The calculation flowchart is shown in Figure 15.

(a)

(b)

Figure 14. Cluster analysis of two algorithms under different thresholds

Figure 15. Calculation flowchart

3 EXPERMENTAL RESULTS AND ANALYSIS

3.1 Image acquisition scheme for crane grab boom

The automatic grabbing device for segment beams is connected to the automatic grabbing lifting tool through
the crane’s crown block. The bottom two sides of the lifting bracket are equipped with automatic grabbing
lifting rods, which are used to insert the segment beam lifting hole to complete the grabbing task. After
it is fully locked, the position of the crown block and the posture of the lifting tool are adjusted through
the control system, and the segment beam can be grabbed and placed in a designated area. The layout of
the industrial camera is shown in Figure 16. The camera is installed at the bottom of the hanger at a 30 °
angle to the vertical direction. The industrial camera follows the movement of the hanger and maintains its
relative position with the automatic grabbing boom, ensuring that the bottom of the automatic grabbing
boom is always in the center of the industrial camera’s field of view.
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Under working conditions, the overhead crane pulls the lifting tool to a certain distance directly above the
section beam to be grasped, adjusts the posture to make it basically consistent with the posture of the section
beam to be grasped. The industrial camera automatically takes photos and sends the captured image of the
suspension rod back to the local computer through the image transmission module. The method described
in this article is used for image processing, and the captured photos are also transmitted to the crane
driver’s cab for reference by the operator. Using a local computer to calculate the intersection coordinates
of straight lines, provide image point coordinates for photogrammetric 3D space calculation, and locate
the 3D spatial position of the lifting tool. Output the parameters to the control system, which drives the
adjustment mechanism of the suspension rod based on the parameters to achieve precise alignment between
the suspension rod and the lifting hole. Finally, the lifting tool is lowered to achieve the purpose of automatic
grasping of the segmental beam.

Figure 16. Schematic diagram of industrial camera layout

3.2 Evaluation indicators for testing results

In this paper, the average distance between the intersection coordinates between the detection lines and the
corresponding corner coordinates of the suspender is used to evaluate the error size of the line detection
results, and determine whether the line detection results are within the error range. Manually mark A, B,
and C as the suspender corner points, the intersection point between line and line is a, the intersection point
between line and is b, and the intersection point between line and is c. Aa, Bb, and Cc are error distances
between corresponding coordinate points. Finally, the average error distance of Aa, Bb, and Cc is used to
measure the detection result. The schematic diagram of evaluation criteria is shown in Figure 17:

Figure 17. Schematic Diagram of Evaluation Criteria

3.2 Analysis of results under different levels of interference

This article lists four datasets with different interferences, and uses the method proposed in this article and
the original k-means clustering method to detect four datasets. Each example includes an edge detection
graph, a Hough transform graph, the detection results of the two algorithms, and a scatter plot of the straight
line voting numbers of the clustering results. To facilitate the display of the detection effect, the detection
image is now magnified by 10 times, and the test example is shown in Figure 18.
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Example (a) Example (b)
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Example (c) Example (d)

Figure 18. Test Example Diagram

In example (a), the Hough transform threshold T is taken as 30. There are many interfering pixels on the
left side of the edge detection image, and there are many non real edge detection lines in the lines detected
by the Hough transform. The original k-means method directly clusters the Hough transform results and
takes the cluster centroid as the basis for line fitting. In example (a), the method in this article takes m=1,
which is a standard deviation. After clustering is completed, the threshold is adaptively calculated. The
method in this article preserves reliable straight lines, and then recalculates the clustering centroid to replace
the original k-means clustering centroid. From the detection results graph, it can be intuitively seen that
the fitting line of this method is more accurate in areas with more interference than the fitting line of the
original k-means method.

In example (b), there are more interfering pixels on the left side of the edge detection image, making the
edge image more noisy and visible to the human eye. Due to the further increase in interfering pixels, the
error of the original k-means clustering method further increases, resulting in complete detection failure.
Under such interference conditions, the method in this article can still detect the straight lines we need.

In example (c), the edge detection result graph shows that there is interference edge at a distance far from

18
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the crane to grab the boom. Similarly, the original k-means detection result produces a significant error.

In example (d), there are no other interfering pixels on the four edges of the crane grabbing the boom in
the edge detection image. In such detection situations, the detection performance of our method is basically
consistent with the original k-means clustering method.

These four sets of examples demonstrate that for edge detection images with different levels of interference,
the detection performance of our method is superior to the original k-means clustering method, with higher
accuracy and robustness.

3.3 Error result analysis

The following verifies the error analysis of the algorithm in this paper and the original k-means fitting method
for straight lines when the Hough transform threshold is set to 25, 30, 35, and 40, respectively. This article
selects four noisy edge detection images for verification, as shown in Figure 19. In 19 (a), it can also be
seen that for the same edge detection image, both algorithms show a decreasing trend in error as the Hough
transform threshold continues to increase. But when , the error of the original k-means algorithm in fitting
straight lines is significantly greater than the error of the algorithm in this paper. When , the errors of the
two algorithms are close. Even under low threshold conditions of Hough transform, the algorithm proposed
in this paper has a smaller error and obvious advantages, enabling it to achieve very small errors even on
noisy edge detection images. And all four images show this pattern.

To verify the effectiveness of the method proposed in this article under different lighting conditions, some
straight line detection results were taken as display, as shown in Figure 20. The images in group 20 (a)
show the straight line detection results under outdoor natural lighting conditions. The shadow of the visible
part has little impact on the detection results, with a slight deviation. It can detect the straight line of
the suspension rod contour normally. Group 20 (b) images show the results of line detection under indoor
lighting conditions, which can effectively complete the line detection task. Group 20 (c) images show the
results of line detection under dark fill conditions, which can detect corresponding lines. Due to the dim
light, there may be detection failures. 20 (d) sets of images show the results of line detection under bright
fill light conditions, with sufficient fill light, which can effectively complete the task of line detection. The
images in group 20 (e) show the results of line detection under strong supplementary lighting conditions.
Under this condition, the light is strong, and compared to slightly darker supplementary lighting conditions,
it significantly highlights the target object, making edge detection more accurate, and the overall detection
effect is the best.

Identify the crane grab boom under different light source conditions, and test 70 images under each light
source condition. The recognition accuracy results of the algorithm in this article are shown in Table 1. The
average error range is within the interval [0,10], indicating successful recognition. The average error range is
within the interval (10, [?]), indicating recognition failure. Under dark light conditions, the average detection
error within the range of [0,2] accounts for 90.0%, and the recognition success rate is 92.9%. Under strong
supplementary light conditions, the recognition success rate is the highest, with an average detection error
of 97.1% within 0-2 pixels and a recognition accuracy of 98.6%.
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(c) (d)

Figure 19. Error Results of Hough-kmeans and Improved Hough-kmeans Algorithms.

Comparing the method proposed in this article with the probabilistic Hough line detection method and the
LSD line detection method, it can be seen in Figure 21a that the probability Hough line detection has a high
false detection and missed detection rate, and some unrelated background lines have been detected, with
a large number of lines. The LSD line detection method in Figure 21b also suffers from false detections,
with the detected lines being intermittent and a large number of interfering lines in the background being
detected. As shown in Figure 21c, the original k-means line fitting algorithm has the advantages of low false
detection and missed detection rates. However, when the Hough transform threshold is low, the detection
error increases or even fails.The 21d line fitting algorithm proposed in this article only displays the four lines
we need after clustering, and still has good detection performance and high robustness even in the presence
of significant interference in the edge image.
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Figure 20. Test results under different lighting conditions

Table 1 Algorithm recognition accuracy under different light source conditions

Different
light sources

Average
error
range(pixel)

Average
error
range(pixel)

Average
error
range(pixel)

Average
error
range(pixel)

Average
error
range(pixel)

Ratio of
error[0,2]

Ratio of
error[0,10]

[0,2] (2,4] (4,6] (6,10] (10,[?])
Natural 66 1 0 1 2 94.3 97.1
Indoor 67 1 1 0 1 95.7 98.6
Dim 63 0 1 1 5 90.0 92.9
Bright 67 0 1 0 2 95.7 97.1
Intense 68 1 0 0 1 97.1 98.6

(a) (b)
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(c) (d)

Figure 21. Comparison between traditional linear detection methods and this method

4 CONCLUSION

1) To solve the problem of difficult detection of the corner points of the crane’s grab boom during the
alignment process between the boom and the segmental beam body lifting hole. This article proposes a
method for constructing grayscale difference maps, which presents a bimodal feature between the region to be
segmented and the background structure, and it more suitable for binary processing using the Otsu algorithm.
Accurately extract the edge image of the crane grabbing boom under sufficient lighting conditions and without
obstructions. The image preprocessing method in this article solves the problem of over segmentation and
under segmentation that other image segmentation methods are prone to, and can meet the segmentation
requirements under different lighting conditions. The method proposed in this article has the advantage of
fast computation speed, and compared to semantic segmentation, it does not require a large amount of time
to produce datasets to train neural networks.

2) The threshold setting of Hough transform requires artificial selection. Due to the changing weather,
lighting conditions, construction environment and other external conditions, it is necessary to ensure the
reliability of application and engineering application. Combining the Hough transform with k-means clus-
tering, the Hough line detection threshold is set low, simplifying lines with the same features into one,
providing a new approach for corner detection.

3) The method proposed in this article for determining the optimal adaptive threshold by counting the
number of votes removes the error lines in the low threshold of the Hough transform and ensures that there
is no missed detection; Replace the original cluster centroid with an improved clustering centroid calculation
method as the basis for line fitting, Improved the accuracy of line fitting under the same lighting conditions
and its robustness under different uniform lighting conditions. The algorithm in this article has the best
detection performance under strong complementary light conditions. The average detection error within 0-2
pixels accounts for 97.1% and a recognition accuracy of 98.6%. The recognition success rate under different
lighting conditions is higher than 92.9%. This method is significantly superior to traditional linear detection
methods and meets the needs of automatic gripping of the boom.
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