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cooling. We model these scenarios using a thermal evolution model of the Moon that allows for production (by cratering)
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can be somewhat prolonged, lengthening the cooling time by 50% or more.
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Abstract

Anorthosites that comprise the bulk of the lunar crust are believed to have formed during
solidification of a Lunar Magma Ocean (LMO) in which these rocks would have floated to
the surface. This early flotation crust would have formed a thermal blanket over the remaining
LMO, prolonging solidification. Geochronology of lunar anorthosites indicates a long timescale
of LMO cooling, or re-melting and re-crystallization in one or more late events. To better
interpret this geochronology, we model LMO solidification in a scenario where the Moon

is being continuously bombarded by returning projectiles released from the Moon-forming
giant impact. More than one lunar mass of material escaped the Earth-Moon system onto
heliocentric orbits following the giant impact, much of it to come back on returning orbits

for a period of 100 Myr. If large enough, these projectiles would have punctured holes in the
nascent floatation crust of the Moon, exposing the LMO to space and causing more rapid
cooling. We model these scenarios using a thermal evolution model of the Moon that allows
for production (by cratering) and evolution (solidification and infill) of holes in the flotation
crust that insulates the LMO. For effective hole production, solidification of the magma

ocean can be significantly expedited, decreasing the cooling time by more than a factor of 5.
If hole production is inefficient, but shock conversion of projectile kinetic energy to thermal
energy is efficient, then LMO solidification can be somewhat prolonged, lengthening the
cooling time by 50% or more.

1 Introduction

The Moon likely coalesced from debris in the aftermath of a giant impact between
the proto-Earth and another planet-sized body [Daly, 1946; Hartmann and Davis, 1975;
Cameron and Ward, 1976]. This Giant Impact Model explains the high angular momentum
of the Earth—-Moon system, the iron depletion of the Moon relative to the Earth, and the
Moon’s volatile depletion [Wolf and Anders, 1980; Taylor et al., 2006a; Taylor and Wieczorek,
2014]. After several iterations, a Canonical Giant Impact Model of a low-velocity, glancing
impact by a Mars-sized body developed [see Canup, 2004, for a review]. In the Canonical
model, the Moon is predominantly composed of material from the impactor; however, recent
geochemical analyses show that the Earth and the Moon have nearly identical isotopic signatures
[e.g. Touboul et al., 2007; Spicuzza et al., 2007; Zhang et al., 2012]. As a result, several
works have proposed modifications to the Giant Impact Model to account for the isotopic
similarities [e.g. Pahlevan and Stevenson, 2007; Canup, 2012; Cuk and Stewart, 2012; Reufer
et al., 2012; Mastrobuono-Battisti et al., 2015; Cuk et al., 2016; Rufu et al., 2017]. Though
the Giant Impact Model will undoubtedly continue to be revised and improved, it still is the
accepted mechanism for the formation of the Moon [Asphaug, 2014; Barr, 2016].

1.1 Initial Thermal State of the Moon

The initial thermal state of a newly formed planet is primarily determined by how long
it takes to form and how efficient accretionary impacts are at depositing thermal energy.
Formation time is particularly important for two reasons. First, it will determine how much
of gravitational potential energy is thermally radiated away and how much is used to heat
constituent material. Second, it will determine if hot disk material will be accreted quickly
(e.g. silicate material in the debris disk were likely between 2,500 to 5,000 K after the Giant
Impact [Canup, 2004]). Thus, the Moon would have been initially molten if it accreted rapidly.
In that case, the debris would have been hot and the Moon’s gravitational binding energy,
which, per unit mass, is comparable to the latent heat of silicates [Pritchard and Stevenson,
2000], would have been used to melt constituent material. Though the Moon likely accreted
rapidly, accretionary models vary in their estimates as to how long the Moon took to acquire
the majority of its mass. For the Canonical model, that period is generally thought to be
between a month to a year [Ida et al., 1997; Kokubo et al., 2000a; Takeda and Ida, 2001].
Additionally, how efficient accretionary impacts are at depositing thermal energy is subject to
considerable uncertainty. Past works have assumed that a certain fraction of the accretion



energy was deposited into the planet as thermal energy [e.g. Kaula, 1979; Ransford and

Kaula, 1980; Squyres et al., 1988; Senshu et al., 2002; Merk and Prialnik, 2006]; however,

the temperature of the planet at the end of accretion is strongly dependent on those assumptions
[Stevenson et al., 1986]. Given these uncertainties, while dynamics suggests that an early
Lunar Magma Ocean (LMO) is likely, it is currently not possible to be definitive regarding

the initial thermal state of the Moon from a purely dynamical perspective.

An alternative, yet complementary, approach to characterizing the initial thermal state
of the Moon is by geochemical analyses of lunar samples. Early work on Apollo samples
found ferroan anorthosite (FAN) rock fragments [Wood et al., 1970a]. From that observation
it was inferred that the early lunar crust was made from anorthositic rocks that floated to
the surface of a LMO [Wood et al., 1970b]. Anorthosite rocks were buoyant due to the low
density of its primary mineral plagioclase feldspar. Recent reflectance spectral data are consistent
with this scenario since they show the presence of pure anorthosite on a large fraction of
the lunar surface [Yamamoto et al., 2012]. The europium (Eu) anomaly is further evidence
for a past LMO. Eu is drawn to plagioclase feldspar and as such is enriched in the lunar
crust and depleted in the mantle [Philpotts and Schnetzler, 1970; Wakita and Schmitt, 1970].
Additionally, incompatible KREEP elements (i.e. potassium [K], rare earth elements [REE],
and phosphorous [P]) that exists on the lunar surface are likely from residual liquid of the
LMO (i.e. ur-KREEP) [Warren and Wasson, 1979]. Some works have questioned the existence
of an LMO [e.g. Walker, 1983; Longhi and Ashwal, 1985; Longhi, 2003; Boyet and Carlson,
2007], but the amalgamation of evidence suggests that a LMO existed [for a review see Elkins-Tanton,
2012].

To understand the thermal evolution of the Moon, it is important to estimate the initial
depth of the LMO and the time that it took to solidify. The initial depth has been estimated
by starting with an estimate for the lunar crustal thickness and arguing that a LMO of a certain
initial composition (viz. Al,O3) needed to have been a particular depth to have produced
that crust by fractional crystallization [Warren, 1985; Yamamoto et al., 2012]. For that depth
estimate, it is assumed that a percentage of the crust is anorthositic. An additional assumption
is the fractionation of A/, O3 that went into various minerals that crystallized. Some works
have assumed that all of the Al,O3 went into forming plagioclase feldspar [e.g. Warren,
1985], while others have assumed that some of the Al,O3 also went into forming spinel
[Elkins-Tanton et al., 2011]. Due to the varying assumptions, the estimated LMO initial
depths range from 100 to 1000 km [Hodges and Kushiro, 1974; Walker et al., 1975; Solomon
and Chaiken, 1976; Solomon, 1980; Kirk and Stevenson, 1989; Elkins-Tanton et al., 2011;
Andrews-Hanna et al., 2013; Lin et al., 2017a]. Similarly, the solidification time also has
a range of estimates. For thermal models, it ranges from 10 to nearly 300 Myrs [Solomon
and Longhi, 1977; Minear, 1980; Meyer et al., 2010; Elkins-Tanton et al., 2011], while for
geochemical analyses, it ranges from about 100 to 254 Myrs [Nyquist et al., 1995; Rankenburg
et al., 2006; Boyet and Carlson, 2007; Nemchin et al., 2009]. To be consistent with the LMO
model, it is important that the solidification time of the LMO is comparable to the time span
of primordial lunar crustal ages. Yet, this does not seem to be the case. Recent work suggested
the LMO would have crystallized in 10 Myrs [Elkins-Tanton et al., 2011], which is much
faster than what is suggested by the range of crust sample ages of ~ 200 Myrs [Alibert et al.,
1994; Borg et al., 1999]. Further work is required to refine these ages to be consistent with
each other.

1.2 Re-impacting Debris

Recent work has shown that a substantial amount of debris (about 10?* kg or ~ 1.3
lunar masses) had sufficient speed to escape the Earth—-Moon system after the Moon forming
impact [Kokubo et al., 2000b,a; Marcus et al., 2009; Jackson and Wyatt, 2012]. That quantity
of escaping debris is for the Canonical model, which is a rather gentle impact with an impact
velocity only just above the escape velocity. For many of the newer, modified versions of
the Giant Impact Model, the giant impacts are more violent, thus they tend to produce more



escaping debris. Leinhardt and Stewart [2012] find that a typical giant impact releases around
3 to 5% of the colliding mass as debris, as compared to 1.6% for the Canonical model. For
this work, we are making a conservative estimate by assuming the quantity of debris is that

of the Canonical model.

While on heliocentric orbits, much of the debris would have subsequently re-impacted
onto both the Earth and the Moon [Daly, 1946; Jackson and Wyatt, 2012]. Jackson and
Wyatt [2012] found that within a million years after the giant impact, debris would have
accreted onto the Moon at an average rate of ~ 9 x 103 kg/yr (with 50% loss to collisional
grinding). Debris would have re-impacted the Moon while the LMO was solidifying. Impacts
could have significantly altered the cooling rate when the Moon had developed a conductive
lid (i.e. at the point of plagioclase stability). Impacts that punctured holes into a conductive
lid would have increased the thermal flux by exposing magma that used to be thermally
insulated. A similar scenario is expected on Europa when impacts puncture holes into its ice
shell to expose liquid water beneath [Bauer and Cox, 2011]. Hartmann [1980] proposed that
early impacts should have pulverized the nascent floatation crust and they may have sped up
the LMO solidification; however, they did not quantify the LMO solidification time. Minear
[1980] and Davies [1982] both argued that impacts should have sped up LMO solidification;
however, their models were highly simplified.

1.3 Scope of this Work

In this work, we include the sustained bombardment of debris generated after the giant
impact with the thermal evolution of the LMO. We are primarily interested in how re-impacting
debris affects the thermal evolution of the LMO. For our work, we use a model that can
thermally evolve the LMO while producing and thermally evolving holes generated in the
lunar crust by re-impacting debris. In Section 2.1 we discuss numerical calculations of debris
evolution and in Section 2.2 we discuss the details of our thermal evolution code. In Section
3 we show our results. In Section 4 we discuss consistency of our results with lunar crust
sample ages, implications for the lunar surface and interior, and implications for the lunar
orbital evolution.

2 Methods

Since we were interested in the bulk, rather than spatially resolved, properties of the
LMO thermal evolution, for this work we use a 1-D spherically symmetric thermal model.
Following a similar procedure to Elkins-Tanton et al. [2011], we use minute volume segments
to iteratively solidify the modeled LMO and release the relevant energy through the modeled
Moon’s surface. Unlike previous work, here we consider the effect of re-impacting debris
on the solidification of the LMO. In Section 2.2 and in following subsections we discuss
the thermal evolution code in detail; however, we begin with Section 2.1 by discussing the
expected quantity and evolution of debris after the Moon forming impact.

2.1 Re-impacting Debris Evolution

As noted above, the Canonical Moon-forming impact results in the release of around
1.3 lunar masses of material onto heliocentric orbits [Jackson and Wyatt, 2012]. That mass
is comparable to the mass that remains in Earth orbit as the proto-lunar disk [e.g. Canup,
2004]. As it orbits the Sun this debris will encounter the terrestrial planets, especially Earth
since it by definition must begin on Earth-crossing orbits, and will be re-accreted over time.
Jackson and Wyatt [2012] conducted an extensive analysis of the dynamical evolution of the
heliocentric Moon-forming debris using N-body simulations. We utilize the results of an
improved N-body simulation that uses the same initial conditions and setup as Jackson and
Wyatt [2012] and the same MERCURY integrator [Chambers, 1999], but with an increased
number of debris particles (10°) and a longer integration time of 100 Myr rather than 10 Myr.



As described by Jackson and Wyatt [2012] it is not feasible to resolve the orbit of the
Moon in a long term dynamical simulation and as such the Earth and Moon are treated as a
single body. The debris accretion rate determined from the simulation is thus the accretion
rate onto the Earth-Moon system as a whole. To separate them we need to know the ratio
between the accretion rates for Earth and the Moon. Bandermann and Singer [1973] derive
an analytic relation for the accretion ratio between the Earth and Moon, which they give as

Ag _(RE)2 1 +u? 0
Av \Rw) 1B 40.045+u?

where Ag and Ay are the accretion rates for Earth and the Moon, Ry and Ry are the respective
radii, r is the Earth-Moon separation and u is the ratio of the relative velocity to the escape
velocity of Earth, vy /wg. Note that strictly this is a lower limit to the accretion ratio (or

an upper limit to the lunar accretion rate) since it ignores the effect of shadowing by Earth,

but this effect is small at all but the smallest Earth-Moon separations. The impact velocity,
Vimp» Of each impacting debris particle is provided by the N-body simulation and the relative

2 2

velocity is then just vel = {[vi,, = Wg.

In addition to the relative velocity that we can determine from the N-body simulation
the accretion ratio also depends on the Earth-Moon separation, which is an independent
parameter. Today the Earth-Moon separation is 60 Rg, however the Moon is migrating outwards
over time and would likely have formed near the Roche limit at around 3 Rg. The timeline
of the evolution of the lunar orbit is complicated however, especially at early times, and as
the Moon crossed orbital resonances it likely went through high-eccentricity periods that
further complicate the picture [e.g. Touma and Wisdom, 1998]. Furthermore, the thermal
state of the Moon and the rate of tidal evolution are somewhat coupled, as studied by Tian
et al. [2017], such that if we expect the thermal evolution of the Moon to change as a result
of re-impacting debris, this would also change the tidal evolution. Nonetheless, the Moon
likely reached a separation of 10 Rg quite rapidly [e.g. Touma and Wisdom, 1994; Touma and
Wisdom, 1998], and beyond this the accretion ratio changes fairly slowly (see Figure 1). As
such we use a constant Earth-Moon separation of 10 Rg as being relatively representative of
the early Moon. As shown in Figure 1 the difference between the accretion rates at 10 Rg and
60 R is very small and so the exact distance assumed is not very important.
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Figure 1. Mass accretion rate over time for the Earth (dark cyan and red lines) and the Moon (blue and
orange lines) for two populations of re-impacting debris based on the size of the largest debris (LD). On
the left is the accretion rate when the Moon is at a distance of 10 Earth radii and on the right when it is at a
distance of 60 Earth radii. An estimate for the accretion rate due to ‘background’ asteroidal impacts during

the proposed Late Heavy Bombardment [Ryder, 2002] is shown by a black dashed line for comparison.



While the N-body simulation in combination with Equation 1 provides us with the rate
at which the massless N-body debris particles strike the Moon, we need to convert this into a
mass accretion rate. Individual bodies in the disk of heliocentric debris will collide with one
another and gradually break up into ever smaller fragments until the resulting dust is small
enough (roughly 1 um) that it can be removed from the Solar System by radiation pressure.
To calculate an accurate mass accretion rate we must account for this evolution of the debris
through self-collision between debris fragments.

To compute the collisional evolution we use the code developed by Jackson et al. [2014],
which improves on that of Jackson and Wyatt [2012], accurately accounting for the initial
asymmetry in the debris disk and allowing the mass assigned to each N-body particle to
evolve individually. The collisional evolution is dependent on the size-distribution of the
debris fragments. The shape of the size-distribution is poorly constrained and so we follow
Jackson and Wyatt [2012] and Jackson et al. [2014] and make the assumption that the size-distribution
is a single power law such that the number of bodies with diameters between D and D + dD,
n(D)dD, is proportional to D~/2dD. This is the slope to which a self-similar collisional
cascade will relax over time [e.g. Dohnanyi, 1969; Tanaka et al., 1996]. Small fragments
will have short collisional lifetimes and thus will rapidly evolve towards collisional equilibrium,
where this slope will be a relatively accurate reflection of the reality [e.g. Wyatt et al., 2011].
Larger, longer lived fragments will evolve more slowly and so this assumption is less certain,
however we have no evidence to support a different distribution and this is the simplest assumption.

For a size distribution that is in collisional equilibrium the evolution of the mass in the
cascade is governed by the size of the largest fragments, since these are the longest lived,
meaning that as these largest bodies break up their mass is redistributed down the cascade
on timescales short compared with their lifetimes. Mass is ultimately lost from the cascade
once it reaches micron sizes at which point Solar radiation pressure is sufficient to blow
the dust out of the Solar System. This is a very useful property as it means that in addition
to the assumption of the shape of the size-distribution we need to make only one further
assumption, which is the size of the largest objects in the debris. In Figure 1 we show the
evolution of the mass accretion rate for two different values of the size of the largest object in
the debris, 500 km and 100 km. Smaller objects undergo collisional evolution more rapidly
and thus the distribution in which the largest object is 100 km in diameter loses mass faster
than that in which it is 500 km, resulting in lower accretion rates at later times. Jackson
and Wyatt [2012] argued that objects much larger than around 500 km are implausible for
the Moon-forming impact and chose this as their fiducial estimate of the size of the largest
objects. They noted however that the true size of the largest objects is highly uncertain and
tested a very wide range of values. As such we choose to use 100 km as the size of the largest
object in the debris for our study as a somewhat conservative estimate, but note that the
true value could be somewhat higher or lower. As we can see from Figure 1 this results
in an uncertainty of roughly one order of magnitude in the accretion rate at late times. It
is important though to note that while we have had to make these assumptions about the
size-distribution to determine the rate of collisional evolution of the debris this only feeds
into our work through the mass accretion rate, it does not influence any of the aspects of our
study.

2.2 Thermal Evolution Code

As stated earlier, there are many estimates for the initial LMO depth; however, no
geochemical modeling estimate has called for an entirely molten early Moon. Additionally,
Salmon and Canup [2012] have argued that a cold “parent body” (about 40% of lunar mass),
which would not have undergone intense bombardment, would have formed shortly after the
giant impact. Thus, here we assume that the Moon formed with a nearly solidified interior
and a molten exterior [e.g. Solomon, 1986]. We use a nominal LMO depth of 1000 km similar
to Elkins-Tanton et al. [2011] for our work and in Appendix C: we show that the LMO solidification
time is rather insensitive to the initial depth. We recognize that the Moon could have a liquid



outer core [Williams et al., 2014; Matsuyama et al., 2016]; however, provided it is not undergoing
significant solidification (and attendant heat loss), that should be inconsequential to the LMO’s
overall thermal evolution. We also ignore the lunar core formation (differentiation) process

since Solomon [1980] showed that it only raised the average temperature of the Moon by

10 K.

Unlike, for example, Minear and Fletcher [1978] and Elkins-Tanton et al. [2011], we
did not explicitly model the geochemical crystallization of the LMO. We are interested in
how re-impacts affected the bulk thermal properties of the LMO (e.g. its overall solidification
time), rather than the geochemical internal structure of the Moon. This choice simplified
the code and made it faster, which allowed us to explore a wider parameter space to better
understand the effect of re-impacts. This is further justified by Minear and Fletcher [1978],
who found that the LMO solidification time is mainly dependent on the mode of heat transportation,
crust thermal conductivity, and final crustal thickness. A limitation of not modeling the
geochemical crystallization process is that there is not a natural prescription for what fraction
of the solidified material should sink or float. To approximate how crystallizing material
would partition according to density, initially, for each iterative step, all material that solidified
is assumed to be denser than the LMO and thus is added to the top of the solid interior. To
model floatation crust formation, when the LMO depth decreases to 100 km, instead of all
crystallizing material sinking to the interior, a fixed fraction (viz. 45%) is directed to the
surface to form crust. This is similar to Tian et al. [2017] who used a 40% fraction in the
final 110 km of the LMO with the crust beginning with a thickness of 5 km. We choose this
partitioning fraction to closely replicate the geochemical evolution in Elkins-Tanton et al.
[2011] and the current crustal thickness of the Moon [Wieczorek et al., 2013].

The initial LMO volume is divided up into a user defined number of equal segments.
Our Python code then iterates over these minute LMO volume segments. At each iteration,
the total energy released through the modeled surface is the sum of energy released due
to secular cooling and partial solidification of the LMO. The total energy is allowed to be
released both via direct thermal radiation (from a free magma surface) or conduction (through
an insulating layer of crust) depending on the surface conditions. Unlike Elkins-Tanton et al.
[2011], we do not assume that an early atmosphere would be capable of maintaining a free,
liquid surface to the LMO. Instead, we allow quench crust to form if the conditions are suitable
(see Section 2.2.1). Quench crust is a rapidly solidified layer of crust that is approximately
the same composition as the liquid magma. Therefore, in this work, the LMO cooling is
initially controlled by thermal conduction through the quench crust.

The temperature in the LMO is estimated by calculating the temperature at the solid-liquid
boundary at the base of the LMO and then using the adiabat slope to calculate the temperature
throughout the rest of the LMO. By definition, the temperature at the solid-liquid boundary
will be the solidus temperature of the LMO at the relevant depth/pressure. We use the same
solidus temperature equation (Equation 2) as in Elkins-Tanton et al. [2011]. The solidus
temperature (in Kelvin) is given by

4.4
0.2L +0.01°
where r is the radial position from the Moon’s center in km and L is the remaining liquid
fraction of the LMO ranging from 1 to 0. The surface temperature is calculated self-consistently

by equating the conductive flux through the crust to the radiative flux on the surface as given
by

To(r) = (— 1.3714 x 10_4)r2 —0.1724r +2134.15 — )

Tpe — T,
chccc(%) = 60—(Tt4c - Te4)’ 3)

where «. is the thermal diffusivity of the crust, p. is the density of the crust, c. is the specific
heat capacity of the crust, 7Tj. and 7}, are the temperatures at the bottom and at the top of the
crust respectively, d,. is the crustal thickness, € is the emissivity, o is the Stefan—Boltzmann
constant, 7, is the equilibrium temperature of the surface in the absence of internal heat
sources, and we assume that the material properties of the crust are indepedent of depth



and temperature. At each iterative step, we solve for the surface temperature (i.e. T;.) that
equates the conductive and radiative fluxes.

Whether quench or floatation crust is present on the surface, the simple conductive
energy release is complicated by re-impacting debris, which may puncture holes into the
crust. At each iteration, we consider the area of holes that are punctured by impacts (see
Section 2.2.2). We calculate the equilibrium quench crust that would form in a particular
hole and we account for the increased conductive flux (due to the thin layer of quench) in
the energy release calculations. The surface temperature (as given by Equation 3) and the
heat flux from the surface are thus not calculated on a global basis, but on a local basis to
account for the varying thickness of the crust. The total rate of heat loss is then determined
by multiplying the fluxes by the relevant areas.

Since we use increments of constant volume rather than constant time, it is necessary
to calculate the time taken for each volume increment to solidify, which is simply the energy
that must be released in that step divided by the net heat flux at the lunar surface. Note that
the quantity of material accreted, and thus the area of holes produced during the solidification
of a volume increment is dependent on the time taken, but that the area of holes produced
will also influence the time taken. As such within the calculation for each volume increment
an iteration is required to ensure consistency. While this adds to the computational cost
of each volume increment calculation it converges quickly and the very large variation in
solidification rates over a complete run makes this preferable to using increments of constant
time.

The iteration is terminated when 1% by volume of the initial LMO remains. Previous
work, such as Elkins-Tanton et al. [2011], typically stop their calculations at that point since
the remaining liquid consists of incompatible elements and is proposed to be the ur-KREEP
layer (i.e. the hypothesized source region of KREEP elements on the lunar surface) [Warren
and Wasson, 1979]. We list the nominal values for the relevant parameters used for these
calculations in Table 1.

During the thermal evolution of the LMO, it is likely that it had additional heat sources
due to some or all of the following: secular cooling of the core [e.g. Konrad and Spohn,
1997], radiogenic heating [e.g. Meyer et al., 2010; Elkins-Tanton et al., 2011], and tidal
heating [Meyer et al., 2010; Chen and Nimmo, 2016]. In this work, we do not explicitly
consider individual heat sources but we allow for additional energy to be added to the LMO
during its thermal evolution (see Section 4.1).

2.2.1 Quench Crust

Quench crust at the early stage of the LMO’s thermal evolution has been considered
inconsistently, with some works having included it [e.g. Minear, 1980], while others having
disregarded it [e.g. Elkins-Tanton et al., 2011]. Besides the Moon quench crust has also been
considered for Mercury [Riner et al., 2009], which may have also had a floatation crust form
from a magma ocean [Vander Kaaden and McCubbin, 2015].

The choice of whether or not to include quench crust will influence the LMO solidification
time. Since a quench crust adds a conductive layer to the surface of the LMO it will reduce
the heat flow out of the LMO and so increase the solidification time. In the absence of impacts
the question of quench crust affects only the early phase of LMO cooling before the formation
of floatation crust begins. While the length of this early phase can be affected considerably
by the presence or absence of quench crust, it is always a small fraction of the total solidification
time, as discussed in Section 3.2 and so the influence on the total solidification time is negligible.
When impacts are included the question of quench crust comes into play in the floatation
crust phase as well, since our impacts punch through to the LMO and a hole that is covered
by a layer of quench crust will have a reduced influence on the cooling rate compared to



Table 1.

Nominal Parameter Values

Symbol Value Units  Description Reference
Sa 1.5%x 1074 K/m Adiabat Slope Zhang et al. [2013]
dmn 1000 km LMO Initial Depth Elkins-Tanton et al. [2011]
dy 100 km Floatation Crust Elkins-Tanton et al. [2011]
Formation Depth
Iy 0.45 - Floatation Crust Partition Set to match lunar crustal
Fraction thickness
Zm 1% - Residual LMO Warren and Wasson [1979]
Hy 4.187 x 10° Jikg LMO Heat of Fusion Elkins-Tanton et al. [2007];
Piskorz et al. [2014]
Oy 3x 107 1/K LMO Thermal Expansion Elkins-Tanton et al. [2007]
Coeflicient
N 103 Pa-s  LMO Dynamic Viscosity  Bottinga and Weill [1972]
Pm 3.0 g/cm3 LMO Density Meyer et al. [2010]
Pe 2.7 g/cm®  Crust Density Gast and Giuli [1972]
Pq 2.7 g/cm®  Quench Density Set equal to crust value for
quench floatation
Cm» Ces Cg 1256.1 J/kg - K LMO, Crust & Quench Elkins-Tanton et al. [2007];
Specific Heat Capacity Eppelbaum et al. [2014]
Kms Kes Kg 1076 m?/s  LMO, Crust & Quench Elkins-Tanton et al. [2007];
Thermal Diffusivity Eppelbaum et al. [2014]
dy 10 m Maximum Quench Rathbun et al. [2002];
Thickness Matson et al. [2006]
Tonelr 1000 K Quench Melting Eppelbaum et al. [2014]
Temperature
T, 250 K Equilibrium Radiative Approximate lunar
Temperature equilibrium temperature
without an atmosphere
€ 1.0 - Emissivity Idealized perfect emitter
ag 1.6 m/s? Acceleration Due to Approximate surface value

Gravity




a hole in which magma is directly exposed. As such considering quench crust gives us a
conservative estimate of the influence of hole production.

We argue that quench crust could have been present for two reasons. First, we compare
the convective flux from the LMO to the radiative flux from the surface. If the LMO radiated
directly to space with a surface temperature > 1000 K and an equilibrium temperature of
250 K, convection would not be able to deliver heat to the top of the LMO fast enough to
balance the rate of heat loss by thermal radiation. As such, quench crust would form on the
surface. This can be shown using the Nusselt number (Nu), which is the ratio of convective
and conductive heat fluxes and is given by

Nu:a-Raﬁ, “)

where a and S8 are constants. We use a = 0.124 and S = 0.309 from experimental work by
Niemela et al. [2000] (see Appendix A: for additional details). Ra is the Rayleigh number,
which is given by
3
R = Qg * Pm * Uy - AT dm’ 5)
Mm * Km
where a, is acceleration due to gravity, p,, is the density of the LMO, a,, is the thermal
expansion coefficient of the LMO, AT is the temperature difference, d,,, is the depth of the
LMO, 7, is the dynamic viscosity of the LMO, and «,, is the thermal diffusivity of the LMO.
Using an initial AT of 150 K (adiabatic temperature change over 1000 km from the base
of the LMO to the base of the quench crust) along with nominal values from Table 1, Ra
is approximately 2 X 10?2 and in turn, Nu is approximately 10° (note that as discussed in
Appendix A: this is subject to a fair degree of uncertainty). The conductive heat flux of the
LMO is given by

Tonp — T

dm
where «,, is the thermal diffusivity of the LMO, p,, is the density of the LMO, c,, is the
specific heat capacity of the LMO, T,,,;, and T,,,; are the temperatures at the bottom and at
the top of the LMO respectively, and d,, is the thickness of the LMO. Using our nominal
values along with initial values for 7}, equal to 1912 K (the solidus temperature at the initial
solid-liquid boundary) and 7,,,; equal to 1400 K (the solidus temperature at the top of the
LMO initially, which we thus expect to be the temperature at the base of the quench layer),
the conductive flux is equal to ~ 2 X 10~ W/m?. By using Nu, we calculate the convective
flux to equal ~ 2x10° W/m?. This is about two orders of magnitude smaller than the radiative
flux of a surface with a temperature of 1400 K and an equilibrium temperature of 250 K
(i.e. ~ 10° W/m?). Therefore, a substantial atmosphere would be required to decrease the
radiative flux from the surface and thus to prevent quench crust formation.

(6)

m —
Fcond = KmPmCm

We will now consider the plausibility of a thick early lunar atmosphere. It is possible
that an early lunar atmosphere was generated by vapor outgassed by the LMO and/or water
released by impacts. That was likely the case for the Earth, where an early steam atmosphere
may have kept the surface from rapidly solidifying (i.e. forming quench crust) [Abe and
Matsui, 1986]. The Moon, however, is depleted in volatiles relative to Earth [Taylor and
Wieczorek, 2014], and being less massive has a significantly larger surface area to mass
ratio such that any atmosphere will be spread more thinly. Furthermore, the Moon formed at
approximately the Roche limit [Canup, 2004]. Thus, any initial atmosphere would have been
highly susceptible to Roche lobe overflow [e.g. Repetto and Nelemans, 2014], especially
considering the large scale height a hot early lunar atmosphere would have had. There are
also other depletion mechanisms to consider including hydrodynamic escape [e.g. Pepin,
1991], impact removal [e.g. Melosh and Vickery, 1989] and charged particle interactions
[e.g. Luhmann et al., 1992]. Thus, it seems unlikely that the Moon was able to retain a substantial
atmosphere for at least 1,000 years (the approximate time required to start forming floatation
crust according to Elkins-Tanton et al. [2011]). As such, we consider quench crust to have
been present atop the LMO.
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We use the work of Matson et al. [2006] for Loki Patera on Io as a model for quench
crust formation and evolution. Their model considered Loki Patera to be a silicate ‘magma
sea’ that is large enough to have negligible shore influence and deep enough to ignore floor
effects. That model should be readily extensible to the LMO in which there were no shores
and which was deep. Matson et al. [2006] also argued that though material that solidifies
out of magma is generally denser than the magma itself and thus should sink [e.g. Walker
et al., 1980; Walker and Kiefer, 1985; Spera, 1992], solidified material should be buoyant
due to trapped volatiles until it grows to a certain maximum thickness. As solidified material
gets thicker, additional material would be solidifying at greater depths meaning that the
bubbles would be smaller and provide less buoyancy. As such Matson et al. [2006] argued at
greater than approximately 7 m thickness (for magma on Io), the solidified layer should sink.
Similarly, quench crust thicknesses have been estimated to be about 6 m for Hawaiian lava
lakes [Rathbun et al., 2002]. This suggests that maximum quench crust thickness in the order
of 10 m may be ubiquitous to silicate magmas on any planet. Hence, for our work, we allow
quench crust to grow up to a nominal maximum thickness of 10 m. If sufficient volatiles
are not incorporated into quench crust, quench crust should sink due to its higher density
compared to the LMO. That would make the previous discussions regarding the flux balance
and the early lunar atmosphere immaterial. While there are uncertainties regarding quench
crust, we will show below that it has nearly no effect on the overall LMO solidification time.

Equilibrium quench crust thickness is calculated by equating the convective heat flux
out of the LMO, the conductive heat flux through the quench crust, and the radiative flux
from the top of the quench crust. Once the convective heat flux of the LMO has been calculated,
we then calculate the temperature at the top of the quench crust by setting the convective heat
flux from the LMO equal to the radiative heat flux from the quench crust surface using

Fcr?)nv 4 174
th:( €T +Te) ’ )

where Ty, is the temperature on top of the quench crust, F}, , is the convective heat flux of
the LMO, and T is the equilibrium temperature of the atmosphere. T}, is usually close to the
radiative equilibrium temperature of 250 K. With the temperatures at the bottom and at the
top of the quench crust defined, the thickness of the quench crust can then be calculated by
setting the conductive flux through the crust equal to the convective flux of the LMO as given
by
Tnerr — th

FC”:)I’LV ’
where d,; is the thickness of the quench crust, «, is the thermal diffusivity of quench crust,
pg is the density of quench crust, ¢, is the specific heat capacity of quench crust, and T,
is the melting temperature of quench crust (set to 1000 K). As stated earlier, at the start of
LMO solidification we calculate the convective flux to equal ~ 2x 10° W/m?. Additionally, at
the point when floatation crust starts to form, the convective flux is equal to ~ 1 x 10> W/m?.

®)

dg = KqpgCq

Quench crust growth rate may be quantified using the Stefan problem. However, since
our timesteps are larger than the time required to form quench crust, we do not explicitly
calculate quench growth at each iteration. Additionally, as stated above an early lunar atmosphere
may have affected quench crust stability. Though we do not explicitly model an early lunar
atmosphere, our formulation is sufficiently general to indirectly mimic an atmosphere (using
emissivity and equilibrium radiative temperature).

2.2.2 Incorporating Re-impacts

At each iterative step, our code looks up the mass of debris that impacted onto the
Moon during that timestep using the results mentioned in Section 2.1. As stated there, the
mass of debris can be accurately quantified; however, the size distribution of the impactors is
difficult to estimate due to the lack of constraints. In addition, even if a certain size distribution
is assumed, it is unclear how hole diameter is related to the size and the velocity of an impactor.
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The diameter of a hole is also likely dependent on the crustal thickness and the strength
of the crust, with both changing over time. As such, rather than attempting to model the
production of individual holes at each timestep, we utilize a conversion factor, k, which is
defined so that

Mimp(tstep)

r ; (€))

Ah()les (tstep) =

where Apojes(tsiep) is area of holes produced on the surface during a certain timestep
and M (tsrep) is impacting mass during that same timestep. Thus, k has units of kg/m?.
This method allows us to characterize bulk properties of the thermal evolution of the LMO
without making assumptions about the impactor size or velocity distributions or the process
of hole production.

Very small values of k are unrealistic. For instance if k = 103 kg/mz, that would
mean that ~ 4 - 10'6 kg of accreted mass (equivalent to a ~ 30 km object with a density of
3 g/lem®) would produce an area of holes that is equivalent to the surface area of the Moon.
For the lowest k value used in this work (i.e. k = 10° kg/m?), ~ 4 - 10'® kg of accreted
mass would produce an area of holes equal to about 1% of the lunar surface area or a single
hole with a radius of about 360 km. For this example, if the crustal thickness was 4 km, it
means that impacting material is able to displace crustal mass about two orders of magnitude
more than its own mass. On the other hand, larger values of £ means that, though the Moon
is accreting mass by impacts, the conditions are such that few to no holes are produced,
with the no holes case represented by the limit where k — oo. This could be due to small
impactors, low-velocity impactors, a thick crust, and/or a high strength crust. For our largest
k value extremum we use k = 10° kg/m”. In this case, only a small area of holes, equivalent
to a single hole with a radius ~ 4 km, is produced by our hypothetical 30 km impactor, which
is again an unlikely scenario. To estimate what might be typical values, we notice that the
final lunar crust is around 45 km thick, and so thicknesses of around 10 km will be typical
during LMO solidification. It seems reasonable to expect that a 10 km impactor could produce
a hole of at least 10 km diameter in 10 km thick crust, which would correspond to k ~ 107 kg/m?.
As such, our lower and upper bounds cover the range between a very intense bombardment
that produces large hole areas and a very feeble bombardment that produces small hole areas,
while we expect that values of k around 107 kg/m? may be typical. As a caveat we note that
we should expect the value of k to vary with time. We would expect the increase in crust
thickness over time to result in an increase in k, however the typical impact velocities also
increase over time, which we would expect to decrease k. We expect that the increasing
crustal thickness will win out, but the exact behaviour we should expect of k over time is
not clear.

2.2.3 Distribution and Redistribution of Crustal Material

Though we do not explicitly model individual impacts, there are certain physical effects
that need to be implemented in the code to make the calculations realistic. One such effect is
to allow holes to be closed naturally by newly formed floatation crust. This is implemented
by dividing newly formed floatation crust material between existing crust and holes. For the
majority of this work the division is simply according to the surface area covered by each,
such that we can envisage plagioclase rising globally uniformly and joining the base of the
existing crust, or filling in the holes. In Section 3.4 however, we investigate the effect of
concentrating the newly formed crust into the holes.

The other effects that need to be considered are allowing impacts to occur in both
non-impacted and previously impacted areas of the Moon and the conservation of crustal
material. To account for allowing impacts in both non-impacted areas and previously impacted
areas, when a new hole area is generated it is divided between areas that do and do not contain
holes according to the surface area of the Moon covered by each so that a uniform probability
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of impact at any point on the lunar surface is maintained. To ensure conservation of crustal
material, when new hole area is generated the volume of crust removed from the new holes is
spread uniformly across the remainder of the lunar surface. While for any individual impact
basin it would be expected that the ejecta would be concentrated nearby, as we described
previously our hole areas do not correspond to individual geographically localized holes, but
rather to the global hole area generated during one timestep. To ensure that we capture the
infilling of the holes accurately rather than the surface simply being divided between ‘hole’
and ‘not-hole’ we track each newly generated area of holes individually after it is created.

3 Results
3.1 Surface Area with Holes

In Figure 2 we show the effect of k on the percentage of the Moon’s surface that has
been impacted at the end of the iteration. For large values of k (~ 10° kg/m?), the percentage
of the Moon with holes is close to zero and when k is small (< 10 kg/m?), nearly all of
the Moon’s surface had holes after the LMO solidified. Since both newly formed crustal
material and crustal material removed from newly formed holes are distributed equally across
the lunar surface, the crust thickness of holes will not catch up to the crustal thickness of
non-impacted areas. Therefore, holes should theoretically be identifiable at the end of the
LMO solidification since their crustal thicknesses will be less than non-impacted areas. In
Figure 2 we show results for two populations of debris, one with the largest object being
100 km in size (our nominal case) and one with the largest object being 500 km in size. For
the 500 km case, the bombardment intensity does not decrease as rapidly as for the 100 km
case (as shown in Figure 1), and as such, for a given k value, the 500 km case produces more
holes. The runs for the various values of k had different numbers of volume segments to
ensure convergence, as described in Appendix B: .

In Figure 3 we show the cumulative lunar surface area as a function of crustal thickness
for different k values at the end of the iteration. When £ is large, nearly all of the lunar surface
consist of crust that is approximately the present mean lunar crustal thickness (~ 45 km),
as expected since in the absence of disturbances from hole production crust formation will
proceed uniformly. For lower k values, there is more of a distribution of crustal thicknesses.
As a comparison we also show on Figure 3 Models 1 and 3 from Wieczorek et al. [2013],
who used gravity data from the Gravity Recovery and Interior Laboratory (GRAIL) mission
to produce improved lunar crustal thickness models. Both of these models assume a constant
porosity of 12 percent throughout the lunar crust, but differ in the crustal thickness constraints
used for the Apollo 12 and Apollo 14 landing sites (30 km for Model 1 and 38 km for Model
3), yielding mean crustal thicknesses of 34 km for Model 1 and 43 km for Model 3. While
not a perfect match the Wieczorek et al. [2013] models lie closest to the curve for k = 107 kg/mz.
An exact match between the Wieczorek et al. [2013] models and our distributions is not
expected since our crustal thicknesses are those at the end of crust formation, and will be
modified by billions of years of subsequent impact bombardment. Nonetheless the similarities
between our distributions and the Wieczorek et al. [2013] models suggest that some of the
variation in crustal thicknesses may have already been in place very early in lunar history. It
is also reassuring that the greatest similarity is evident for k ~ 107 kg/m” since we noted in
Section 2.2.2 that this may be a typical value for k.

3.2 Lunar Magma Ocean Solidification Time

In Figure 4 we show the fraction of the magma ocean remaining as a function of time
for conditions matching those used by Elkins-Tanton et al. [2011], i.e. a 25 K equilibrium
radiative temperature, which we refer to as the EBY 11 cooling model. We find a similar,
but slightly longer solidification time of 26 Myr for these conditions, compared with the
~ 10 Myr found by Elkins-Tanton et al. [2011]. This difference is likely for of two reasons.
Firstly, we did not explicitly model the fractional crystallization process like they do in their
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Figure 2. Surface area of the Moon that has holes at the end of the iteration as a function of k. Cases where
the largest debris is 100 km in size is shown with closed orange squares, while cases where the largest debris

is 500 km in size is shown with open blue circles.

work. Secondly, here we assumed that the surface was conductive as soon as floatation crust
started to form, rather than after 5 km of floatation crust had formed in their work. Nevertheless,
the difference in solidification time is only a factor of ~ 2-3, thus it reassures us that we

are capturing the broad characteristics of the cooling process and that we can realistically
explore the effect of re-impacts on the cooling process. Elkins-Tanton et al. [2011] does

not consider quench crust, rather keeping the liquid surface of the magma ocean exposed

to space until plagioclase formation begins. For the solid blue curve in Figure 4 we turn off
the quench crust to replicate the fast early phase of Elkins-Tanton et al. [2011] in which the
first 80% of the LMO solidifies, which here we find takes around 100 years. Though quench
crust does not significantly alter the overall solidification time of the LMO, it prolongs the
early, rapid cooling phase by ~ 10* years, as shown by the dashed orange curve in Figure 4.

In Figure 5 we show lunar crustal thickness over time as a function of k. As k is reduced,
the time taken for the completion of crust formation (and solidification of the LMO) decreases
substantially, from ~ 32 Myr at k > 10° kg/m? to only ~ 5 Myr at k = 10 kg/m?. For
k 2 10° kg/m?, the crust evolves as essentially identically to there being no holes generated
by re-impacting debris. Nominally the number of volume segments used was 10°; however,
for k = 10% kg/m? and k = 10° kg/m? more volume segments (3x10° and 6x10° respectively)
were used for convergence as noted above. Note that the difference between the 32 Myr
here for large k values and the 26 Myr for the EBY 11 model is due to the change from an
equilibrium temperature of 25 K for the EBY 11 model to our nominal equilibrium temperature
of 250K.

3.3 Kinetic Energy Imparted by Re-impacting Debris

As mentioned in Section 2.1, re-impacting debris will not only produce holes in the
lunar crust but they will also impart thermal energy due to their kinetic energy (see Figure
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6). Thus far we have only considered the effect of re-impacting debris producing holes.

In Figure 7 we show the variation of the LMO solidification time as a result of different
assumptions regarding the efficiency by which the impactors’ kinetic energy is converted to
thermal energy. We define that efficiency, Ax g, to range from 1 (all of the kinetic energy is
converted to thermal energy) to 0 (none of the kinetic energy is converted to thermal energy).
Note that in reality Ax g should never be exactly 1 since some energy is required to open the
hole itself, however it is unclear how much of the kinetic energy would be required for hole
opening and so we use 0 and 1 as the extreme possibilities.

When kinetic energy is not considered, the effect of re-impacting debris is to reduce
the LMO solidification time from ~ 32 Myr (k = 10° kg/m?) to ~ 5 Myr (k = 10° kg/m?).
Interestingly, when we consider both hole production and thermal energy impartment by
re-impacting debris, the LMO solidification time may be longer or shorter than the no impacts
solidification time (i.e. ~ 32 Myr). If fewer holes are produced (i.e. k > 107 kg/m?) and
impacts are efficient at delivering thermal energy (i.e. Axg > 0.5), the LMO solidification
time is greater than its value when impacts are not considered. On the other hand, regardless
of Ax g, if impacts generate a larger number of holes (i.e. k < 3 x 10° kg/m?), the LMO
solidification time is less than its value when impacts are not considered. Thus, there are
particular values of k and Ak g that balance the increased amount of heat out due to holes
and the additional heat input due to the kinetic energy of impacts. This would mean that for
those values of k and Ak g, the LMO solidification time would be the same, with or without
impacts.

The number of volume segments used for the different values of k are the same as
mentioned early. However, for Agr = 1, k = 3 x 10® kg/m? required 5 x 10° volume segments
and k = 10 kg/m? required 6 x 10° volume segments for convergence. For Agr = 0.5,

k =3 x 10% kg/m? required 5 x 10° volume segments, k = 10° kg/m? required 7 x 10°
volume segments, and k = 3 x 10° kg/m? required 10° volume segments. The larger number
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of segments required is a result of the increased amount of heat that must be lost from the
LMO when impactor kinetic energy is considered.
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Figure 6. Energy accretion rate over time for the Earth (dark cyan and red lines) and the Moon (blue and
orange lines) for two populations of re-impacting debris based on the size of the largest debris (LD). The

Moon is at a distance of 10 Earth radii.

3.4 Concentrating Floatation Crust into Holes

So far we evenly divided newly formed floatation crust between existing crust and

holes according to the surface area covered by each. There are a number of reasons we might
expect that more of the newly formed plagioclase would be drawn to the holes, however. Due

to the increased thermal flux from the holes it is likely that convective upwellings would be
located beneath them, which could concentrate new floatation crust into the holes. Additionally,
in much the same way as a ball will tend to roll down a hill, since the holes represent highs in
the topography of the base of the crust bouyant material will tend to roll towards the holes.

We can define the fraction of newly formed floatation crust that is directed into the holes as

Choles = feAholes /AMoon’ (10)

where Apgles iS the area covered by holes, Apoon iS the total surface area of the Moon and we
introduce the enhancement factor, f,. Our nominal case has an enhancement factor (f,) of 1,
such that equal amounts of new floatation crust per unit area go to both the holes and the rest
of the crust, but we can vary f, to force more floatation crust into the holes. Note that Cpjes
is limited to be at most 1, since at that point all newly formed crust is being directed into the
holes, and this effectively puts a limit on f,, especially when the area covered by holes is
large. Using our nominal values with k = 107 kg/m? and f, = 1, the LMO solidification time
is ~ 21 Myr. LMO solidification time increases to ~ 27 Myr and ~ 29 Myr for f, = 3 and

fe = 10 respectively, with even higher f, values producing results that are very similar to the
fe =10 case.

Another outcome of interest is the surface area of the Moon that has holes at the end
of the iteration. Holes are considered closed when their crustal thickness is equal to the
non-impacted crustal thickness. Thus, in our nominal case, holes do not close since their
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crustal thicknesses will always be less than the non-impacted crustal thickness. If holes

acquire an enhanced amount of floatation crust, they will close and thus reduce the area of

the Moon that has holes at the end of the iteration. That area is 34% for our nominal case,

while it is 3% and 0.7% when f, = 3 and f, = 10 respectively. Though floatation crust enhancement
has a significant effect on the surface area of holes; overall, it has little effect on the LMO
solidification time.

4 Discussion
4.1 Reconciling Crust Sample Ages with the Magma Ocean Solidification Time

The LMO model predicts that the ages of the primordial lunar crust will be determined
by the LMO solidification time. Assuming that lunar crustal ages have not been reset, the
crust that formed from the floating anorthosite rocks should have an age that decreases with
increasing depth below the surface. We would expect the age difference between the top and
bottom layers of the crust should approximately be the time that it took for the last 20% of
the LMO to solidify. Age dating of lunar FAN samples have implied that the LMO may have
taken over 200 Myr to solidify [Alibert et al., 1994; Borg et al., 1999]. However, geochemical
modeling work by Elkins-Tanton et al. [2011] showed that the LMO should have taken about
10 Myr to solidify, and we find a maximum solidification time of around 50 Myr with the
probably somewhat unrealistic scenario of minimal hole puncturing and maximal impact
energy deposition. Therefore, there is a discrepancy between the lunar crust sample ages and
cooling models of the LMO. The reasons for this discrepancy may be due to one or both of
the following: misinterpretation of lunar crust sample ages or the presence of additional heat
sources for the LMO. We will discuss each of these in turn.
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4.1.1 Lunar crustal age dating

It is possible that the primordial lunar crustal ages do not actually span 200 Myr. As
discussed by Borg et al. [2011], some FAN samples, such as sample 60025 with an age of
4.360 + 0.003 Gya, may have recorded more recent melting events rather than the formation
time of the primordial lunar crust. If this is the case, then samples with older ages such as
samples 67016¢ (4.53 + 0.12 Gya, Shirley 1983), 67075 (4.47 + 0.07 Gya, Nyquist et al.
2010), and Y-86032 (4.43 + 0.03 Gya, Nyquist et al. 2006) may have recorded the crystallization
time of the primordial crust, while the younger samples may have recorded more recent
re-melting events. These melting evens may be due to both ‘background’ asteroidal impacts
[Nyquist et al., 2006; Rolf et al., 2017] and re-impacting debris [Taylor et al., 1993]. Evidence
to the recrystallization of some parts of the lunar crust is given by both Ogawa et al. [2011]
and Yamamoto et al. [2015] who argue that high-calcium pyroxene material near young lunar
craters was due to re-differentiation of the primordial anorthosite crust due to impacts.

To help elucidate these ages, it may be possible to delineate ages by the crystallization
time of ur-KREEP material, which is estimated to have taken place at 4.368 + 0.029 Gya
[Gaffney and Borg, 2014; Borg et al., 2015]. If ur-KREEP is identified with the final, incompatible
remnant dregs of the LMO, the ur-KREEP crystallization time would represent an upper
limit to the LMO solidification time since it must have solidified after the rest of the LMO.
Hence, if we assume that the LMO solidification time is given by the difference between the
ages of the oldest crust samples and the time of ur-KREEP crystallization, the crust samples
would then indicate that the LMO solidification time was less than 160 Myr instead of 200 Myr.
Taking the ur-KREEP crystallization time as an upper limit to the LMO solidification time
improves the discrepancy between crustal age estimates and modelling, though it does not
remove it completely. That the ur-KREEP crystallization time is itself discrepant with some
of the measured crustal ages is however suggestive that some re-examination of crustal age
measurements may be in order.

4.1.2 Additional heat sources to the LMO

As mentioned in Section 2.2, additional heat sources would have likely influenced
the thermal evolution of the LMO. To explore this effect on the LMO, our code allows for
additional constant heating. We use that to estimate the effects of heat sources such as tidal
and radiogenic heating. Such heating is often approximately constant for the time interval we
are interested in [e.g. Meyer et al., 2010].

Using our nominal input parameter values, we varied this constant heating rate to see
the result on the LMO solidification time. In Figure 8 we show the solidification time as a
function of additional heating for the no impacts case and three impacts cases (with k = 10°,
10% & 107 kg/m?). For the no impacts case, a heat rate of about 2.3 x 10'> W is sufficient to
increase the LMO solidification time to about 200 Myrs. When impacts are included, higher
heat rates are required to increase the LMO solidification time to about 200 Myrs. For the
case where k = 107 kg/m?, the required heat rate is between 3.2 to 4.3x10'> W depending on
Ak . For the case where k < 10° kg/m? the required heat rate is more than 10'*> W. Note that
the response of the LMO solidification time to additional heating is non-linear, increasing
rapidly as the additional heating approaches the maximum rate at which the magma ocean
can lose heat.

We now want to compare the additional heating in Figure 8 with the heating we expect
from radiogenic heat sources, tides, and secular cooling of the core. The key radiogenic heat
sources for the early Moon are 2381y, 2357, 232Th and “°K. Since the Moon likely formed
~ 60 Myr after the formation of the solar system (with time-zero defined by the age of the
oldest Ca-Al-rich inclusions [CAISs)]) [Touboul et al., 2009], more energetic radiogenic heat
sources such as 26 Al would have been extinct due to their short half-lives. The abundance
of uranium and thorium in the lunar mantle is estimated as being between 1 and 2 times
that of Earth [e.g. Taylor et al., 2006a, and references therein], while potassium is depleted
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Figure 8. LMO solidification time as a function of additional constant heating. The without impacts case
is shown with orange circles. The with impacts and with Ax g = 0 cases are shown with filled markers: blue
triangles (k = 107 kg/mz), dark cyan diamonds (k = 100 kg/mz), and dark red squares (k = 109 kg/mz). The
corresponding Ax g = 1 cases are shown with unfilled markers. The impact rate decays inversely with time

beyond 100 Myr.
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by a factor of around 4-8 [e.g. O Neill, 1991; Taylor, 2014]. Extrapolating the present day
abundances back 4.5 Gyr and using the heating rates from Turcotte and Schubert [2014]
results in a radiogenic heating rate of around 1.5-3 TW for the early Moon. Unless hole
generation is low (high k) and conversion of impact kinetic energy high this suggests that
radiogenic heating alone is unlikely to be sufficient to extend the solidification time of the
LMO to ~200 Myr. Note that the shortest lived isotope (>*>U) has a lifetime of 700 Myr,
substantially longer than the timescales we are considering and so the fall in the radiogenic
heating rate during the solidification of the LMO is small. As we can see from Figure 8§ the
heating rates expected for radiogenic heating can only significantly influence the solidification
time when k is very large such that the effect of impacts is negligible, or moderate with very
efficient kinetic energy conversion. This suggests that radiogenic heating is unlikely to be
sufficient to extend the solidification time of the LMO to ~200 Myr.

Turning to tidal heating, Meyer et al. [2010] suggested that the typical tidal heating
rate is around 6 x 10'! W, lower than the roughly 10'> W they used for radiogenic heating.
Note that the ~200-300 Myr LMO solidification time obtained by Meyer et al. [2010] is
primarily due to their initially very hot and deep LMO (see Appendix C: ), which we find
unrealistic. This would not be sufficient to significantly increase the solidification time of the
LMO if impact generated holes play an important role. Calculations by Chen and Nimmo
[2016] however suggest larger typical tidal heating rates of ~ 4 — 8 x 10'> W. Tidal heating at
these rates would be sufficient to substantially extend LMO solidification provided that hole
production is moderate (k > 10° kg/m?). Tidal heating rates can be much higher than these
typical values when the lunar orbit passes through resonances [e.g. Touma and Wisdom,
1998], however these very high rates are short lived and occur early in the tidal evolution
of the Moon. Existing work thus suggests that tidal heating can only provide a large increase
to the LMO solidification time if hole generation is not too vigorous.

The remaining heating mechanism, secular cooling of the core, would not have been a
likely candidate for sufficient heating since it’s expected to have contributed 5 x 10'© W of
heating initially [Konrad and Spohn, 1997].

It is also relevant to compare our additional heating rates in Figure 8 with the impact
energy accretion rates in Figure 6. At earlier times the impact energy accretion rate is extremely
high, exceeding 10'® W in the first 100 years, however it drops rapidly over time, falling to
around 3 TW by 107 years and around 0.1 TW by 108 years. We can see this in Figure 8
since the Axg = 1 cases deviate substantially from the Axg = 1 over the first few tens of
Myr, but then run close to parallel.

When considering the lunar crust sample ages, a caveat is that those samples are likely
from the upper layers of the lunar crust. This means that we may be measuring time periods
that only partially cover the time that it took for the LMO to solidify. It may be possible to
obtain crust samples from the bottom of the crust by sampling certain impact craters, such as
Moscoviense and Crisium, which may have been excavated down to the mantle [ Wieczorek
et al., 2013]. However, such samples are unlikely to solve the discrepancy between the LMO
solidification times estimated by sample ages and those estimated by modeling work. A
partial sampling of the crust would mean that the estimates based on crust samples, which
are already much longer than estimates from modeling, should be even longer.

4.2 Implications for the Lunar Surface

Re-impacting debris may have affected the primordial lunar crust by shock heating it,
by puncturing holes into it, and by adding material onto it. While some of the changes to the
crust caused by re-impacting debris may not be detectable today (such as crustal thickness
variations due to refilled holes), there may be other effects that are recognizable. One potential
effect, resetting of crustal ages by impacts, has already been mentioned in the previous section
(Section 4.1). In the same manner, re-impacting debris may have produced feldspathic granulitic
impactites [Simonds et al., 1974; Warner et al., 1977] and granulitic noritic anorthosites
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[McLeod et al., 2016]. Re-impacting debris may have also aided the enrichment of *’Cl

in lunar samples due to the degassing of >3CI [Sharp et al., 2010; Boyce et al., 2015] by
breaching the primordial lunar crust [Barnes et al., 2016]. Another consequence of breaching
the crust is that quench crust would form in newly created holes. If the lunar surface was
saturated with holes (i.e. k < 10 kg/m?), at the completion of the LMO solidification
approximately ~ 1 x 10'® kg (0.02% of the lunar crust by mass) of quench crust would have
formed and been incorporated into the primordial lunar crust. Lastly, re-impacting debris
would have added material onto the lunar crust. As such, the early lunar crust should have
comprised of largely anorthosite rock with some debris component, which had a similar
composition to the original debris of the Moon-forming impact. We may assume that the
LMO solidified in 60 Myr based on the average age differences between four samples (i.e.
FAN sample 60025, norite samples 77215 and 78236/8, and troctolite sample 76535) that
met all five of the reliability criteria identified in Borg et al. [2015]. In that case, ~ 2x10'8 kg
of re-impacting debris (0.05% of the lunar crust by mass) would be added onto the crust

after the solidification of the LMO, which would be higher if the LMO solidified faster and if
some fraction of impacting material does not penetrate the crust, but remains on the surface.

4.3 Implications for the Lunar Interior and Orbital Evolution

Re-impacting debris that punctured holes in the crust would have made the LMO an
open magmatic system [e.g. O’Hara, 1977] and thus may have altered its geochemical evolution.
Periodically adding material that has the composition of the initial debris created during the
Moon-forming impact may have altered the fractional crystallization process of the LMO. In
our work, ~ 2 x 10%° kg of re-impacting debris would be added to the LMO. While this is a
small fraction (0.33%) of the initial LMO mass, addition of external material would become
more significant as the LMO mass decreases. Thus, future geochemical modeling should
allow for open system behavior to consider what effect it may have, both in the addition
of material from debris and in loss of volatiles through degassing. One possible result of
this may be the considerable variability of zinc in lunar anorthosite samples [Kato et al.,
2015]. Another may be the heterogeneous distribution of water in the lunar interior. If debris
stored and periodically added water to, or allowed it to be selectively degassed from, hole
regions it may explain the contradiction between works claiming the Moon to be hydrous
[Saal et al., 2008; Boyce et al., 2010; McCubbin et al., 2010] and works claiming it to be
anhydrous [Taylor et al., 2006b; Sharp et al., 2010]. Importantly, water content also controls
the stability of plagioclase, with more water delaying plagioclase formation [Lin et al., 2017b].

As discussed in Section 4.1, tidal heating is not only a possible external heat source
for the LMO, but it may also be required to explain the range of lunar crust sample ages.
Tidal heating is largely dependent on the eccentricity and the semi-major axis of the lunar
orbit. Nonetheless, Tian et al. [2017] showed that the Moon’s initial tidal quality factor,

0, and rigidity along with how those values change over time are important to its orbital
evolution. Both Q and rigidity are linked to the internal structure of the moon, particularly
the fraction that is liquid. As such the thermal evolution and the orbital evolution of the
Moon are coupled. Previous work such as Meyer et al. [2010] and Chen and Nimmo [2016]
considered this coupling but they did not include the effect of re-impacting debris. Tides
may also affect the holes themselves by producing cracks along lines of maximum stress.
This should be more pronounced given that these surfaces are already weakened by impacts.
Thus, tidal stress may make holes larger and prolong their closure, which can be explored in
the future using finite element modeling.

5 Conclusions

The Moon likely formed after a giant impact. A large quantity of debris from that
impact escaped the Earth-Moon system and subsequently returned over a period of 100 Myr.
During that time, the Lunar Magma Ocean (LMO) would have been solidifying with an
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early quench crust, followed by an anorthositic crust on its surface. Re-impacting debris
would have affected the thermal evolution of the LMO by puncturing holes into the crust and
delivering thermal energy to the LMO. Holes that were produced would have increased the
thermal flux that was initially limited by the conductive crust. While that would have sped
up the solidification of the LMO, thermal energy imparted by impacts would have done the
reverse, to an extent that is not yet clear. By investigating a wide range of possible values for
the amount of hole generation and the efficiency of kinetic energy conversion by impacts,

we suggest LMO solidification times ranging from ~ 5 Myr to ~ 50 Myr at the extrema.
Given that the range of lunar crust sample ages may be 60 to 200 Myr, our lower estimates
for the LMO solidification time would require one or more additional heat sources (e.g.

tidal heating), potentially with very high heating rates to make the LMO solidification time
consistent with the range of lunar crust sample ages. At the higher end, with moderate hole
generation and efficient kinetic energy deposition, our work suggests that the amount of tidal
heating required to bring the LMO solidification time into concordance with lunar crust
sample ages may be less than previously thought, especially if the age span of samples that
truly date LMO solidification is closer to 60 Myr rather than 200 Myr. With our simple
model we have provided insight into how re-impacting debris influences the cooling time

of the LMO. Nonetheless, further work is still needed to integrate all aspects of the early
thermal evolution of the Moon, including geochemistry, re-impacting debris, tides and crustal
structure.
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A: Calculating the LMO Convective Flux

For this work we used the Nusselt number (Nu) to calculate the convective flux of the
LMO (Equation 4). Breuer and Moore [2015] suggest that depending on the convecting
layer’s geometry, mode of heating, and boundary conditions, a may range from 0.195 to
0.339 and 8 may range from 1/4 to 1/3. They also note that Equation 4 is only valid if the
change in viscosity in the convecting layer is small. We use @ = 0.124 and 8 = 0.309 from
experimental work by Niemela et al. [2000]. It is worth noting that Ra is typically ~ 10??
for the LMO, which is considerably higher that what is achievable by experiments. The
highest Ra experiments are also conducted with liquid helium [Niemela et al., 2000], which
is a rather different environment to the LMO. There is an alternative method of calculating
the convective heat flux. Neumann et al. [2014] and Monteux et al. [2016] used an effective
thermal conductivity for convection so that they could use the Fourier law formulation. It is
not clear whether this would lead to a more accurate estimate however and so we use the Nu
procedure stated above for this work.
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B: Convergence Tests

It is important to ensure that a sufficient number of volume segments (and equivalently
sufficiently small timesteps) is used such that our results are not dependent on the number
of volume segments used. In particular, since the mass added to the Moon during any given
numerical step is dependent on the timestep, too few volume segments (equivalently timesteps
that are too large) will generate very large holes. The conservation and redistribution of
crustal material will usually ensure that saturation, i.e. the total area of holes approaching the
surface area of the Moon, is appropriately handled. If, however, the area of holes added in
any time step is a large fraction of the surface area of the Moon there is a danger that this will
break down and cause the total area of holes to exceed the surface area of the Moon. Since
the conversion of impacting mass into hole area is governed by k the number of volume
segments required for convergence will also depend on k. Therefore, we conducted a number
of convergence tests by varying the impact intensity (i.e. k) and the number of volume segments
to find the minimum number of volume segments required. For all convergence tests we used
our nominal values listed in Table 1. Figure B.1 shows the LMO solidification time for our
convergence tests. Overall, the less intense the bombardment (i.e. higher k values which
produce smaller hole areas) the fewer volume segments that are needed for convergence, as
expected. When the largest debris is 100 km, for k¢ > 107 kg/m?, we find that 10° volume
segments is sufficient. For k = 10° kg/m? we find that 3 x 10° volume segments is sufficient
and for k = 10° kg/m? we find that 6 x 10° volume segments is sufficient. When the largest
debris is 500 km, for k > 107 kg/m? we find that 1.5 x 10° volume segments is sufficient and
for k = 10° kg/m? we find that 5 x 10’ volume segments is sufficient.
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Figure B.1. Convergence test of the LMO solidification time (on the left) for varying levels of impact
intensity (i.e. k) as a function of the number of volume segments. Shown on right is the difference between

a solidification time and the solidification time with the most volume segments for a particular set. Colored
markers and lines are used for the different k values. The filled markers and solid lines correspond to the case
when the largest debris (LD) is 100 km. The open markers and dashed lines correspond to the case when the
LD is 500 km. Black filled circles show the no impacts runs. Note that these are almost completely overlain
by the k = 10° kg/m2 points. The solid black line marks the 0% point and the dashed black line marks the

-2% point (the point at which a particular k value is considered converged).

C: Model Parameter Sensitivity

Although we use the nominal input parameter values listed in Table 1 for the majority
of our work, some of those parameters are subject to uncertainty. For example, estimates for
the percentage by volume of the LMO that has to be solidified prior to plagioclase stability
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vary from 60% to 80% [Longhi, 1980; Snyder et al., 1992; Elkins-Tanton et al., 2011; Lin

et al., 2017a]. Thus, it is important to evaluate the sensitivity of output parameters, particularly
the solidification time of the LMO, to variability of input parameters. In Figure C.1 we show
the change in LMO solidification time as a function of varying some of the model input
parameters (with the exception of k£ and the LMO dynamic viscosity). Dynamic viscosity

is not shown since it was varied over eight orders of magnitude.

Some input parameters have the same effect on the LMO solidification time whether
impacts are or are not included. Three parameters, the maximum thickness of quench crust,
the initial depth of the LMO, and emissivity have (nearly) no effect on the solidification
time in either case. The insensitivity of the solidification time to the initial LMO depth is
consistent with Solomon and Longhi [1977]. This implies that having precise values for
these three parameters is not vital. The equilibrium radiative temperature, depth at which
plagioclase formation begins, and the heat of fusion and heat capacity of the LMO all correlate
positively with the solidification time (i.e. increasing them increases the solidification time),
which is as expected. Increasing the equilibrium radiative temperature, and increasing the
depth at which plagioclase formation begins (which increases the final depth of the crust)
both act to slow down the release of thermal energy from the LMO. Increasing the heat of
fusion or the heat capacity of the LMO increases the total thermal energy that must be released
during the solidification process. On the other hand, the heat capacity of the crust is negatively
correlated with the solidification time. A higher heat capacity in the crust increases the conductive
flux through the crust, and so we would expect it to decrease the solidification time.

Other parameters have different effects on the LMO solidification time depending on
if there are impact generated holes or not. Dynamic viscosity and the melting temperature
of quench crust have no effect on the solidification time when there are no impacts; however,
when there are impacts dynamic viscosity is positively correlated and the melting temperature
is negatively correlated with the solidification time. When there are impacts, varying dynamic
viscosity from 1 to 10® Pa-s results in a -35% to 7% change in the solidification time. Lower
dynamic viscosity values would increase Ra, which through Nu would lead to a thinner quench
layer (see Section 2.2.1) and thus would decrease the solidification time by increasing the
thermal flux. Lower values of the melting temperature of quench crust will have the opposite
effect since it will reduce the conductive flux through quench crust by decreasing the temperature
at the bottom of quench crust (i.e. its melting temperature). The heat capacity of the quench
crust and the slope of the adiabat also have no effect on the solidification time when there are
no impacts but when there are impacts, they have a small correlation with the solidification
time. The positive correlation of the quench heat capacity arises for exactly the same reason
as the positive correlation with the heat capacity of the plagioclase floatation crust. On the
other hand, the negative correlation of the adiabat slope is due to smaller values reducing
the temperature difference between the bottom and top of the LMO and thus decreasing the
thermal flux out of the LMO.

From Figure C.1 we can see that the LMO solidification time is most sensitive to the
depth at which plagioclase starts to form and the heat capacity of the crust. This is consistent
with the work of Minear and Fletcher [1978]. As mentioned previously, there is a range
of estimated LMO depths at which plagioclase becomes stable. The depth could be about
our nominal value (i.e. 100 km) or as deep as 250 km [Longhi, 1980; Snyder et al., 1992;
Elkins-Tanton et al., 2011; Lin et al., 2017a]. Since we do not model the geochemistry, we
limit our variable change of the plagioclase stability depth since varying it significantly changes
the final crustal thickness. With or without impacts, when we set the depth to 70 km, the
final crustal thickness was 31 km and when we set the depth to 130 km, the final crustal
thickness was 58 km. It is plausible that the thickness of the primordial lunar crust was greater
than the average crustal thickness today. However, we do not explore that possibility in this
work. Overall, our results indicate that the LMO solidification is primarily governed by the
conductive flux through the crust, which is both a function of its thickness and its thermal
properties (i.e. specific heat capacity).
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