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fermentation. Here, we investigate mechanisms that may trigger pulsating fluid migration at depth and the resulting periodicity.

We set up a numerical model to simulate the migration of a deep constant fluid flow. To verify the model’s formulation to

solve complex fluid flows, we first simulate the morphology and amplitude of 2D thermal anomalies induced by buoyancy-driven

water flow within a fault zone. Then, we simulate the H2 gas flow along a 1-km draining fault, crosscut by a lower permeable

rock layer to investigate the conditions for which a pulsing system is generated from a deep control. For a constant incoming

flow of H2 at depth, persistent bursts at the surface only appear in the model if: (I) a permeability with an effective-stress

dependency is used, (II) a strong contrast of permeability exists between the different zones, (III) a sufficiently high value of

the initial effective stress state at the base of the low permeable layer exists, and (IV) the incoming and continuous fluid flow

of H2 at depth remains low enough so that the overpressure does not “open” instantly the low permeability layer. The typical

periodicity expected for this type of valve-fault control of H2 pulses at the surface is at a time scale of the order of 100 to 300
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Key points

• The pulsing flow of natural H2 along a fault is simulated with a numerical
model.

• The H2 pulses are generated in presence of contrasted stress-dependent
permeability zones at depth.

• The periodicity of the H2 pulses is of the order of several months.

Abstract. Pulsing seepages of native hydrogen (H2) have been observed at
the surface on several emitting structures. It is still unclear whether this H2
pulsed flux is controlled by deep migration processes, atmosphere/near-surface
interactions or by bacterial fermentation. Here, we investigate mechanisms that
may trigger pulsating fluid migration at depth and the resulting periodicity. We
set up a numerical model to simulate the migration of a deep constant fluid flow.
To verify the model’s formulation to solve complex fluid flows, we first simulate
the morphology and amplitude of 2D thermal anomalies induced by buoyancy-
driven water flow within a fault zone. Then, we simulate the H2 gas flow along
a 1-km draining fault, crosscut by a lower permeable rock layer to investigate
the conditions for which a pulsing system is generated from a deep control. For
a constant incoming flow of H2 at depth, persistent bursts at the surface only
appear in the model if: (I) a permeability with an effective-stress dependency
is used, (II) a strong contrast of permeability exists between the different zones,
(III) a sufficiently high value of the initial effective stress state at the base of
the low permeable layer exists, and (IV) the incoming and continuous fluid flow
of H2 at depth remains low enough so that the overpressure does not “open”
instantly the low permeability layer. The typical periodicity expected for this
type of valve-fault control of H2 pulses at the surface is at a time scale of the
order of 100 to 300 days.

Key words: Natural hydrogen, fluid migration, H2 pulses, fault-valve system,
numerical modeling
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1 Introduction
Continental gas seepages containing abnormally high concentrations of native
hydrogen (H2) can be observed at the surface, either in soil gases from several
emitting structures (e.g. “fairy circles”) or dissolved in water springs located
along deep and draining fault systems (e.g. Larin et al., 2015; Zgonnik et al.,
2015; Prinzhofer et al., 2019; Donzé et al., 2020b; Lefeuvre et al., 2021, 2022;
Frery et al., 2021). Provided that H2 is produced at depth, several geological
processes have been proposed for H2 generation, considering that some of them
may operate simultaneously (Truche et al., 2020). Among them, one can cite (I)
serpentinization of ultramafic rocks in ophiolitic complexes, komatiite and ul-
tramafic intrusions, mantle xenoliths (Beinlich et al., 2018), and more generally
rocks containing ferrous iron (Fe), (II) radiolysis of water during radioactive
decay of uranium (235U), thorium (228Th) and potassium (40K) in host rocks
(Lin et al., 2005), and (III) mantle and core degassing (Gilat & Vol, 2012).

Alteration processes involving hydration of ultrabasic rocks induce a density
decrease as the solid fraction expands at low confinement (Zheng et al., 2018).
In a confined system, expansion generates stress that can fracture the rock and
increase its porosity and permeability (Zhang et al., 2019) enabling H2 migra-
tion. Indeed, foliated serpentinite are often crosscut by veins that are frequently
folded and deformed, suggesting that hydrofracturing occurred synchronously
with a distributed deformation in the rock matrix (Tarling et al., 2019). This
overpressure development and hydrofracturing could be at the origin of swarms
of seismic events observed in the surrounding rock mass due to stress transfer,
which reactivates shear fractures. An enhanced seismic activity has been ob-
served at different H2-seeping locations. For example, the important seismic
activity to the south of the North Pyrenean Fault beneath the Mauléon Basin
(western Pyrenees) has been linked to possibly active serpentinization processes
related to a massive mantle body detected at shallow depth (< 10 km; Lefeuvre
et al., 2021, 2022). Souriau et al. (2014) interpret these earthquake clusters as
related to convective fluid circulation along the North Pyrenean Fault. Several
studies also interpret these seismicity patterns as the result of stress triggered
by fluid flow (e.g. Faulkner et al., 2010; Hainzl, 2004; Hardebeck, 2012). Re-
garding their temporal aspects, which could contribute to generate bursts of H2
emission at the surface, it appears that the seismic activity occurs with no clear
temporal periodicity over a time of 60 years in the Pyrenees (Sylvander et al.
2021). The seismic activity of other serpentinization contexts is characterized by
strong releases of energy followed by protracted (hundreds of years) intervals of
quiescence (e.g. Palaeozoic basement of southeastern Sicily; Giampiccolo et al.,
2017). However serpentinization and radiolysis of water under the effect of ion-
izing radiation produced by the radioactive decay of radiogenic nuclides do not
appear the only mechanisms capable to produce H2 in the continental crust. A
recent exploration of paleofluids trapped in some Precambrian crystalline rocks
for more than a billion years has revealed surprisingly high concentrations of
hydrogen and methane with no apparent connection to these ultramafic rocks
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(e.g. Outokumpu borehole in Finland, Kola superdeep borehole in Russia or
Kid Kreek Mine in Canada) (Kietäväinen et al., 2013; Scherwood Lollar et al.,
2017; Truche et al., 2022).

A deep origin for observed surface H2 seepages implies fluid flow through frac-
ture systems within the H2-producing zone (Lin et al., 2005; Zhang et al., 2019),
followed by fluid migration along major draining pathways, i.e. tectonic faults.
However, the flow should be high enough to avoid the total consumption of
H2 by abiotic or microbially-mediated redox reactions. At temperatures above
100-150°C, H2-consuming abiotic processes involve thermochemical sulfate re-
duction (Truche et al., 2009), pyrite reduction into pyrrhotite (Truche et al.,
2010, 2013), and/or CO2/CO reduction into methane and other hydrocarbons
via a Fischer-Tropsch-Type processes (FFT) (Ellison et al., 2021). At lower
temperatures (<120°C), i.e. closer to the surface, microbially-mediated redox
reactions and/or adsorption represent the main processes of H2 consumption
(Lin et al., 2005; Truche et al., 2018). There, many microbial communities,
such as bacteria, archaea and eukaryotes, possess hydrogenase-encoding genes
and can use H2 as a source of energy (Myagkiy et al., 2019, Ménez, 2020). These
reactions being in part controlled by hydrogen availability and its behavior in
presence of water (Monnin et al., 2021), H2 solubility and vapor–liquid parti-
tioning remains a key information regarding H2 systems (Bazarkina et al., 2020)
due to hydrogen low solubility in pure water and even lower in brine (Chabab et
al., 2020). Thus, depending on the pressure and temperature conditions, H2 in
gaseous form can easily interact with its environment, which impact greatly its
lifetime during migration. Associated to external factors such as near-surface
atmospheric pressure variations or Earth tides, these biogeochemical sinks for
H2 may explain the daily periodicity of H2 bursts that last for 6 hours observed
in “fairy circles” emitting structures located in the Minas Gerais State (Brazil)
(Moretti et al., 2021; Myagkiy et al., 2019).

All the above abiotic or microbially-induced H2-consuming reactions occur un-
der kinetic control conditions. Therefore, a rather quick fluid migration pro-
motes the preservation of dissolved or gaseous H2. However, water circulation
is limited in highly permeable and saturated fault zones at hydrostatic pressure,
resulting in a relative low gas permeability. Therefore, the presence of large
thermal or chemical gradients appears essential to generate significant flow in
presence of water. At great depths in poorly permeable rocks, the temperature
increase or fluid accumulation below a low-permeability rock layer can lead to
fluids overpressure and escape through fluid fault opening as the fluid pressure
approaches the minimum in-situ stress. Hence, low permeable rock layer can act
as fluid barriers, which can eventually result in a fault-valve system generating
episodic but regular bursts of natural hydrogen at the surface.

The objective of the present study is to address the required conditions at depth
(fluid pressure and in-situ stress) along a fault obstructed by a low permeable
layer (thickness, depth, and permeability) to generate a H2 pulsing system at
the surface. Based on an open-source software for reservoir modelling and sim-
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ulation (MRST), we set up a numerical model to simulate H2 flow along a fault
using Darcy’s law. This model takes into account the contribution of the in-situ
effective stress along the fault to the permeability changes and the effect of the
temperature and pressure gradients on the fluid density and viscosity.

First, we simulate the morphology and amplitude of 2D thermal anomalies in-
duced by buoyancy-driven flow of water only within fault zones to check the
numerical model formulation since no reference H2 migration models along a
fault have been developed so far. Nevertheless, hydrothermal convection trig-
gered by buoyancy effects creates complex thermal anomalies whose morphol-
ogy and amplitude are difficult to model, especially when considering depth-
and time-dependent permeability. This type of convection has been studied by
Guillou-Frottier et al. (2020) using the Comsol Multiphysics™ software who
showed that only proven and effective softwares are able to simulate such com-
plex flow patterns. We compare their results with the ones we obtained with
MRST.

Second, we set up a reference model configuration producing a H2 pulsing system
at the surface while the basal incoming flow rate of H2 at depth (1 km) is kept
constant. The model takes into account the presence of a low-permeability layer
crossing the fault at a given depth. Based on this configuration, we present
a parametric study to characterize the evolution of flow rate at the surface
depending on several parameters, e.g. incoming flow rate, depth, thickness,
permeability and in-situ stress state. We show that the use of an effective
stress-dependent permeability (Donzé et al., 2020a) for the low permeable layer
can generate such pulsing system.

2 Modeling fluid flow along the fault and associ-
ated driving forces
Tectonic faults are composite systems consisting of a high strain zone called the
‘fault core’ surrounded by a lower strain zone called the ‘damage zone’. In the
fault core, the fragmentation of the original bedrock material leads to the forma-
tion of a gouge, and implies strong mechanical and geochemical modifications
due to e.g. fluid-rock interactions (Fossen, 2020). Thus, fluid upward migration
across the fault zone is limited by the low permeability of the fault core act-
ing as an impermeable barrier (Wibberley et al., 2008). However, the damage
zone is characterized by a lower level of deformation, and exhibits numerous
connected fractures or secondary faults (Figure 1). In low-impermeable rocks,
the damage zone as well as the interface in-between the core and the damage
zone are of main interest because they represent preferential pathways for fluids
migration along faults over long distances (Henry et al., 2019; Tsopela et al.,
2019). Indeed, geothermal fluid activity i.e. hot springs (>250°C) and seeps
are commonly located within structurally complex zones in a fault array (e.g.
geothermal fields in fault step-overs in a segmented rift system in New Zealand;
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Rowland and Sibson, 2004; or along a segmented fault in France; Taillefer et al.,
2017). Based on the ability of large tectonic faults to drain water and associated
solutes from deep zones to the surface, we consider them as the main driving
flow pathway for the fluids in our model.

@ >p(- 0) * @

Figure 1. Schematic vertical cross-sectional view of a normal fault of height
H, including the core and the damage zones. Fluids can migrate upwards at
the interface core-damage zones and within the damage zone (brown colored
zone) where fractures are highly connected. A temperature gradient ΔT or
fluid over-pressure can be major driving mechanisms for fluid flow.

2.1. Fluid flow model
Modelling multiphase flow is challenging as phase transitions needs to be taken
into account. First, we consider the damage zone as an equivalent porous
medium, i.e. a highly connected set of fractures formed as a continuum with
homogeneous hydraulic properties. Second, we use Darcy’s law considering that
fluid flow along the fault is stationary with small inertial forces compared to
viscous forces. The equations system used to describe multiphase flow consists
of nonlinear conservation laws, constitutive laws and coupled properties (sat-
uration, molar fractions, etc.). Taking into account the potential presence of
both water and dihydrogen along the fault, we use a fully coupled model with
two-phase (Liquid and gas), two-component (H2O and H2), non-isothermal and
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miscible flow as proposed by Lauser et al., (2011), the liquid phase being con-
sidered as the wetting phase.

2.1.1 Conservation Equation

The transient distribution of mass and energy at every point in space along the
fault is described by a general balance equation such as,

��
�t + ∇ • Ψ = 𝑄 (1)

with a storage term 𝜉, a flux term Ψ and a source term 𝑄. This balance equation
is applied to both water and dihydrogen.

Mass conservation for these two components, is given by the following set of
equations:

𝜉 = 𝜑 ∑𝛼=𝑙,𝑔 (𝜌𝑚𝑜𝑙,𝛼 𝜒𝜅
𝛼 S𝛼) (2)

Ψ = − ∑𝛼=𝑙,𝑔 (𝜌𝑚𝑜𝑙,𝛼 �𝜅𝛼 v𝛼 + 𝐷𝜅
𝑝𝑚,𝛼 �𝑚𝑜𝑙,𝛼 ∇𝜒𝜅

𝛼) (3)
v𝛼 = v𝜅=𝐻2𝑂,𝐻2

𝛼 (4)
𝜌𝑚𝑎𝑠𝑠,𝛼 = 𝜌𝑚𝑜𝑙,𝛼 ∑𝜅=𝐻2𝑂, 𝐻2 (𝜒𝜅

𝛼 𝑀𝜅) (5)
𝑄𝜅

𝛼 = ∑𝛼=𝑙,𝑔 (𝜌𝑚𝑜𝑙,𝛼 �𝜅𝛼 𝑞𝛼) (6)

For each phase = 𝑙, 𝑔 , (l for liquid and g for gas), and components � = H2 or
H2O, the quantities used in equations 2-6 are defined in Table 1.

Table 1. List of physical quantities used in equations 2-6
𝜑 Equivalent porosity of the fault damage fault zone
𝜌𝛼,𝑚𝑎𝑠𝑠 Mass density of the phase �
𝜒𝜅

𝛼 Mole fraction of a component � in the phase �
v𝛼 Specific heat capacity of the solid phase
S𝛼 Saturation of phase �

𝐷𝜅
𝑝𝑚,𝛼 Molecular diffusion coefficient of component �

𝑀𝜅 Molar mass of component �
𝑞𝛼 Mass source term of component

Regarding the conservation of energy, the corresponding equations are,

𝜉 = 𝜑 ∑𝛼=𝑙,𝑔 (𝜌𝑚𝑎𝑠𝑠,𝛼𝑈𝛼𝑆𝛼) + (1 − 𝜑)𝜌𝑠𝐶𝑆𝑇 (7)

Ψ = − ∑𝛼=𝑙,𝑔 ( 𝑘r�
𝜇𝛼

𝜌𝑚𝑎𝑠𝑠,𝛼 ℎ𝜅
𝛼 v𝛼) − ∑𝜅=𝐻2𝑂,𝐻2 ∑𝛼=𝑙,𝑔 (𝐷𝜅

𝑝𝑚,𝛼𝜌𝑚𝑜𝑙,𝛼ℎ𝜅
𝛼𝑀𝜅∇𝜒𝜅

𝛼) − 𝜆pm∇𝑇 (8)
𝑄 = 𝑞ℎ (9)
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For each phase = 𝑙, 𝑔 , (l for liquid and g for gas), and the components � = H2
or H2O, the quantities used in equations 7-9 are defined in Table 2.

Table 2. List of physical quantities used in equations 2-6
𝑈𝛼 Specific internal energy of phase �
𝜌𝑠 Density of the solid phase
𝐶𝑆 Specific heat capacity of the solid phase
𝑇 Temperature
𝑘r� Relative permeability of phase �
𝜇𝛼 Viscosity of phase �
ℎ𝜅

𝛼 Specific enthalpy of phase �
𝜆pm Heat conduction coefficient
𝑞ℎ Mass source term of component

2.1.2 Constitutive relations

As stated previously, the velocity of the liquid or gas phase v𝛼 is assumed to be
described by the Darcy law, such as,

v𝛼 = 𝐾𝛼
𝜇𝛼

(∇𝑃𝛼 − 𝜌𝑚𝑎𝑠𝑠,𝛼g∇𝑧) (10)

Where g is the gravity acceleration vector, 𝑃𝛼 the pressure in phase � and 𝐾𝛼
is the phase permeability, which depends on the phase saturation 𝑆𝛼,

𝐾𝛼 = 𝑘r� (𝑆𝛼) K (11)

in which 𝑘r� is the relative permeability of phase � and K is the absolute per-
meability, which is independent of the nature of the fluid. The sum of the
saturation of the liquid and the gas phases should respect the following equa-
tion,

and the capillary pressure linking the fluid and liquid pressures is defined by:

𝑆𝑙 + 𝑆𝑔 = 1, 0 ≤ 𝑆𝛼 ≤ 1 (12)

The constraint regarding the mass fraction of a component in a phase is,

∑𝜅=𝐻2𝑂,𝐻2 𝜒𝜅
𝛼 = 1, 0 ≤ 𝜒𝜅

𝛼 ≤ 1 (14)
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2.2 Temperature and pressure dependent viscosity and den-
sity
As water and H2 migrate along the fault, their properties, such as density and
viscosity, will change according to pressure and temperature. First, we will focus
on the properties of the liquid saline water (i.e. brine) as well as gaseous H2.

2.3 Liquid water density
As water density is a function of pressure (P) and temperature (T), its variation
can become a main driving mechanism for water flow under the action of gravity
in absence of over-pressurization. From experimental data fits, the volumetric
mass variations of a reference water 𝜌0 for temperature and pressure ranges of
0–1000°C and 0–500 MPa respectively, has been given by Linstrom and Mallard
(2001), such as,

@ >p(- 2) * >p(- 2) * @

𝜌𝐻2𝑂
𝑙,𝑚𝑎𝑠𝑠(𝑃 , 𝑇 ) = 𝜌0 + (7.424 × 10−7 × Δ𝑃) + (−0.3922 × Δ𝑇 ) + (−4.441 × 10−15 × ΔP2) + (4.547 × 10−9 × Δ𝑃 × Δ𝑇 ) + (−0.003774 × ΔT2) + (1.451 × 10−23 × ΔP3) + (−1.793 × 10−17 × ΔP2 × Δ𝑇 ) + (7.485×10−12 × Δ𝑃 × ΔT2) + (2.955 ×10−6 × ΔT3) + (−1.463 × 10−32 × ΔP4) + (1.361 × 10−26 × PΔ3 × Δ𝑇 ) + (4.018 × 10−21 × ΔP2 × Δ𝑇 2) + (7.372 × 10−15 × Δ𝑃 × Δ𝑇 3) + (5.698×10−11 × ΔT4)

& (15)

The evolution of a reference water volumetric mass 𝜌0 = 1004 kg�m-3, depending
on P and T, is shown in Figure 2, left. In the case of the presence of dissolved
NaCl, the same equation can be used provided that the reference water volu-
metric mass takes into account the NaCl concentration at temperatures below
250°C. The evolution of the volumetric mass of a brine containing 26 wt% of
NaCl, 𝜌0 ≈ 1200 kg�m-3 (at 20°C and 1 atmosphere) is represented in Figure 2,
right. Above 250°C, Equation 2 is not valid anymore and the evolution of the
brine density needs to be formulated with major corrections (see Driesner et al.,
2007).
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Figure 2. On the left, the pure water volumetric mass is represented as a function of pressure (P) and temperature (T) at temperature and pressure ranges of 0–1000°C and 0–500 MPa, respectively; On the right, the brine volumetric mass evolution is shown for a concentration of 26 wt% of NaCl. Both figures are drawn based on Equation 15.

2.4 Liquid water viscosity
Water viscosity is mainly temperature-dependent and follows the exponential
decrease based on Rabinowicz et al. (1998) equation:

𝜇𝑤(𝑇 ) = 2.414 × 10−5 e
570

(𝑇+133) (16)

As the concentration of NaCl increases, the evolution of the viscosity is modi-
fied. The most commonly used model to calculate the viscosity of H2O-NaCl
at elevated PT conditions is the one of Palliser & McKibbin (1998). However,
Yu et al. (2017) proposed a revised empirical model that reproduces more accu-
rately the experimental data by displaying smooth and expected extrapolation
to PTx conditions at elevated temperatures and pressures, i.e. up to 1000°C
and 500 MPa, and for salinities ranging from 0 to 100 wt% of NaCl. The vis-
cosity at temperatures below 800°C is described by a ninth order polynomial as
a function of temperature, such as,

𝜇𝑤−𝑁𝑎𝐶𝑙 (𝑃 , 𝑇 , 𝜒NaCl) = 𝜇𝑤(𝑃 ,𝑇 )(1+3𝜒NaCl)( 800−𝑇
800 )9

( 800−𝑇
800 )9+ ( 𝑇

800 )9 + (𝜇𝑤(𝑃 ,𝑇 )(1+𝜒NaCl)+𝜇800
NaCl)( 8𝑇

800 )9

( 800−𝑇
800 )9+ ( 𝑇

800 )9 (17)

Where 𝜒NaCl is the mass fraction of sodium chloride in the water, T is the tem-
perature in °C, P is the pressure in bars and 𝜇800

NaCl is a constant corresponding
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to the viscosity of molten NaCl at 800°C (1500 �Pa·s).

In Figure 3, the viscosity of pure water is compared to the viscosity of a brine
for which 𝜒NaCl = 26% as functions of temperature.

Figure 3. Viscosity comparison of pure water (solid blue curve) given by Equation 3 and brine (26 wt% NaCl; dashed blue curve) given by Equation 4, as functions of temperature.

2.5 Dihydrogen gas density
The dihydrogen density depends on both pressure P and temperature T. We
use the formulation proposed by Lemmon et al. (2008), such as,

𝜌𝐻2
(𝑃 , 𝑇 ) = 𝑃𝐻2

RT (1 + ∑9
𝑖=1 𝑎𝑖 ( 100

𝑇 )𝑏𝑖 (𝑃𝐻2
)𝑐𝑖)

−1
(18)

Where 𝑃𝐻2
is the H2 gas pressure expressed in MPa, T is the temperature ex-

pressed in Kelvin, R is the universal gas constant equals to 8.314 472 J�mol-1�K-1

and the ai, bi and ci coefficients are given in Table 3. The resulting effect of
temperature and pressure on H2 gas density is displayed in Figure 4.

Table 3. Constant associated with equation 17.
i ai bi ci
1 0.058 884 60 1.325 1.0
2 – 0.061 361 11 1.87 1.0
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Table 3. Constant associated with equation 17.
3 – 0.002 650 473 2.5 2.0
4 0.002 731 125 2.8 2.0
5 0.001 802 374 2.938 2.42
6 – 0.001 150 707 3.14 2.63
7 0.958 852 8 × 10– 4 3.37 3.0
8 – 0.110 904 0 × 10–6 3.75 4.0
9 0.126 440 3 × 10–9 4.0 5.0

Figure 4. Effect of temperature and pressure on H2 gas density

2.6 Dihydrogen gas viscosity
H2 viscosity depends on both pressure P and temperature T. A wide-ranging
correlation for H2 viscosity has been developed by Muzny et al. (2013) using a
symbolic regression methodology. As a consequence, we use their formulation
in our model as their correlation covers the temperature and pressure ranges
from the triple point (13.7 K, 7.2 MPa) up to 1000 K and 200 MPa (Figure 5).

Based on a differential evolution nonlinear fitting algorithm, the functional form
of H2 viscosity can be expressed as,

@ >p(- 2) * >p(- 2) * @ �𝐻2
(𝑇 , 𝜌𝐻2

(𝑃 , 𝑇 )) = �0𝐻2
(𝑇 )+ �1𝐻2

(𝑇 )𝜌𝐻2
(𝑃 , 𝑇 )+
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𝐶1 �𝑟2 × 𝑒(𝐶2𝑇𝑟+ 𝐶3
𝑇𝑟 + 𝐶4𝜌𝑟2

𝐶5+𝑇𝑟 +𝐶6𝜌𝑟
6) &

(19)

Where the scaled temperature is 𝑇𝑟 = 𝑇
𝑇𝑐

and the scaled density 𝜌𝑟 = 𝜌𝐻2 (𝑃 ,𝑇 )
𝜌sc

.
As the temperature is expressed in Kelvin, the density 𝜌𝐻2

(𝑃 , 𝑇 ) is in kg·m−3,
and the viscosity 𝜇 is in Pa·s. The quantity 𝜌sc is a compressed-state den-
sity used for scaling that the symbolic regression procedure identified as 90.5
kg·m− 3 whereas the critical temperature Tc = 33.145 K.

The zero-density limit of the viscosity �0𝐻2
(𝑇 ) is approximated by the following

expression,

�0𝐻2
(𝑇 ) = 0.021357(MT)0.5

𝜎2𝑆∗(𝑇 ∗) (20)

where 𝑆∗is a reduced effective cross section, M = 2.01588 is the molar mass of
H2 in g·mol− 1, � is a length scaling parameter in nm, and the temperature T
is in K. The effective cross section has a functional form, such as

@ >p(- 2) * >p(- 2) * @ ln (𝑆∗ (𝑇 ∗)) = ∑4
𝑖=0 𝑎𝑖 (ln (𝑆∗ (𝑇 ∗)))𝑖 &

(21)

The reduced temperature is T* = kBT/� and �/kB is an energy scaling parameter
in K. For the scaling parameters � and �/kB, � = 0.297 nm and �/kB = 30.41 K.

The initial-density coefficient of the viscosity �1𝐻2
(𝑇 ) may be written such as,

�1𝐻2
(𝑇 ) = 𝐵𝜇(𝑇 ) �0𝐻2

(𝑇 ) (22)

where 𝐵𝜇(𝑇 ) is the second viscosity virial coefficient and �0𝐻2
(𝑇 ) is the zero-

density contribution. 𝐵𝜇(𝑇 ) can be expressed such as,

𝐵𝜇(𝑇 ) = 𝐵∗
𝜇(𝑇 ∗)
𝜎3 (23)

With

12



𝐵∗
𝜇 (𝑇 ∗) = ∑6

𝑖=0 𝑏𝑖 (𝑇 ∗)−1 (24)

where 𝑇 ∗, � are as defined earlier.

The coefficients of Equations 19, 21 and 24 are presented in Table 4. The
evolution if H2 viscosity is represented in Figure 5.

Table 4. Constant associated with equations 19, 21 and 24.
i ai bi ci
0 2.09630 × 10− 1 − 0.1870 -
1 − 4.55274 × 10− 1 2.4871 6.43449673
2 1.43602 × 10− 1 3.7151 4.56334068 × 10− 2

3 − 3.35325 × 10− 2 − 11.0972 2.32797868 × 10− 1

4 2.76981 × 10− 3 9.0965 9.58326120 × 10− 1

5 - − 3.8292 1.27941189 × 10− 1

6 - 0.5166 3.63576595 × 10− 1

Figure 5. Effect of temperature and pressure on H2 gas viscosity according to Equation 19.
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2.7. Dihydrogen solubility in Water
According to Eq. 12, the sum of the saturation of the liquid and the gas phases
should be equal to 1. Thus, it is necessary to assess the solubility of H2 in
water. Indeed, serpentinization occurs when ultramafic rocks originating from
a mantle body (e.g. peridotites) encounter water. Serpentinized rocks undergo
major changes in pressure and temperature conditions, causing them to react
in presence of water and produce fracturing within the progression front of the
chemical reaction (Zhang et al., 2019). As serpentinization processes eventually
lead to the clogging of the rock pore space, expelled fluids migrate until they are
channeled through major draining paths along faults. Temperature and pressure
conditions change over long distances up to the surface, and impact the amount
of gas dissolved in water. Therefore, knowledge of the phase equilibria regarding
the solubility of H2 in water along the fault is necessary to study the quantity of
H2 that can be transported in water. Based on experimental measurements, a
simple formulation for quick and accurate calculations of H2 solubility in water
has been proposed by Chabab et al. (2020). Using the mole number of H2 (𝑛𝐻2

)
and H2O (𝑛𝐻2𝑂), the solubility of H2 in water is determined by,

𝜒0
𝐻2

= 𝑛𝐻2
𝑛𝐻2 +𝑛𝐻2𝑂

(27)

The solubility in terms of mole fraction 𝜒𝐻2
can be converted in terms of molality

𝑚𝐻2
(in mol.kg-1) by the following relationship:

𝑚𝐻2
= 100 𝜒0

𝐻2
𝑀𝐻2𝑂(1−𝜒0

𝐻2 ) (28)

The solubility data of H2 in water have been correlated by the following equation
(Chabab et al., 2020):

𝜒0
𝐻2

= 𝑏1𝑃𝑇 + 𝑏2
𝑇 𝑇 + 𝑏3𝑃 + 𝑏4𝑃 2 (29)

where the temperature T is in K and the pressure P is in bar and with parameter
values given in Table 5.

Table 5. Parameter values of Equation 29.
𝑏1 𝑏2 𝑏3 𝑏4
3.338844x10-7 0.0363161 -0.00020734 -2.1301815x10-9
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The fitting range of pressure and temperature values to establish Equation 14 for
H2 solubility in pure water is 273.15 < T (K) < 373.15 and 1 < P (bar) < 203.
Indeed, the parameter values b1 to b4 were established based on experimental
data up to 200 bars. In our model, we have extended the scope of Equation
14 to higher pressures (up to 1 kbar) and temperatures (up to 250°C or 523.15
K), as the H2 solubility data provided by Seward and Franck (1981) can be well
predicted while keeping the same coefficient values (Figure 6, left).

Note that to calculate the solubility of H2 in brine, a simple correlation taking
into account the effect of temperature, pressure and NaCl molality has been
developed by Chabab et al. (2020). The proposed correlation is based on a
Setschenow-type relationship, and is defined by:

ln( 𝜒brine
𝐻2

𝜒0
𝐻2

) = 𝑎1𝑚2
NaCl + 𝑎2𝑚NaCl (30)

with the constant values given in Table 6.

Table 6. Constant associated with equation 30.
𝑎1 𝑎2
0.018519 -0.30185103

Knowing the solubility 𝜒0
𝐻2

of H2 in pure water at the system temperature and
pressure, the solubility 𝜒brine

𝐻2
of H2 in brine at a given molality mNaCl is obtained

by Equation 13 and presented in Figure 6 right.
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Figure 6. Effect of temperature and pressure on H2 solubility in pure water (left) and in brine with a NaCl concentration of 26 wt%.

2.8. Capillary pressure
Yekta et al. (2018) have performed core-flooding experiments to measure cap-
illary pressure, i.e. the pressure difference across the interface between two
phases, for the H2–water system in a porous sandstone. A capillary pressure
dataset has been obtained from semi-dynamic capillary pressure and mercury
injection capillary pressure measurements. Combining the two types of data
allows the determination of the capillary pressure evolution for the H2–water
system over the entire water saturation range,

𝑃𝑐 (𝑆𝑙) = 𝑃𝑑 (𝑆𝑤)
−1
𝜆 (31)

Where 𝜆 = 0.725 is the Brooks-Corey parameter and 𝑃𝑑 = 5.0 𝑘𝑃𝑎 is the entry
pressure. The Brooks-Corey capillary pressure formulated in Equation 31 is
plotted in Figure 7.
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Figure 7. Calculation of hydrogen capillary pressure (black solid curve) from experiments represented by red circles (Yekta et al., 2018). The black curve correspond to Brooks-Corey capillary pressure formulation expressed in Equation 31.

2.9. Permeability along the fault zone
Permeability within the damage zone along a fault plane is strongly dependent
on the in-situ effective stress. For low effective stress, connected fractures are
open and exhibit an overall maximum permeability value. As the effective stress
increases, fractures tend to close and water can be channeled as long as the
rock asperities due to roughness, withstand the total stress loading. Thus, the
permeability drops dramatically when these bridges collapse and only connected
micro-cracks can still overcome the intrinsic permeability due to the porosity of
the medium.

The complex evolution of permeability within the damage zone can be expressed
using a “Two-Part Hooke’s Model” (Zheng et al., 2015). In this formulation,
the permeability is the sum of two terms describing 1) the soft-behavior of the
fracture set, responsible for the significant permeability reduction observed for
low effective stress levels, and 2) the hard-behavior that involves the bulk volume
of the rock body, when closure of the connected draining zones occurs. Based
on this concept, Donzé et al. (2020a) proposed a stress-dependent permeability
𝑘𝑤 (𝜎eff) such as,

𝑘𝑤 (𝜎eff) = 𝑘𝑠 (𝜎eff) + 𝑘ℎ (𝜎eff) (32)

Where 𝑘𝑠 (𝜎eff) is related to the soft-behavior expressing the evolution of the
permeability for low effective stress values and 𝑘ℎ (𝜎eff) is related to the hard-
behavior, which provides the permeability for high effective stress values.
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For low values of the effective stress, 𝑘𝑠 (𝜎eff) can be expressed as,

𝑘𝑠 = 𝑘0 (𝛾𝑒−𝑐𝑓0 Δ� )𝑚 (33)

Where 𝑘0 is the permeability at the reference stress �0 , Δ𝜎 = 𝜎eff − 𝜎0 is the
differential stress between the effective stress and the reference stress, 𝑐𝑓0 is the
compliance of the fracture at the reference stress �0, � is the stress sensitivity
coefficient and an exponent m (see Donzé et al., 2020a for details). When m =
3, the permeability evolution corresponds to the classical cubic law, which does
not represent the sharp transition of the permeability of low permeable medium
observed when the effective stress tends to zero.

As a consequence, the value of 𝑘𝑠 becomes negligible for Δ𝜎 ≫ 1
𝑐𝑓0

and the hard-
behavior term 𝑘ℎ, becomes the first order component of the global permeability
such as,

𝑘ℎ = 𝑘0𝑒[−3𝐶𝑓∆𝜎] (34)

With the compliance 𝐶𝑓 now depending on the effective stress, such that,

𝐶𝑓 = 𝑐𝑓0
𝛼∆𝜎 (1 − 𝑒−𝛼∆𝜎) (35)

Where 𝛼 is the declining rate of fracture set compressibility as the effective stress
increases.

Varying parameter values enables the coverage of different ranges of permeabil-
ity values for the fault zone. We consider the permeability bounded between
10-16 m2 and 10-17 m2 that represents the limit between two flow regimes as
over-pressurization is the main driving effect for fluid flow above 10-17 m2, and
natural convective flow can appear easily in case of a favorable temperature
gradient below 10-16 m2 (Rowland & Sibson, 2004). From these considerations,
we consider two different evolutions for our permeability model, such as,

• a low-permeability fault in shale, calibrated from experimental water in-
jection tests in Tournemire underground laboratory (Donzé et al., 2020a)
with a residual permeability around kw_residual_low = 10-20 m2 for high
effective stress values,

• a high-permeability fault, using the same parameter values but with a
residual permeability around kw_residual_high = 10-13 m2. This value falls
in the range of values for which thermal buoyancy-driven flow can occur
in a fault zone.
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The evolutions of these two permeabilities are represented in Figure 8.

2.10. Relative permeability along the fault zone for dihy-
drogen gas
Several factors can affect the permeability of gaseous H2 along the fault zone.
In case of dry flow, i.e. absence of water, the permeability corresponds to the
absolute permeability of the medium (for sandstone see Yekta et al., 2018). In
some clayrocks, chemical reactions with high kinetics can decrease dramatically
the permeability (Ghanizadeh et al., 2014; Duan et al., 2014). Gas transport
in poorly permeable rocks can be also affected by slip flow (Klinkenberg effect),
resulting in deviations from Darcy’s law (Ghanizadeh et al., 2014). Slip flow
occurs when the mean free path of the gas molecules approaches the average
diameter of pore aperture in porous media, causing the velocity of individual
gas molecules to accelerate (slip) when contacting pore walls. Under slip flow
conditions, the measured (apparent) permeability to gas 𝑘𝑎𝑝𝑝_𝐻2

is a function
of mean pore pressure (Klinkenberg, 1941), such as,

𝑘𝑎𝑝𝑝_𝐻2
= 𝑘∞ (1 + 𝑏𝑘

𝑃𝑓
) (36)

where (𝑘∞) is the intrinsic permeability value as a function of the H2 mean
pressure (𝑃𝑓) and coefficient 𝑏𝑘 known as the Klinkenberg slip factor or the
Klinkenberg coefficient. Based on the Klinkenberg phenomenon, the apparent
gas permeability coefficients kgas approaches a limiting value at infinite mean
pore pressure. This limiting permeability value is commonly referred to as the
Klinkenberg-corrected permeability (k∞). Gas slippage phenomenon typically
occurs in the laboratories when gas flow experiments are conducted at low pres-
sures (Florence et al., 2007). Increasing gas pressure during tests reduces gas
slippage effect while decreasing the effective stress, which in turn influences the
permeability. The coupled effect of gas slippage and effective stress on shale
permeability remains unclear (Yang et al., 2017), and as a first approximation
we will neglect the contribution of gas slippage, i.e. 𝑘𝐻2

= 𝑘𝑎𝑝𝑝_𝐻2
.
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Figure 8. Permeability evolution along the fault depending on the effective stress. The dashed curve corresponds to a highly permeable fault (kw_residual_high =10-13 m2) and the solid curve to a very low permeable zone (kw_residual_low =10-20 m2).

Water saturation (Sw) is another important influencing factor on H2 gas flow in
porous media (Pan et al., 2021). Water saturation in shale gas reservoirs ranges
from 15 to 35% (Peng, 2021). The apparent permeability can be modified
using the relative permeability ratio 𝑘𝑟_𝐻2

, such as, 𝐾𝐻2
= 𝑘𝐻2

× 𝑘𝑟_𝐻2
. It is

well-established that 𝑘𝑟_𝐻2
is a function of Sw and rock wettability. However,

available data is very scarce for H2 and water: only one dataset exists to our
knowledge where 𝑘𝑟_𝐻2

and the associated water relative permeability ratio
𝑘𝑟_𝑤 were measured at in-situ reservoir conditions (Yekta et al., 2018; Figure
9). These results indicate a very poor ability for H2 to flow through saturated
medium. The Yekta et al. (2018) data set has been fitted using an exponential
function such as,

𝑘𝑟_𝐻2
= 𝑒−0.12(𝑆𝑤−10) (37)

Note that this equation is verified for water saturation levels varying from 13%
to 90% only.
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Figure 9. Calculation of H2 relative permeability from capillary pressure experiments. The relative permeability measurement experiments are represented by red circles (Yekta et al., 2018). The black curve corresponds to an exponential fitting curve expressed in Equation 37.

3. Numerical model methodology and results
We first investigate independently H2O (liquid) and H2 (gas) flows using the
geothermal module of MRST (Collignon et al., 2020). The system of coupled
nonlinear partial differential equations describing the conservation of mass and
energy (Equations 1-9) is solved using a finite volume method (Lie, 2019). A
Newton’s method is used, in which the Jacobians are computed by automatic
differentiation. The equations of state to account for density and viscosity
changes (Equations 15-24) have been plugged in the geothermal module, as well
as the permeability and relative-permeability (Equations 32-37). We account
indirectly for mechanical deformation in our model regarding the permeabili-
ties and porosity, which depend on the effective stress values. Geochemical
processes, such as water-rock interactions are neglected.

3.1 Hydrothermal convection results from 2D water models
In order to verify the correct formulation of the MRST model for our study
purposes, we first simulate a hydrothermal convection of water (i.e. � = H2O)
to compare with the results obtained by Guillou-Frottier et al. (2020). We also
restrict our study to the (P,T) domain in which fluid stays in a liquid phase
(no vapor phase, i.e. 𝛼 = 𝑙 only). A 1.5 km-thick and 4.5 km-wide perme-
able medium is thermally insulated on both vertical sides. Fixed temperature
conditions of 0 and 400°C are imposed on the top and bottom boundaries, re-
spectively. A no-flow condition is imposed on all boundaries except for the top
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one, which is set up at a pressure of 105 Pa (Figure 10). As already shown
by some studies (e.g., Rabinowicz et al., 1998), the intensity of thermal convec-
tion (i.e. number of upwellings or maximum fluid velocity value) increases with
permeability. Convective wavelength decreases with permeability, and several
internal upwellings are obtained in the case of high permeability. For reference,
the resulting pattern of convection for a permeability of 10−13 m2 obtained with
MRST is presented in Figure 10.

Figure 10. Hydrothermal convection with a high number of upwellings observed for a permeability at 10−13 m. At this range of permeability, convection exhibits unsteady patterns, including splitting plumes.

In the shallow crust (i.e. 10-15 km, above the brittle–ductile transition),
permeability is expected to decrease with increasing lithostatic pressure
(e.g., Achtziger-Zupančič et al., 2017). In the case of a constant-pressure
boundary condition at the top surface, the decrease of permeability K can be
considered as a first approximation as an exponential function of depth such as
(Guillou-Frotier et al., 2020),

𝐾 = 5.10−15 𝑒− 𝑧
𝜗 (38)

Where z is the depth position and � is a chosen coefficient adjusting the vertical
evolution of the permeability.

The consideration of a depth permeability dependence modifies dramatically the
convective patterns (Figure 11). The results of numerical simulations carried
out either by Comsol Multiphysics™ software (Guillou-Frotier et al., 2020) or
by MRST (this work) exhibit quantitatively similar trends and indicate that the
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generated number of upwellings decreases as the evolution of the permeability
is controlled by the coefficient � (cases a, b, c, and d of Figure 11). Note that
the decrease in the number of upwellings can be explained by the asymmetric
distribution of temperature and permeability: cold fluids are located in the most
permeable zones, whereas hot fluids encounter less-permeable media at depth.
Consequently, cold downwellings are favored and a general cooling is obtained
in case d (Guillou-Frotier et al., 2020).

Figure 11. On the left, representation of the permeability dependence to depth for different coefficients values of � (3000, 1000 and 650 for b,c,d respectively). Case (a) corresponds to a constant permeability, i.e. very high value of �. On the right, comparison between the results obtained with Comsol Multiphysics™ and MRST regarding the effect of the permeability dependence to depth, here taken as exponential. The number of upwellings decreases when the dependence to depth is accounted for: seven internal upwellings are obtained for the constant permeability case (a) but only three occur for the steepest exponential decrease (d).

3.2 H2 pulsing system through the caprock
After having successfully verified the ability of our MRST model to reproduce
quantitatively complex flows associated to hydrothermal convection, we propose
a configuration at depth to eventually generate cyclic bursts of H2 at the surface.
For this purpose, we set up a numerical model representing a permeable planar
fault capped by an impermeable layer and impose a constant incoming source
of H2 gas at its basement. We carried out a parametric study to assess how
different parameters, such as thickness, depth position, permeability contrasts
for the low permeability layer and H2 flow rate can control the pulsing flow
regime of H2 at the surface. First, we define a reference case for which cyclic
pulses of H2 are generated. Second, based on this configuration, we assess the
respective roles of the previously cited parameters on H2 flow. From these
results, we propose a range of values for the initial in-situ effective stress at the
basement of the impermeable layer and the incoming H2 flow rate, which are
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required to generate a sustainable pulsing regime of H2 at the surface. Then,
we test this model to predict other configurations using different values of the
listed parameters, and also enable the modification of the tectonic regime, i.e.
a different ratio between the vertical and horizontal stresses to ensure that the
H2 pulsing regime observed at the surface is still predicted by our permeability-
effective stress model.

3.2.1 Reference case

The reference configuration is a 1000 m-deep vertical fault (Figure 12, left) with
a temperature gradient of 30°C/km, based on the one observed in the Mauléon
basin located in the Western part of the Pyrenees (Bonté et al., 2010). As a first
approximation, the in-situ hydrostatic configuration is approximated through
Eq. 39 that provides a solubility value 𝜒0

𝐻2
for H2 in pure water lower than

0.25% at a 1000 m depth (and even lower in brine), leading us to focus only on
the gas form of H2 (i.e. � = H2 and 𝛼 = 𝑔 only) and neglecting the coupling with
H2O. We emphasize here, that this approximation is only valid for low-solubility
gases like H2, CH4 or He, but cannot be applied to highly soluble gases like CO2
or H2S. The fault draining zones are set to a high residual permeability value of
10-14 m2 (red curve in Figure 12, right), with an imposed incoming flux of H2
of 105 mol/day at their bottoms (Figure 12, left) based on a value estimated by
Cannat et al., (2010).
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Figure 12. On the left, the geometry of the modeled vertical fault with an imposed basal flow of H2, whose upward migration is hindered by a low permeable layer (dark brown). On the right, the permeability along the fault in both highly and poorly permeable zones depends on the effective stress. In solid red, the high permeability of the upper and lower zones. In solid blue, the reference permeability of the low permeable layer. The dashed and the dotted blue curves correspond to the maximum and the minimum permeability values, respectively, considered in the parametric study.
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The low permeable layer is located between depths of -650 m and -600 m, i.e.
with a thickness of ~50 m and a residual permeability of ~2.10-18 m2 (Figure 12,
right), which can be obtained using Eq. 32 for a given level of water saturation
in presence of e.g. an aquifer or a low permeable rock like clay. Both permeabil-
ities depend on the in-situ effective stress and their formulations are based on
Equations 32-35. In this parametric study, we consider two other permeability
values (2.10-19 m2 and 2.10-17 m2) for the low residual permeability (blue dots
and dash lines respectively in Figure 12, right) that allow the comparison of
low and high permeability layers and the assessment of the contribution of the
relative permeability in H2 flow regime. The fluid pressure and the in-situ total
stress normal to the fault plane 𝜎ℎ control the effective stress. In this reference
configuration, this total stress value is given for an extensive tectonic regime,
with 𝜎ℎ = 0.6 �𝑉 , where 𝜎𝑉 is the vertical stress generated by the overburden
rock and calculated for a rock volumetric mass of 2700 kg/m3. In the permeabil-
ity formulation (equations 33-35), 𝜎0 = 𝜎ℎ. Figure 13 presents the results of the
simulation of the evolution of H2 flow at the surface using the reference model
as function of time (Figure 13, top), the evolution of permeability at the bottom
of the low-permeability layer (Figure 13, middle) and the evolution of effective
stress at the same depth (Figure 13, bottom). This configuration allows the
generation of pulsing fluxes of H2 at the surface (Figure 13, top) that exhibit a
time delay of Δt compared to the moment of promt stress release and perme-
ability decrease of the impermeable layer. This delay corresponds to the time
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needed for H2 to reach the surface after crossing both the impermeable layer
and the upper high-permeability zone of the fault. This permeability decrease
also corresponds to a new increase of the effective stress inside the imperme-
able layer, i.e. the closure of this layer after an H2 burst sequence. The fluid
pressure below the caprock decreases abruptly before increasing again until the
next pulsing sequence.

The two main steps of a pulsing sequence can be visualized across the entire
depth of the fault (Figure 14). The “A” profile (Figure 14, top) is a snapshot of a
simulation (point A, Figure 13) when the effective stress is at its minimum value
whereas the permeability is at its maximum at the top of the low-permeability
layer: H2 has crossed the low-permeability zone and migrates towards the sur-
face as from the previous pulsing sequence its flow at the surface is still minimum
(Figure 13, top) and the bottom of the low permeable layer is already closing
(Figure 14, A-left). The “B” profile (Figure 14, bottom) represents the closed
state of the low permeable layer, i.e. the lowest permeability value reached dur-
ing the pulsing sequences corresponding to the maximum effective stress value,
and, considering the time delay Δt, to the maximum flow rate of H2 appearing
at the surface (Figure 13, top).

The required time for H2 gas to refill the lower part of the zone to reach again
the critical pressure to “reopen” the fault is about 90-100 days (Figure 13 top).
This periodic process is sustainable and the fault behaves as a fault-valve sys-
tem generating bursts of H2 at the surface with variable maximum flow values
ranging from 4.5 × 105 to 8 × 105 moles/day.
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Figure 13. Results of the numerical simulation of the reference case. On the top, the time evolution of the H2 pulsing flow rate at the surface. The horizontal dash line corresponds to the basal fault incoming flow rate of H2 at a 1000 m depth. In the middle, the corresponding permeability evolution at the base of the low impermeable layer. At the bottom, the associated effective stress. Points A and B are used to plot the vertical profiles of fluid pressure, permeability, total stress and effective stress in Figure 14. Peak names correspond to the ones used in Table 7.
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Figure 14. At the top left, the permeability vertical profiles and at the top-right, the associated profiles of H2 pressure (yellow curve), the total stress, which corresponds to the normal horizontal stress applied on the fault (red curve), and the resulting effective stress (blue curve), corresponding to the time step “A” presented in Figure 13. On the bottom, the same plots but for the time step “B” also presented in Figure 13.
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3.2.2 Contribution of the input H2 flow rate

The pulsing emissions at the surface is thus controlled by the ability of the low-
permeability layer to open and close periodically. To account for varying incom-
ing flow rates, we consider a reference flow rate of 4.105 moles/day bounded by
a maximum flow rate (8.105 moles/day) and a minimum one of 2.105 moles/day
(Figure 15). Compared to the reference case (brown curve b), imposing a double
flow rate (green curve j) does not produce a sustainable pulsing system. After
two brief pulses spaced by ~50 days, the emitted flow rate at the surface becomes
constant, with a flow rate equals to the basal incoming flow rate, presenting now
a steady-state regime. The low-impermeability layer dramatically opens up to
10-3 m2 due to the large fluid pressure, and then remains hydraulically open be-
cause the fluid pressure at the bottom part of the fault does not decrease enough
to allow its closure. Indeed, this phenomenon generates an effective stress close
to 1 MPa, inducing inside the low-permeability zone a permeability equals to
the higher ones. Therefore, the fluid crosses the entire fault with a constant
permeability of about 10-14 m2. At the opposite, imposing low incoming flow
rate value for H2 leads to a clear sustainable pulsing system with high flow rate
amplitudes at the surface (black curve (i) in Figure 15). The longer time needed
to refill the bottom part of the fault at a sufficiently high pressure induces a
slower decrease of the effective stress inside the low-permeability zone, down to
-3 MPa (i.e. a fluid pressure higher than the minimum in-situ stress), leading to
a smaller maximum aperture of the fault (10-6 m2) before closing again. With
this smaller opening, the maximum surface H2 flow rate is indeed lower and
varies from 5 × 105 to 5.5 × 105 moles/day (Figure 15, black curve). Thus, an
increased H2 flow rate modifies the pulse amplitudes but also their periodicity
that increases accordingly from a reference period of 90-100 days to ~250 days.
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Figure 15. Resulting H2 flow rates at the surface for three different values of H2 incoming flow rate at the bottom of the fault, i.e. � × ��� moles/day (green curve j), the reference case of � × ��� moles/day (brown curve (b)) and � × ��� moles/day (black curve i).

3.2.3 Contribution of the depth of the low permeable layer

While considering the reference configuration, we modify the depth of the low
permeable layer from -650 m to -750 m, -550 m and -350 m (Figure 16, bottom)
and plot the evolution of simulated surface H2 flow rates (Figure 16, top-left).
In order to compare their respective periodicities, we superimpose the resulting
curves to the reference case curve (brown curve b; Figure 16, top right). For
the two cases with the deepest low-permeability layer (i.e. -650 m (b) and -
750 m (blue curve ‘a’)), the pulsing response is clearly visible and yield similar
periodicities (90-100 days). As the depth decreases, three observations can be
made: (I) the first burst of H2 flow rate increases sharply (-550m; green curve
‘c’) before disappearing (-350m; purple curve ‘d’), (II) a pseudo-periodicity is
observed for -550m (‘c’) with a longer time range of ~170 days, and (III) a
continuous flow equals to the incoming flow rate at depth for the shallow case
(-350m; ‘d’). As the depth of the low-permeability layer decreases, the size of the
fault lower part increases, leading to higher fluid pressure penetrating the low
permeable zone. The sharp increase of effective stress-dependent permeability
induces a large flow of H2 propagating along the fault to the surface.
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(a) ref case (b) (c) (d)
Figure 16. Bottom: four different depths for the impermeable layer are considered, -750 m (case ‘a’), -650 m (the reference case ‘b’), -550 m (case ‘c’) and -350 m (case ‘d’). Their corresponding output H2 flow rates at the surface are presented at the top-left. In order to facilitate the comparison between their amplitudes and periodicity, the curves have been superimposed on the reference case ‘b’ (top right )

On the other hand, the effective stress tends to zero for a depth shallower than
-200 m (Figure 14) inducing a dramatic increase of permeability that cannot
slow down H2 migration towards the surface anymore. Thus, no pulsing system
can be generated with a shallow low-permeability layer (> -200 m) using the
permeability-effective stress relationship given by equations 32-37. This means
that the initial insitu effective stress state inside the low-permeability layer must
be high enough (> 8 MPa for the present model) to remain in the low range of
permeability values to potentially generate a pulsing system.
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Figure 17. Resulting flow rates at the surface for three different permeability values of the low-permeability layer, i.e. 10-17 m2 (dark blue curve ‘h’), the reference case 10-18 m2 (brown curve ‘b’) and 10-19 m2 (cyan curve ‘g’).

3.2.4 Contribution of the residual permeability of the low-
permeability layer

The previous results lead to question the respective roles of the residual perme-
ability versus the effective stress state in the low-permeability layer. Compared
to the reference case, dividing the residual permeability of the low permeable
zone by ten (10-19 m2 rather than 10-18 m2) results in a sharper pulsing signal
at the surface while expressing the same periodicity and a more constant surface
flux pattern regarding pulse amplitude (Figure 17, curve ‘g’). In contrast, when
the reference permeability is increased ten times (10-17m2), the pulsing response
totally vanishes, leading to a steady state flow (Figure 17, curve ‘h’). Indeed,
the permeability increase prevents the low-permeability layer from slowing down
gas migration through it, leading to a lack of pressure variation within the lower
draining part of the fault.

3.2.5 Contribution of the thickness of the low-permeability layer

While keeping the same depth for the bottom of the low-permeability layer, we
increased its thickness from 50 m for the reference case to 100 m and 150 m
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(Figure 18, bottom). As the reference thickness of the low-permeability layer
is doubled, the pulse periodicity increases slightly from 90-100 days to 100-150
days (case ‘e’ for a 100 m-thick layer). However, when further increasing the
low-permeability layer’s thickness to 150 m (case ‘f’), one can observe a damped
signal at the surface resulting in the disappearance of the H2 pulses. The longer
path needed for the gas to cross the impermeable layer increases dramatically the
time required to escape fast enough to close it (Figure 18, curve ‘f’ with longer
pulsing time). Indeed, the fluid pressure in the lower drained zone remains high
enough to keep the lower part of the impermeable layer open.

3.3 Discussion
Table 7 summarizes the results of this parametric study by sorting the different
simulations according to the flow rate regime of H2 at the surface. The results
exhibiting a constant, i.e. steady state, H2 flow rate at the surface present spe-
cific characteristics. First, simulations r, k, d, n and o that resulted in damped
or steady surface H2 flows yield maximum initial effective stress values inside
the lower part of the low-permeability zone below 8 MPa (red cells for the ef-
fective stress values) during the gas pressure loading stage, while simulations
resulting in pulsing regimes of H2 show a higher initial effective stress. Second,
no pulse is observed when the permeability of the low-permeability layer is too
high (here 2×10-17 m2 for simulations m and h; red cells for the residual per-
meability of the low-permeability layer), meaning that a permeability contrast
of at least four orders of magnitude is required to generate H2 pulses. Finally,
and as seen previously, an extreme incoming flow rate of H2 (simulations j and
p; red cells with an 842 Kmol/day value) induces a constant aperture of the
low-permeability zone and a constant outcoming flow of H2 at the surface.
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s ref case (b) (e) (f)
Figure 18. Resulting flow rates at the surface for three different thicknesses of the low-permeability layer: i.e. the reference case 50 m ‘b’ (brown curve ‘b’), 100 m (purple curve ‘e’) and 150 m (golden curve ‘f’).

Table 7. Summary of the performed simulations, including the initial conditions and the simulation results (“cst” stands for “constant”). At the top are shown the different cases for which a sustainable pulsing system is obtained (green cells), followed by the ones for which a slightly to strongly dumped pulsing system is obtained (light green cells and salmon cells, respectively) and eventually the ones that result in a continuous flow rate with no burst observed at the surface (orange cells). On the first left column, the ID of the simulations are given, the blue cells corresponding to the cases where the flow rates of H2 are displayed on figures presented in the article. Peak names correspond to the ones presented in Figure 13.
Initial conditions Simulation results
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Table 7. Summary of the performed simulations, including the initial conditions and the simulation results (“cst” stands for “constant”). At the top are shown the different cases for which a sustainable pulsing system is obtained (green cells), followed by the ones for which a slightly to strongly dumped pulsing system is obtained (light green cells and salmon cells, respectively) and eventually the ones that result in a continuous flow rate with no burst observed at the surface (orange cells). On the first left column, the ID of the simulations are given, the blue cells corresponding to the cases where the flow rates of H2 are displayed on figures presented in the article. Peak names correspond to the ones presented in Figure 13.
Simulation ID Caprock base position (m) Caprock thickness (m) Incoming flow rate (Kmol/day) Residual permeability caprock (log m2) Residual permeability drained zone (log m2) Initial effective stress (MPa) First effective stress peak (MPa) Second effective stress peak (MPa) First permeability peak (log m2) Second permeability peak (log m2) First surface flow rate peak (Kmol/day) Second surface flow rate peak (Kmol/day) Surface flow rate regime
a -750 50 421 -18log(2) -14 11.25 -4.25 -3.1 -1.5 -3 260 570 Pulsing
b (ref case) -650 50 421 -18log(2) -14 9.7 -3 -1.5 -4.25 -8.5 470 670 Pulsing
g -650 50 421 -19log(2) -14 9.6 -4 -1.6 -2 -7.9 660 730 Pulsing
i -650 50 210.5 -18log(2) -14 9.6 -2.5 -2 -6 -7.25 500 530 Pulsing
e -650 100 421 -18log(2) -14 8.75 -3 -0.5 -6.75 -12.8 650 600 Pulsing
s* -350 50 421 -18log(2) -14 8.3 -1.8 -1.5 -8.65 -9.6 1150 1390 Pulsing
q -550 50 42.1 -18log(2) -14 8.1 -1.6 -1 -8.4 -9.7 580 500 Pulsing
c -550 50 421 -18log(2) -14 8.1 -1.9 -0.3 -7.4 -11.4→ -14.25 (cst) 775 (cst) 560→421 (cst) Damped pulses
f -650 150 421 -18log(2) -14 8.1 -3 0.1 -9.6 -14.75 (ct) 600 421 (cst) Damped pulses
l -550 50 421 -19log(2) -14 8.1 -2.75 -0.5 -5.5 -11→ -14.5 (cst) 103 600→421 (cst) Damped pulses
j -650 50 842 -18log(2) -14 9.6 -3.7 0.2→0.5 (cst) -2.6 -13→ -14.4 (cst) 900 950→842(cst) Highly damped pulses
p -550 50 842 -18log(2) -14 8.1 -2.5 0.9 -6 -14.1 (cst) 1200 842(cst) Highly damped pulses
r -450 50 42.1 -18log(2) -14 6.5 -0.5 0.25 -10.9 -12.9 (cst) 440 260 Highly damped pulses
k -550 100 421 -18log(2) -14 7.25 -1.75 0.5 (cst) -9.75 -14.6 (cst) 675 450→421 (cst) Highly damped pulses
m -750 50 421 -17log(2) -14 11.25 0.2 1 (cst) -13.95 -14.6 (cst) 421 (cst) 421 (cst) Constant
h -650 50 421 -17log(2) -14 9.6 0 (cst) 0 (cst) -12.35 (cst) -12.35 (cst) 421 (cst) 421 (cst) Constant
d -350 50 421 -18log(2) -14 4.9 0.25 1.3 -13 -14 (cst) 421 (cst) 421 (cst) Constant
n -350 50 42.1 -18log(2) -14 4.9 0.885 (cst) 0.885 (cst) -14.6 (cst) -14.6 (cst) 421 (cst) 421 (cst) Constant
o -350 50 842 -18log(2) -14 4.9 0 1.3 (cst) -12.2 -14.2 (cst) 842(cst) 842(cst) Constant

This parametric study highlights three main conditions essential to obtain a
sustainable H2 pulse system at the surface (dark green cells lines):

• a low permeability value for the low-permeability layer, here < 10-18 m2;

• a low incoming flow rate of H2 at the bottom of the fault, here < 842
Kmol/day;

• a high initial effective stress value at the bottom of the low permeable
layer, here around 8 MPa.

These conditions are also observed in the configurations resulting in slightly
damped H2 pulses with an initial effective stresses are around 8 MPa, i.e. where
the fluid pressure is initially low (light green cells in Table 7). This means
that secondary order parameters contribute to the sustainability of surface H2
pulse systems here, e.g. H2 gas compressibility, however not impacting the
main trend of the results. One can note that these main required conditions
to generate pulses are strongly linked to the formulation of the relationship
between the permeability and the effective stress (equations 32-37). It is an
important increase of the fluid pressure in an initially low permeable medium
which leads to a “valve-fault” response. This response is characterized by an
alternation of aperture-closure sequences of the low-permeability layer. We
present a conceptual model summarizing our conclusions regarding the flow rate
regime of H2 at the surface depending on permeability versus effective stress in
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Figure 19.

Figure 19. Conceptual model summarizing the results of the full set of numerical simulations.

In order to check if this model can be used to predict H2 flow rate regime at
the surface with a different set of parameters, we consider a different tectonic
stress-environment. We use a stress ratio between the vertical and horizontal
stress of 1 instead of the previously used stress ratio of 0.6 which corresponds to
an extensive tectonic regime. We apply a stress ratio of 1 to the extreme case
‘d’ that resulted in a rather constant regime with no pulsing peak generated at
the surface (case s* in Table 7, the dark blue cell line). A pulsing regime is now
obtained (dark blue curve in Figure 20) with sharp peaks that exhibit higher
peak intensity and larger periodicity of the flow rate (150 to 240 days for case
‘s*’) compared to the reference case ‘b’ (90-100 days).
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Figure 20. Resulting flow rates at the surface for the predicted case s* for which �h= �V (dark blue curve ‘s’) compared to the reference case ‘b’ (brown curve ‘b’) for which �h= 0.6 �V, according to the conceptual model presented in Figure 19.

4. Conclusions
We set up a numerical model in the MRST framework to study fluid migration
in a vertical 2D planar fault. We focus on H2O and H2 migration and for that,
we proposed a set of equations including state equations to be used as mass
and energy conservation equations. We consider the fault draining part, i.e.
the damage zone and its interface with the core zone, as an equivalent porous
medium, allowing us to use the Darcy law to characterize the fluid flow. To
verify the validity of the numerical model, we first simulate the morphology and
amplitude of 2D thermal anomalies induced by buoyancy-driven water flow that
eventually match the results obtained by Guillou-Frottier et al. (2020). Then,
we focus on various geomechanic parameters that control a H2 pulsing regime at
the surface along a valve-fault system at depth. We neglect the coupling terms
between liquid water and gaseous H2 to consider only gas migration since H2
solubility is very low on the last 1000 m along the fault and below the surface.
The fault-valve system can be generated in presence of a low-permeability layer
obstructing the migration path along the fault, whose permeability depends on
the in-situ effective stress as defined by equations 32-37 (Donzé et al. 2020a).
This parametric study highlights essential conditions for the generation of a
pulsing flow rate of H2 at the surface: (i) a high permeability contrast between
the low-permeability and the draining parts of the fault, (ii) a sufficiently high
initial effective stress value at the bottom of the impermeable layer; (iii) an
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incoming H2 flow rate at the fault base lower than a critical value in order to
avoid a constant aperture of the low permeable layer, annihilating the valve-fault
mechanism.

In simulations resulting in pulsing H2 flows, the obtained pulsing periodicity
ranges from 100 to 300 days. Recent long-term monitoring campaigns installed
a high density of permanent H2 detectors in two structures in the Minas Gerais
State (Brazil) recorded two kinds of signals : large sporadic pulses affecting the
soil H2 content for one or two days, and smaller ones with a daily periodicity that
last for 6 h (Moretti et al., 2021). According to our model, such pulse periodici-
ties are too short to be explained by a fault-valve system at depth. Indeed, the
formulation permeability-effective stress could provide an overestimation of the
permeability since it has been formulated from experiments carried out below
depths of -300 m deep and cannot be used for shallower depths (above -200 m).
Unfortunately, permanent gas detectors along draining faults are not systematic
yet. The only long term monitoring H2 release from a rock mass during several
years with a daily frequency has been performed by Nivin (2019) in an under-
ground mine in the Lovozero loparite deposit. It was shown that barogenic
(atmospheric pressure variation) and human-induced (technogenic explosions)
factors were the most important in defining the dynamics of H2 emanation. To
go further, we expect several arrays of detectors to be deployed along tectonic
faults in the coming years. H2 bursts periodicities detected at the time scale of
a few months could then become the expression of an actively filled reservoir of
native H2 at depth.
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