
P
os

te
d

on
7

D
ec

20
22

|C
C

-B
Y

4.
0

|h
tt

ps
:/

/d
oi

.o
rg

/1
0.

10
02

/e
ss

oa
r.

10
51

28
53

.1
|T

hi
s

a
pr

ep
ri

nt
an

d
ha

s
no

t
be

en
pe

er
re

vi
ew

ed
.

D
at

a
m

ay
be

pr
el

im
in

ar
y.

Seismic constraints on damage growth within an unstable hanging
glacier

Ma lgorzata Chmiel1, Fabian Walter2, Antione Pralong3, Lukas E Preiswerk3, Martin
Funk4, Lorenz Meier5, and Florent Brenguier6

1Swiss Federal Institute for Forest, Snow and Landscape Research
2Swiss Federal Institute for Forest, Snow and Landscape Research (WSL)
3ETH Zürich
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Abstract

Forecasting of hanging glacier instabilities remains challenging as sensing technology focusing on the ice surface fail to detect
englacial damage leading to large-scale failure. Here we combine icequake cluster analysis with coda wave interferometry
constraining damage growth on Switzerland’s Eiger hanging glacier before a 15,000m3 break-off event. The method focuses on
icequake migration within clusters rather than previously proposed “event counting”. Results show that one cluster originated
from the glacier front and migrated by 13(+/- 4) m within five weeks before the break-off event. The corresponding crevasse
extension separates unstable and stable ice masses. We use the measured source displacement for damage parametrization
and find a 90% agreement between an analytical model based on damage mechanics and frontal flow velocities measured with
an interferometric radar. Our analysis provides observational constraints for damage growth, which to date is primarily a
theoretical concept for modeling englacial fractures.
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Key Points:9

• In the months leading up to a break-off event we find thousands of recurring ice-10

quakes on the Eiger hanging glacier in Switzerland.11

• Coda wave interferometry resolves displacements of icequake multiplets.12

• One multiplet displacement corresponds to crevasse extension separating unsta-13

ble and stable ice masses, which represents englacial damage.14
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Abstract15

Forecasting of hanging glacier instabilities remains challenging as sensing technology fo-16

cusing on the ice surface fail to detect englacial damage leading to large-scale failure. Here17

we combine icequake cluster analysis with coda wave interferometry constraining dam-18

age growth on Switzerland’s Eiger hanging glacier before a 15,000m3 break-off event.19

The method focuses on icequake migration within clusters rather than previously pro-20

posed ”event counting”. Results show that one cluster originated from the glacier front21

and migrated by 13(±4m) within five weeks before the break-off event. The correspond-22

ing crevasse extension separates unstable and stable ice masses. We use the measured23

source displacement for damage parametrization and find a 90% agreement between an24

analytical model based on damage mechanics and frontal flow velocities measured with25

an interferometric radar. Our analysis provides observational constraints for damage growth,26

which to date is primarily a theoretical concept for modeling englacial fractures.27

Plain Language Summary28

Predicting the development of ice mass breaking off from the front of unstable glaciers29

is challenging. Such glaciers are often located in remote locations with steep terrain, mak-30

ing it difficult to instrument and gather observations. Because of that, our current un-31

derstanding of ice damage development on unstable glaciers is limited. Here, we propose32

a new approach to tackle this problem using seismic observations from the Eiger hang-33

ing glacier in the Swiss Alps before a moderate 15,000m3 break-off event. We first group34

seismic signals according to their waveform similarity. We then use scattered arrivals to35

track displacement in seismic source locations. Our results suggest that a group of seis-36

mic signals is generated by crevasse propagation separating the unstable ice mass and37

the stable ice uphill. Combined with a simple analytical model, these observations in-38

dicate that seismic source displacement can be associated with damage propagation within39

the unstable glacier. This is an important step toward a better understanding of dam-40

age growth within unstable glaciers.41

1 Introduction42

Hanging glaciers are high-altitude glaciers that are inherently unstable and might43

produce catastrophic break-off events (Faillettaz et al., 2015). These glaciers are often44

partially frozen to their bedrock, allowing them to locate on steep slopes. Break-off events45

leading to substantial ice avalanches pose severe hazards to humans, settlements, and46

infrastructure in Alpine terrain worldwide (e.g., Faillettaz et al., 2015; Tian et al., 2017).47

Timely warning and evacuation often remain the only solution to protect the pop-48

ulation (Faillettaz et al., 2015). Good break-off forecasts are achieved with remote mea-49

surements of glacial surface velocities capturing a power-law acceleration before a break-50

off event (Flotron, 1977; Röthlisberger, 1977; Pralong & Funk, 2006; Faillettaz et al., 2008).51

However, the destabilization of large ice masses results from a combination of glacier ge-52

ometry, ice rheology, damage evolution, and basal motion (Faillettaz et al., 2015). These53

controls cannot be revealed with measurements of ice surface velocities alone and require54

detection of englacial changes leading to crevasse grow (Pralong & Funk, 2006).55

In the recent 1-2 decades, passive seismic measurements have been growing increas-56

ingly popular in glaciology (Podolskiy & Walter, 2016). They provide access to the in-57

terior and basal environments of glaciers and ice sheets: Crevasse dynamics, basal slid-58

ing, subglacial water flow, and iceberg detachment are notoriously difficult to study with59

conventional glaciological techniques but can be monitored with seismometers at the ice60

surface (for an overview see, e.g., Podolskiy and Walter (2016); Aster and Winberry (2017);61

Nanni et al. (2020)). For break-off events of steep glacial bodies, seismological research62

has so far focused on detecting icequakes. This term is often used to refer to glacier-related63
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microseismic events generated by glacier (stick-)slip motion (Weaver & Malone, 1979;64

Caplan-Auerbach & Huggel, 2007) and crack opening (Faillettaz, Funk, & Sornette, 2011;65

Faillettaz et al., 2008; Preiswerk et al., 2016). Beyond ”icequake counting”, analysis on66

seismic event locations or waveform attributes could reveal further details of source mech-67

anisms and thus help characterizing ice structural change leading to failure. This would68

allow testing theoretical predictions on the role of damage evolution (Pralong & Funk,69

2006), basal sliding (Dalban Canassy et al., 2012; Allstadt & Malone, 2014; Dalban Canassy70

et al., 2013), and the role of external forcing mechanisms, in particular climatic nature71

(Faillettaz, Funk, & Sornette, 2011; Faillettaz, Sornette, & Funk, 2011).72

Here, we study a hanging glacier’s icequake signals focusing on later arriving seis-73

mic phases (’coda’) to quantify fracture development behind the ice front before a break-74

off. We use seismic data from a 4-station network deployed on the Eiger hanging glacier75

in Switzerland between April and August 2016. We find over 200,000 recurring icequakes76

with substantial coda out of which we compile catalogs of 30 clusters each comprising77

events with high waveform similarities. Focusing on coda changes, we use the clusters78

for monitoring the relative source displacements that can be interpreted in terms of dam-79

age evolution within the ice, hence a preparation phase towards break-off events.80

2 Study site81

The Eiger hanging glacier, located on the west face of the Eiger summit, Switzer-82

land, extends from 3,500 to 3,200m a.s.l. with a surface slope of 20◦ at the terminus [Margreth83

et al. (2017), Figure 1A-B, Figure S1]. The surface area of the Eiger hanging glacier was84

0.08 km2 in 2016 (Huss et al., 2013) with a mean and maximum thickness of about 40m,85

and 70m, respectively. The only study that performed temperature measurements of the86

Eiger hanging glacier dates back to 1997 (Lüthi & Funk, 1997). Lüthi and Funk (1997)87

determined englacial temperatures ranging between -5◦ and 0◦ and an average glacier88

flow velocity of 7ma-1. The Eiger hanging glacier is polythermal, meaning that water89

coexists with glacier ice at the glacier base, except for the base of the frontal part, which90

is cold and entirely frozen to the bed Lüthi and Funk (1997). We refer the reader to Fig-91

ure S1 and Text S1 in Supplemental Information (SI) for more details on the glacier’s92

thermal regime. The glacier lies almost entirely in the accumulation zone, exhibiting a93

positive annual net surface balance. At the ice front, the glacier extent is limited by a94

topographic bedrock step, leading to a steep ice cliff from which periodic break-off events95

occur (Raymond et al., 2003; Margreth et al., 2017; Marchetti et al., 2021). Typical vol-96

umes of unstable ice mass are < 10,000m3. The resulting ice avalanches are large enough97

to endanger hiking paths, ski infrastructure, and the train line that leads to Jungfrau-98

joch, one of Europe’s major tourist destinations (Figure 1A). In April 2016, a significant99

crevasse was observed behind the glacier front, indicating an impending break-off event.100

On the morning of August 25, 2016, an ice mass of 15,000 m 3 broke off the hanging glacier101

(Figure S12). This was the largest break-off event since 1991 (Margreth et al., 2017). The102

ice avalanche missed the Eigergletscher train station and came to rest 1200m vertically103

below the glacier (Figure 1A).104

3 Instrumentation105

To warn against the break-off events, a monitoring system has been installed next106

to the glacier since 2016, including an automatic camera (two photos per day of the glacier107

front, Figure S12) and an interferometric radar measuring the velocity of the glacier front108

(Meier et al., 2016), Figure 1A. Between April and September, 2016 the interferomet-109

ric radar at the train station Eigergletscher recorded line-of-sight displacements of the110

glacier front. We measured glacier front velocities as the maximum ice front displace-111

ment on the radar image per hour (Figure 1D).112
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Figure 1. Study site: Eiger hanging glacier. (A) The following instruments were deployed on

the glacier to monitor it: an infrasound array (gray circle, not operational during the break-off

event), interferometric radar measuring glacier flow velocity (teal square), four 3-component seis-

mometers (natural frequency: 1 Hz) installed on the glacier between April and August (stations

EIG1-EIG4, purple triangles), an automatic camera photographing the unstable ice mass (green

pentagons). Source: ETH-Bibliothek Zürich, Bildarchiv /Stiftung Luftbild Schweiz/ Photograph:

Swissair Photo AG / LBS R2-010615 / CC BY-SA 4.0. The upper inset shows the location of

Mount Eiger in Switzerland. The lower inset shows one of the seismic stations installed on a

granite plate for accurate leveling. The blue box contains the logger and battery. (B) The Eiger

hanging glacier in August 2015. (C) The glacier flow velocity measured by the interferometric

radar projected onto a digital elevation model (a zoom view on the glacier terminus, summed

over 6 h, 02:01-08:01 UTC, August 25, 2016). (D). Temporal evolution of the maximum velocity

of the glacier flow and an hourly icequake occurrence rate. Both curves are smoothed with a 1h-

moving average. The time occurrences of a small (B1) and main break-offs (B2), and Amatrice

earthquake (E, M 6.2) are represented in color-coded dashed vertical bars.

Between April and August 2016, we installed four 3C Lennartz seismometers (nat-113

ural frequency 1 Hz) on the glacier to monitor its icequake activity [SED (1985) and see114

Preiswerk (2018) for details on acquisition]. Avalanches, snowfalls, and other factors as-115

sociated with high altitude conditions strongly challenge instrument maintenance on the116

glacier. However, one station recorded continuously for 4.5 months (EIG2), and up to117

three seismic stations operated simultaneously (Figure 2B). Our seismic stations recorded118

the main break-off on August 25 together with a precursory event on August 23 and abun-119

dant icequake activity consisting of up to 400 events per hour (Figure 1D, 2B-C).120
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4 Methods121

4.1 Analysis Overview: seismic repeaters, multiplets, and coda wave in-122

terferometry123

We divided our icequake seismograms from the Eiger hanging glacier into clusters124

consisting of events with similar waveforms. In conventional seismological applications,125

waveform similarity is attributed to earthquake repeaters and multiplets that are closely-126

spaced events with nearly identical source mechanisms (Poupinet et al., 1984). The cross-127

correlation coefficient between two seismograms is a measure of similarity and ranges be-128

tween -1 and 1 with the latter corresponding to a perfect match. Repeaters have been129

defined as waveform pairs with a cross-correlation coefficient >=0.9 (e.g., Uchida & Bürgmann,130

2019). In glacial contexts, repeating icequakes have been linked to basal stick-slip be-131

neath ice streams (Anandakrishnan & Bentley, 1993; Smith, 2006; Danesi et al., 2007;132

Zoet et al., 2012), Alpine valley glaciers (e.g., Helmstetter, Nicolas, et al., 2015; Walter133

et al., 2020; Gräff & Walter, 2021), and glacier-covered volcanoes [e.g., Thelen et al. (2013);134

Allstadt and Malone (2014)]. In contrast, multiplet seismograms have a lower cross-correlation135

coefficient >=0.5 and in glacial environments have been associated with a crevasse open-136

ing (Mikesell et al., 2012) and fracture propagation (Helmstetter, Moreau, et al., 2015).137

Coda waves are the later arriving, multiply scattered seismic coda signals that sam-138

ple the entire medium or its subvolume multiple times by following more complex and139

longer paths than the direct phases (Figure 2D). This increased sensitivity of coda waves140

is used in methods called ”coda wave interferometry (CWI)” to measure subtle changes141

in source locations, perturbations in scatterer locations, and seismic velocities (e.g., Snieder142

et al., 2002; Curtis et al., 2006; Sens-Schönfelder & Brenguier, 2019). Source/scatterer143

and velocity perturbations leave different footprints on the coda as illustrated in Figure144

S10.145

On Alpine glaciers, coda wave interferometry is challenging as homogeneous ice usu-146

ally suppresses englacial scattering resulting in weak coda (e.g., Sergeant et al., 2020).147

However, on hanging glaciers like our study site, pervasive fracturing and multiple lat-148

eral reflections within small glacial basins generate substantial coda (Podolskiy & Wal-149

ter, 2016). The seismograms of an icequake cluster at our study site confirm this with150

strong phase coherence of direct arrivals and pronounced changing coda (Figure 3A).151

Here, we use CWI to determine changes in the separation of icequakes belonging152

to a single cluster (e.g., Snieder et al., 2002). This allows tracking the magnitude (not153

direction) of icequake cluster migration using a single station. For our icequake seismo-154

grams we assume that coda changes are driven by perturbations in source locations and/or155

in ice elastic properties rather than by perturbations in scattering crevasse fields. This156

assumption is based on moderate glacier flow velocity [7ma-1 Lüthi and Funk (1997)],157

on crevasse life times of up to 5 years which are large compared to the monitoring pe-158

riod (Colgan et al., 2016) and on high sensitivity of seismic velocities to changes in ice159

elasticity (Röthlisberger, 1972).160

We can independently estimate changes in source locations and changes in the medium161

velocity (Singh et al., 2019). Velocity perturbation accumulate over the ray path lead-162

ing to increasing travel time delays with increasing lapse time in the coda (Snieder et163

al., 2002; Singh et al., 2019). In contrast, when source position changes from the orig-164

inal to a perturbed location, some wave paths become longer while others become shorter165

and signals of these wave trajectories arrive earlier and later, respectively (Figure 2D).166

We thus use the variance of the travel time changes to determine source displacements167

(Snieder et al., 2002; Allstadt & Malone, 2014; Singh et al., 2019) (see Text S2 in SI for168

details).169
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Figure 2. Seismic signals recorded at the Eiger hanging glacier. (A) Orthophoto of the Eiger

hanging glacier one day after the main break-off event. The position of four seismic stations

installed at the glacier is marked with purple triangles. The overlaid scatter plot shows the aver-

aged cluster location with Matched-Field Processing. We average MFP results from 23 clusters

and show only top 90% of the resulting MFP amplitude. Main crevasses are marked in black

dashed lines. Photo source: swisstopo flight, line 1308201608260940, August 26, 2016. (B) Seis-

mic signals recorded on the vertical component of the EIG2 station 10 days before and 5 days

after the main break-off with a corresponding spectrogram in (C). The time occurrences of a

single icequake, small and main break-offs, and Amatrice earthquake (M 6.2) are represented

in dashed vertical bars and colors indicated in Figure 2B. (D) Left: Stack of icequakes within

cluster 24 recorded at the vertical component of the EIG2 station. In red, we show the time win-

dow Tmin=0.5 and Tmax= 1.5 s that contains coda waves and in blue, the envelope decay in dB.

Center: Illustration of a source location perturbation, with a source (star), receiver (triangle),

and a medium with point scatterers (circles). Direct and scattered ray paths are marked in ar-

rows: black and red (new ray paths). Right: Coda waveforms before (black) and after the source

perturbation (red). Based on Figure 1 in Singh et al. (2019).

4.2 Catalog compilation170

Prior to all processing, data are high-pass filtered at 1 Hz to focus on high-frequency171

signals related to glacier dynamics (Podolskiy & Walter, 2016). We first determine over-172

all icequake activity using a short term average/long term average (STA/LTA) algorithm173

with coincidence trigger over all available stations [Allen (1978); see Text S2 in SI and174

Preiswerk (2018) for details]. Next, we identify clusters of events with similar waveforms175

by mutually cross-correlating STA/LTA detections within a sliding time window of 5 s176

using the Repeating Earthquake Detector in Python [RedPy, Hotovec-Ellis and Jeffries177

(2016)]. For this step we use coincidence triggers and cross-correlations on stations EIG2178

and EIG4 between August 11 and 31, 2016.179

We find over 200,000 repeating events with a correlation coefficient threshold of 0.9180

from which we choose those clusters consisting of over 40 events, which amounts to 30181

clusters (5% of all clusters). To extend our analysis over the entire monitoring period,182
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we construct template waveforms by stacking the icequake waveforms within each clus-183

ter. Next, we search for similar icequakes with template matching against the contin-184

uous data recorded at the EIG2 station (e.g., Gibbons & Ringdal, 2006). For the imple-185

mentation, we use the correlation-based Fast Match Filter [FMF, Beaucé et al. (2018)],186

and we set the correlation coefficient threshold to 0.7. The threshold of 0.7 in the tem-187

plate detection with a single station provides a comprehensive catalog that we need for188

coda wave measurements while rejecting events that potentially originate from different189

clusters. These steps leave us with 36,989 icequakes from 30 clusters, which we refer to190

as ”multiplets” even though some icequake pairs may share cross-correlation coefficients191

above 0.9.192

4.3 Cluster location193

We locate our clusters with Matched Field Processing [MFP, Baggeroer et al. (1993);194

Kuperman and Turek (1997)], which exploits cross-array signal coherence by calculat-195

ing the cross-spectral correlation matrix [CSDM, Kuperman and Turek (1997)]. CSDM196

represents the coherence of the wavefield recorded at a group of sensors. Our four sta-197

tions were never in operation simultaneously. Therefore for each cluster and station, we198

stack icequake waveforms recorded on the vertical component of the stations for peri-199

ods when the station was working properly. This provides us with average waveform stacks200

for 2-4 stations depending on the cluster activity. We use a 1.5 s long time window taken201

form the beginning of the stack that includes the highest-amplitude phase, which for fre-202

quencies above 1Hz we assume is a Rayleigh wave (Deichmann et al., 2000). We per-203

form a 2D grid search over northing and easting with spatial increments of 1m using a204

simple Rayleigh wave propagation model in a homogeneous medium (vR=1612ms-1, op-205

timized in the range of 1550-1700ms-1 with a velocity increment of 10ms-1).206

For each cluster, the maximum amplitude of the normalized ambiguity map (”MFP207

amplitude”, Figure S4) indicates the optimal source location that maximizes the fit be-208

tween the CSDM of the waveform stacks and the model. We also produce an overlaid209

map reflecting the overall activity of 23 clusters (Figure 2A). For this, we stack the re-210

gions of the individual ambiguity maps that lie within 64m (∼ 1 wavelength) of each clus-211

ter’s optimal source location. We exclude the source locations that localize at the grid212

border (7 clusters). See Chmiel et al. (2019); Bowden et al. (2020) and Text S2 for de-213

tails.214

4.4 Source displacements215

We now focus on the separation between icequake multiplets in each cluster. In SI,216

Text S2, we furthermore estimate changes in the relative seismic velocity dv/v through217

CWI and the coda wave attenuation (Q−1
c ) by measuring the decay slope of the coda218

envelope based on the Aki and Chouet (1975) model. We first filter the seismograms of219

our 30 icequake clusters between 10 and 40 Hz and define a 1-s-long coda window start-220

ing at 0.5 s after the direct arrival associated with the surface wave (Figure 2D). To sta-221

bilize the measurement, we stack icequake signals within 4-hour windows after stacking222

up to 3 events per hour with the highest cross-correlation coefficient obtained from the223

template matching. As detailed in Section 4.1 we use CWI to measure a displacement224

between the centroid of icequake multiplets and invert for a continuous source displace-225

ment (Allstadt & Malone, 2014; Hotovec-Ellis & Jeffries, 2016). Since the measurements226

are not continuous, we use an L1 norm for regularization (e.g., Tibshirani, 1996; Chmiel227

et al., 2018) that enhances the solution sparsity.228

–7–
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5 Results229

Between August 5 and the break-off event on August 25 the glacier front under-230

goes a clear acceleration from an average velocity of 4-5 cm day-1 to > 60 cm day-1 (Fig-231

ure 1D). After the main break-off on August 25, the velocity drops below 10 cm day-1.232

We observe an increase in the overall (non-clustered) seismicity rate only ∼6 hours be-233

fore the main break-off event (up to ∼400 events h-1) and a drop to a lower level after234

the break-off (100 events h-1). Before the small precursory break-off on August 23, seis-235

micity did not increase notably. On the other hand, our results show elevated seismic-236

ity two hours after the passing of the teleseismic waves of the M6.2 Amatrice earthquake237

(e.g., Chiaraluce et al., 2017), around 01:00 UTC on August 24. The two hour delay calls238

into question a direct relation to the earthquake’s dynamic strain on the glacier ice. It239

does suggest that the detaching ice mass was still firmly attached, since the main break-240

off did not occur for another 31 hours. Another peak in seismic activity is visible on 18241

August. On longer time scales, we observe recurrent 1-2 hour-long bursts of seismic ac-242

tivity that become ∼10 times more frequent after June 21 when the air temperature ex-243

ceeds 0◦ C and surface melt takes place at the glacier (Figure S2).244

24 out of the 30 clusters appear during the melt season. The clusters show the max-245

imum activity 1-2 weeks before the break-off event and reduced activity after the break-246

off events. Nine clusters show decreasing activity after the break-off events, and three247

clusters are short-lived, appearing just before the minor break-off event between 12 and248

22 August. The break-off events occur during a period of an elevated air temperature.249

The averaged MFP analysis (Figure 2A) indicates clusters originating mainly from250

the glacier front and a location at the back of the glacier, likely associated with the ”Bergschrund”251

separating flowing from stationary ice. 29 out of the 30 clusters follow a similar relative252

displacement trend with an average source displacement of 4m (±1m) from July 1 to253

August 31. Cluster 24, which locates near the glacier front, forms an exception, because254

its source displacement amounts to 13(±4m). Between 10 and 40Hz, the average source255

displacement within a single cluster is below 10% of the shortest wavelengths of 40m.256

This 10% is well below the 30% threshold at which CWI-derived displacements are ac-257

curate (Singh et al., 2019).258

6 Discussion259

(Faillettaz, Funk, & Sornette, 2011) showed that on another hanging glacier located260

in the Swiss Alps, Weisshorn glacier, the icequake activity accelerated together with the261

glacier front displacement ∼3 days before the failure of an unstable large ice mass (vol-262

ume ∼120,000m3). Icequake activity reacts after the main break-off event on the Eiger263

hanging glacier, showing only half of the event rate compared to pre-break-off times. How-264

ever, simple icequake detections are of little use for break-off forecasting since they in-265

crease only within a few hours prior to a break-off event or not at all (Figure 1D). The266

difference in icequake activity at Weisshorn and the Eiger hanging glacier might be re-267

lated to different geometries, the thermal regime at the glacier bed, the type of insta-268

bility, and the volume of break-off events. At the Weisshorn glacier, the damage growth269

near the steep cold glacier bed led to the failure. In contrast, at the Eiger hanging glacier,270

the instability development is also driven by the bedrock’s geometry at the front of the271

glacier, which forces the opening of crevasses. (Pralong & Funk, 2006; Faillettaz et al.,272

2008).273

For the present data set it is necessary to focus on specific icequake clusters, which274

present event groups with similar locations and fault mechanisms. To our knowledge,275

icequake clusters have not been previously reported on hanging glaciers. A central ques-276

tion is what their origins and the faulting mechanisms of the individual icequakes are.277

CWI reveals that most sources displaced by 4m during two months, which is more than278
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Figure 3. Icequake multiplets analysis and their displacement δ measured with coda wave

interferometry. (A) Temporal variations of 4h-stacks of icequake multiplets recorded (vertical

component of station EIG2 for cluster 3). Time (0.5-1.5) s used for CWI is marked with a red

arrow. (B) Cartoon of the Eiger hanging glacier, after Pralong and Funk (2005). (C) Icequake

multiplet centroid (”source”) displacement δ and (D) icequake multiplets activity (normalized

by the maximum number of events in the cluster). For each color-coded cluster, we represent

the average source displacement over three components, and the errors are taken as the standard

deviation from the average. In (D) the error bars are calculated as a standard deviation of the

number of icequakes within 4 hours. (E) Air temperature measured at the MeteoSchweiz weather

station Jungfraujoch. The temperature is corrected by +1◦ C to the altitude of Eiger hanging

glacier, 3 km away. From the temperature time series we calculate Positive Degree values (PDD).

PDD is the cumulative temperature above the melting point of 0◦ C over a given period (e.g.,

Wake & Marshall, 2015) and proportional to the amount of surface melt over a given period (e.g.,

Wake & Marshall, 2015). (F) Zoom on the maximum velocity of the glacier front measured with

the interferometric radar (in teal) and the frontal velocity calculated with equation 2 (in purple).

All measurements are smoothed with a 24-h moving average.

a factor of three faster than glacier bulk surface displacement (Lüthi & Funk, 1997) and279

thus cannot be explained exclusively by ice flow transporting englacial seismic sources.280

Instead, we propose that our cluster sources are extension events of crevasse tips. This281

explains an increase in cluster activity in spring when meltwater accumulates in crevasses282

and deepens them via hydrofracturing (e.g., Van der Veen, 1998). Alternatively, recur-283

ring icequakes have also been attributed to basal stick-slip events (e.g., Gräff & Walter,284

2021). However, a displacement of stick-slip sources at 3-4 times the ice flow speed is dif-285

ficult to argue given that the glacier front is frozen to the bed and thus not sliding (Lüthi286

& Funk, 1997).287

Cluster 24 starts on July 18 and terminates its activity in the hours around the main288

break-off event (Figure 3C-D). We argue that this cluster corresponds to the crevasse289
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separating the unstable ice mass (Figure 3B) involved in the major break-off and the sta-290

ble ice uphill for the following reason: 1. The activity of cluster 24 ceases after the ma-291

jor break-off (Figure 3C, D). 2. MFP analysis locates cluster 24 towards the glacier front292

(Figure S4). 3. The source displacement of cluster 24 (marked in purple in Figure 3C)293

accelerates in parallel to the ice front velocity.294

To explain this agreement between cluster displacement and front velocity quan-295

titatively, we use the damage mechanics theory for ice rheology following Pralong et al.296

(2003). Damage D is a measure of the integrity of ice, with D = 0 and D = 1 repre-297

senting undamaged and fully damaged ice, respectively. Damage is assumed to only af-298

fect the viscosity of ice, not its rheology, and softening of increasingly damaged ice through299

a critical damage accumulation at the glacier’s basal shear zone explains the pre-break-300

off acceleration of the glacier front (Pralong, 2006b).301

To link our cluster 24 centroid displacement to frontal velocities we propose that302

D =
∆

∆0
(1)

where ∆ is the source displacement within cluster 24 and ∆0 is the maximum dis-303

placement before the break-off taken as 14m. With equation 1 we parameterize the dam-304

age variable by the fraction of the ice connecting the unstable and stable glacier portions305

that is penetrated by the crevasse tip (Figure 3B). If this ”ice bridge” is fully damaged,306

∆ = ∆0 and hence D = 1, at which point the break-off occurs. We assume that D is307

measured towards the displacement direction (”x”) and it does not depend on ”z”. Please308

see SI, Text S3 for an alternative damage parametrisation.309

With the damage parameterization in equation 1, we can quantitatively model the310

frontal velocity (vx) of the unstable ice mass in the flow direction ”x” following Pralong311

(2006b):312

vx = CAσn
xz

[
∆H

(1−D)n
+

H

n+ 1

]
(2)

where σxz is the xth and zth entry of the stress tensor, A and n are the flow pa-313

rameters (n is Glen’s flow law exponent), H is the glacier thickness, ∆H is the active314

layer where damage develops, and C is an optimization constant to account for a geo-315

metrical difference from a parallel-sided slab geometry as assumed in equation 2. The316

first term of the equation describes the surface velocity due to the damage process, and317

the second one is the influence of the deformation of the ice column. We specify the val-318

ues used in the inversion in Table S1 and refer the reader to SI Text and Pralong (2006b)319

for more details.320

Glen’s flow law exponent n is not well constrained with previously reported val-321

ues ranging between n = 1 and n = 4 with a commonly assumed value of n = 3 and322

A ∼ 10−24 for non-damaged ice (Cuffey & Paterson, 2010). These values depend on323

temperature, water content, impurities, stress regime, and grain size (Cuffey & Pater-324

son, 2010). We fit the equation 2 to the measured velocity optimizing for C and the ex-325

ponent n (Figure 3F, Figure S8). The optimized value of the exponent is n = 1.2 and326

the numerical value of parameter C for equation 2 is of order 1014.327

The limitations of the Pralong (2006b) model might partially explain the large value328

of C. The assumed geometry of a very long parallel-sided used by Pralong (2006b) to329

derive the equation 2 is certainly an oversimplification for the motion of the front of the330

Eiger hanging glacier. The unstable frontal part of the Eiger hanging glacier experiences331

a tilting movement before the break-off. Therefore, the ice surface undergoes an accel-332

erated motion, but the basal ice remains approximately at the same place. In SI, Test333
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S3, and Figure S9, we show an alternative analytical model without the parallel-sided334

slab assumption, and we show fit results to the more commonly used n = 3 using equa-335

tion 2 (In SI Figure S8C, F ).336

The analytical model from equation 2 with optimized parameters agrees within 90%337

with the measured velocity until 20 hours before the main break-off (Figure 3F). After-338

ward, the denominator of the first term in equation 2 results in a nonphysical divergence.339

These results indicate that, as opposed to monitoring glacier flow surface velocity which340

only indirectly measures englacial damage, seismology makes it possible to directly mea-341

sure englacial damage. Finally, we note that the 14.0(±4m) displacement of cluster 24342

is similar to the fracture process zone, i.e., the region at which stress concentration ahead343

of a crevasse tip form microcracks (Pralong, 2006a).344

7 Conclusion345

Our study sheds light on the relation between ice-related seismicity and the devel-346

opment of gravity-driven glacier instability. Such a relation has been proposed in the past,347

but simple event detection is inadequate for identification of seismic break-off precur-348

sors. On the other hand, an icequake subset, cluster 24, relates to an impending break-349

off event increasing its activity over similar time scales as the measured frontal acceler-350

ation.351

The question of whether or not coda wave interferometry introduced here can pro-352

vide new operational forecast tools has to be addressed with further measurements on353

different types of hanging glaciers. An enhanced sensor coverage that could be obtained354

with, for example, a distributed-acoustic sensing (DAS) system deployed at the glacier355

surface (Walter et al., 2020) would help in resolving the origin and the source mecha-356

nism of the multiplets better. Nonetheless, our seismic approach detects dynamic changes357

involving fracture dislocation within the glacier. This establishes a more direct view of358

the damage-related processes deep within the glacier than indirect damage manifesta-359

tion of increased surface velocities captured with radar. Thus, the presented approach360

constitutes a first-of-its observational constraint on damage growth within unstable glacier361

ice.362

8 Open Research363

Obspy Python routines [www.obspy.org, Beyreuther et al. (2010)] were used to down-364

load waveforms and pre-process seismic data. REDPY can be downloaded from:365

https://github.com/ahotovec/REDPy/, and FMF from https://github.com/beridel/366

fast matched filter/ . For source displacement, we used a modified MATLAB code367

package from Singh et al. (2019). The original MATLAB code package is available at368

https://github.com/JonathanSingh/cwi codes/ .369

Seismometer data from stations EIG1, EIG2, EIG3, and EIG4 of the 4D local glacier370

seismology network (SED, 1985), http://networks.seismo.ethz.ch/networks/4d/371

are archived at the Swiss Seismological Service372

http://www.fdsn.org/networks/detail/4D 1985/ .373

Interferometric radar data supporting this research are described in Margreth et374

al. (2017) and are available through the GRAVX online data portal of the company Geo-375

prevent https://data.geoprevent.com with restrictions that include confidentiality376

agreement and are not accessible to the public or research community. To gain access,377

please contact Lorenz Meier (lorenz.meier@geoprevent.com) or info@geoprevent.com.378
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Introduction

This file contains supplement text, figures, and a for the manuscript ”Seismic constraints

on damage growth within an unstable hanging glacier”. Supplemental Text 2 describes

the study site, the Eiger hanging glacier in Switzerland. Supplemental Text 2 provides

a detailed description of methods used in this study. Supplemental Text 3 provides ad-
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ditional information on the analytical model of glacier front velocity that is presented in

the main manuscript.

Supplemental Figure S1 shows a 2D section of the Eiger hanging glacier. Figure S2

shows hourly time series of: the maximum velocity of the glacier front, icequake oc-

currence, and air temperature. Figure S3 shows seismograms of icequake multiplets for

different clusters. Figure S4 shows Matched Field Processing (MFP) results. Figure

S5 shows icequake seismograms from Rhone glacier and Eiger hanging glacier. Figure

S6 shows source displacements measured at station EIG2 and EIG4. Figure S7 shows

the coda wave interferometry (CWI) measurements of relative seismic velocity variations

(dv/v) and the measurement of the coda wave attenuation Qc. Figure S8 and S9 show

the results of the frontal velocity calculated with analytical models. Figure S10 illustrates

different perturbation types and their imprint on coda waves. Figure S11 shows a lateral

view of the glacier from an automatic camera photographing the unstable ice mass. Sup-

plemental Table S1 provides the values of parameters used to calculate analytically the

frontal velocity of the Eiger hanging glacier.
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Text S1. The Eiger hanging glacier

The only study that performed thermal, depth, and flow measurements on the Eiger

hanging glacier dates back to 1997 (Lüthi & Funk, 1997; Margreth et al., 2017). In a field

campaign lasting several days in the spring of 1993, Lüthi and Funk (1997) determined

the glacier’s thickness by using a ground-penetrating radar along several longitudinal and

transverse profiles. In addition, seven boreholes were drilled in the glacier up to 70 m

with hot-water drilling. The temperature of the glacier was determined using thermistors

installed in the boreholes. 15 stakes were drilled into the ice as reference points, and their

position was measured several times with an interval of three weeks to determine the

flow velocity on the surface. Based on those measurements and using the finite element

method, Lüthi and Funk (1997) provided a glacier model to determine the flow lines of

the ice as well as the temperature and stress distribution in the hanging glacier (Figure

S1). Their results show that the coldest area is on the glacier bed close to the unstable

front. This may be surprising at first, but the glacier location might explain it. The

shady location of the glacier front ensures low temperature, and the ice cools down from

the front. The rock underneath is often snow-free and transfers the cold to the glacier bed.

As a result, the ice in the glacier front is frozen to the ground, contributing significantly

to the glacier’s stability.

Text S2. Methods

1. Seismic activity analysis

We use short time average (STA) long time average (LTA) algorithm e.g., Allen (1978)

to evaluate the icequake activity at the Eiger hanging glacier. The STA/LTA algorithm
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continuously averages the absolute amplitude of a seismic signal in two consecutive moving

time windows. Long time window (LTA) is sensitive to changing seismic noise and the

short time window (STA) provides information about seismic events. When the ratio

of both exceeded a pre-set value, an event is declared. Following Preiswerk (2018), we

combine two sets of parameters sta=0.2 s and lta= 5s, sta=0.08 s and lta=0.8 s to detect

different types of events, and thresholds 5 and 2 for trigger on and off. We use coincidence

triggering to avoid local artifacts, meaning that the event has to be recorded on 4 channels

(2 stations). We also account for changing trigger sensitivity by leaving out low amplitude

events (Walter et al., 2008), with median amplitude of events <2e-7 m s-1. We do so

because the sensitivity of detection changes diurnally and seasonally depending on the

number of working stations and different noise levels when the surface melt starts on

the glacier. The daily icequake occurrence rate for the entire monitoring period (April

14-August 31, 2016) is presented in Figure S2 together with the maximum velocity of the

glacier front and daily temperatures. For additional details of icequake activity on the

Eiger glacier, we refer the reader to Preiswerk (2018).

2. Repeating icequakes: RedPy

We use RedPy (A. Hotovec-Ellis & Jeffries, 2016) to investigate the occurrence of repeating

icequakes between August 12 and 31, 2016. The RedPy detector runs on seismic data

recorded at stations EIG2 and EIG4 (the data are high-pass filtered at 1 Hz). RedPy

first runs an STA/LTA triggering algorithm and then a clustering algorithm based on

cross-correlations. A cluster contains all events that correlate with at least one other

event in the cluster above the correlation threshold. Clusters can combine if a new event
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correlates with an event in two or more clusters. We use similar settings in RedPY as for

the STA/LTA: 4 channels need to be triggered in STA/LTA, we use 6 channels in total

(2 stations), lta= 5, sta= 0.2, trigon= 5, trigoff= 2. The cross-correlation threshold of 0.9

has to be exceeded on 4 channels for an event to be counted.

3. Icequake multiplets: template matching

To complete the repeater catalog, we perform a template matching over the entire moni-

toring period. 30 clusters are selected that show the highest number of repeaters (between

∼40 and ∼500). We exclude one cluster with a unusual high number of detected repeaters

(>900). We first define templates by stacking icequake signals per cluster. The templates

are cross-correlated with continuous signals recorded at the EIG2 station. This is the

only station that was operational for the entire monitoring period. We use Fast Matched

Filter [FMF, (Beaucé et al., 2018)] for the implementation. FMF first computes nor-

malized cross-correlations between a template and a sliding time window for each signal

component and then the average correlations over the three components. We consider

a correlation peak as a possible detection if the correlation exceeds 0.7. Icequake wave-

forms are rather simple due to the homogeneity of glacier ice. Using a too low threshold

coefficient with a single station might cause the detection of events that do not belong to

the same cluster. Therefore, we chose to work with the cross-correlation coefficient of 0.7,

which is low enough to complete the repeater analysis over the extended period but also

high enough to reject events that originated from different clusters.

FMF returns the time series of the average correlation coefficients (CC) calculated for each

template. The sliding time windows are taking every sample. We group the detections
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within the time window of +/-1.5 template length, and then we keep only the highest

correlation coefficients to avoid double detections. Moreover, we cross-check detections

for all clusters to eliminate double detections by keeping the detections in the cluster

with the highest cross-correlation coefficient. Figure S3 shows vertical ground velocities

of individual icequakes, their stacks, and amplitude spectra of the stack for each cluster.

4. Matched-Field Processing

Following Chmiel, Roux, and Bardainne (2019) we Matched-Field Processing (MFP) to

localize the clusters. The MFP output value is normalized between 0 and 1 due to the

normalization of the the cross-spectral correlation matrix (CSDM) and the wave prop-

agation model. We use the MFP output value to optimize the Rayleigh phase velocity,

which is the result of the grid search over northing, easting, and phase velocity in the

range 1550-1700 m s-1 (spatial and velocity increments of 1 m, and 10 m s-1, respectively).

MFP uses the entire icequake waveform (0-1.5 s time window), assuming a 2-D Rayleigh

wave propagation. The optimal velocity is found as the one that maximizes the MFP

output. The averaging over all optimized phase velocities per cluster while rejecting the

results with border velocity values (1550 and 1700 m s-1) gives an average Rayleigh wave

phase velocity of 1612 m s-1. This velocity is then used for the calculation of the final

MFP output maps. Since the number of stations is limited (2-4) and the clusters are

probably located outside of the array, the ambiguity maps do not reveal focal-spot-like

locations but rather the direction for which the match between the model and the data

is the highest (Figure S4).

5. Coda Wave Interferometry
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Usually, icequakes are characterized by limited coda caused by a lack of scatterers in

glacier ice. However, highly damaged ice and the geometry of the Eiger hanging glacier

generate significant icequake coda (Figure S5). This allows us to use the englacial coda

to measure source displacement (δ), velocity variations (dv/v), and coda attenuation (Qc)

using the following processing scheme:

(i) Time-window duration. Coda wave interferometry (CWI) uses later times of seis-

mograms in which the waves are sufficiently scattered to contain waves traveling in many

different directions (coda waves). We evaluate a lapse-time dependence of coda decay rate

to find out at which time noise becomes stronger than the scattered energy on retrieved

icequake seismograms. After visual inspection of the decay of the envelope of the icequake

seismograms, we chose the time window used in CWI as Tmax= 1.5 s, and Tmin=0.5 s to

avoid the influence from ballistic waves.

(ii) Stability enhancement. To enhance the coda’s signal-to-noise ratio, we first stack

up to 3 events per hour with the highest cross-correlation coefficient obtained from the

template matching, and then we further stack the icequake waveforms in regular bins of

4 h (up to 12 events per stack). We use only 3 events per hour to limit the influence of a

variable number of events in the stack on the CWI results. Then, to further improve the

quality of the input data, we analyze the temporal stability of icequake seismograms by

correlating a stack of all icequake seismograms and seismograms stacked in 4-hour time

window. If the stack is equivalent to the reference trace, the cross-correlation coefficient

should be equal to 1. We then keep only 4-h stacks with cross-correlation coefficients>0.7.
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(iii) Source displacement. Following Snieder, Grêt, Douma, and Scales (2002); Singh,

Curtis, Zhao, Cartwright-Taylor, and Main (2019) the separation δ in the source location

for isotropic sources in a three-dimensional acoustic medium reads:

δ =
1

3α2
σ2
τ (1)

Where: σ2
τ - the variance of the travel time perturbations, α-an estimate of the velocity in

the medium.

For double couple sources with the same source mechanism on the same fault plane in

elastic media, the source separation δ can be calculated as:

δ =
7( 2

α6 + 2
β6 )

( 6
α8 + 7

β8 )
σ2
τ (2)

Where: α, β-are estimates of the P and S wave velocities in the medium.

The variance of the travel time perturbations σ2
τ can be estimated from:

σ2
τ =

2(1 −Rmax)

ω2
τ

(3)

Where: ω2
τ -is the dominant mean square, angular frequency, and Rmax is the maximum

correlation coefficient. The dominant mean square angular frequency is calculated as a

ratio of the sum of squares of the temporal derivative of the reference trace and the sum

of squares of the reference trace in a sliding time window.

Since we do not know the source mechanism of the icequakes within the clusters, we

calculate the source displacement following equation 1. As the velocity, we use the pre-

viously optimized Rayleigh velocity with MFP (1612 m s-1). However, we verified that
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a different source mechanism or different seismic velocities change the magnitude of the

source displacement, but not the relative variations over time.

The method operates in subsequent short (here: 3 times the maximum period 0.1 s) sliding

windows (overlap=90 %) along the lag time. Following A. J. Hotovec-Ellis, Gomberg,

Vidale, and Creager (2014) and Allstadt and Malone (2014) we assume that there is

some continuous function of source displacement with time and that each pair of stacked

icequake multiplets is sampling the difference between the source displacement at those

two times. We solve the continuous function of source displacement that fits all the pairs

of observed differential changes by a simple linear least-squares inversion. Because of the

stacking process, the shortest time we allow the source to change is 4 h. To optimize

the processing time, we estimate the source separation between each 5th stack (taken

as a reference) vs. every consequent stack. We do this inversion separately for each

component of station EIG2 and each cluster which provides us with 90 measurements of

the source displacements. We average the source displacement over 3 components and

use the standard deviation as an estimation of the uncertainty. Since our input data

from inversion is sparse and the inversion approach that we chose makes us lose the initial

information on the absolute values of the source displacement, we do not force the inversion

results to be non-negative to avoid highly-biased inversion (Allstadt & Malone, 2014). We,

however, apply a constant correction of 3 m to obtain non-negative displacement values.

We calculate the source displacement for the station EIG2 (cc>0.7, Figure 3C, cc>0.8,

Figure S6A, cc>0.9, Figure S6B) and for the station EIG4 (cc>0.7, Figure S6C).
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(iv) Doublet method. We use the doublet method, also called Moving Window Cross

Spectral technique (Fréchet et al., 1989; Clarke et al., 2011) to calculate dv/v with the

same inversion scheme as described for the source displacement. In each window, dt is

assumed to be constant, and the current trace is considered to be a time-shifted version

of the reference. For each segment, first, the phase spectra difference is calculated (the

phase of the cross spectrum for the reference and the current trace). A linear fit over

the cross-spectrum as a function of frequency provides the dt value through the slope and

error estimations. The measured dt is assigned to the lapse time at the center of the time

window (t). The time differences are calculated at a given time lag, allowing us to assess

the dt/t value through the slope. Then, using the relationship for homogeneous velocity

change in a medium, (Snieder et al., 2019), we obtain: dv/v = −dt/t, where dv/v is the

relative velocity variation. The dv/v error is calculated as the error of the ordinary least

squares solution to the linear system of equations t ∗ dt/t = dt. Figure S7B shows the

dv/v measurements averaged over all 30 clusters.

(v) Q estimation. To quantitatively characterize the envelope decay gradient, we

use coda attenuation, on the basis of the model by Aki and Chouet (1975): A(t, Tc) ∝

t−nexp(− πt
QcTc

), where A, t, and Tc are envelope amplitude, lapse time and central period,

and the power n depends on a geometrical spreading. Multiplying a geometrical spread-

ing factor to the left-hand side and taking log10, we estimate Qc using linear regression

analysis. In the model, we use the body wave geometrical spreading (n=1), although we

also tested the surface wave geometrical spreading (n=2). We found the same relative

changes in the Qc with slightly lower Qc values (a median difference over the whole mon-
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itoring period between the two models ∆Q=7). Figure S7C shows the Qc measurements

averaged over all 30 clusters

Text S3. Analytical model of glacier front velocity

We follow an approach from Pralong (2006b) for modeling the glacier front velocity.

Pralong and Funk (2005) and Pralong (2005) describe the fracture of the glacier using a

shear process assuming a ”strain equivalence principle” (Pralong, 2005) and incompress-

ibility of the damaged ice.

We optimise the n and C values using a grid-search over 100 discrete values in 1-4

(linear scale) and 100-1017 (logarithmic scale) accordingly. For misfit calculations, we use

normalized Root Sum Square (RSS). The results of the optimization indicate the n = 1.2

and C = 5.5x1013. The misfit function shows a trade-off in between the optimized C and

n values.

The choice of damage parameterization and the value of Glen’s flow law exponent n

significantly influence the shape of the acceleration. Both parameters are uncertain. We

also test an alternative damage parameterization where the damage variable D describes

the cross-sectional reference area and the reduced cross-sectional area.

D = (
∆

∆0

)2 (4)

In equation 4 the power of 2 reflects the expected damage growth along a plane that

cuts through the ice bridge, whereas the cluster displacement ∆ is a distance and thus

one-dimensional.
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The results of the optimization are shown in Figure S8 D and E. The fit with n =

1.5 agrees within 87 % with the measured glacier frontal velocity but shows a lower fit

quality for the stable frontal velocity values. We also force n = 3 for both damage

parameterizations and adjust the C value manually based on the misfit functions in Figure

S8A and D. The results are shown in Figure S8C and F. The two models provide reasonable

fits to the measured glacier frontal velocities. However, the models diverge ∼5 days (Figure

S8C) and ∼2 days (Figure S8F) before the break off event for D = ∆
∆0

and D = ( ∆
∆0

)2,

respectively.

We also propose an alternative approach to model the frontal glacier velocity that does

not rely on the parallel-sided slab approximation and assumes tensile damage. For non-

linear viscous ice deformation, the rheological relation between the ith and jth entries of

the stress and strain rate tensors, σij and ϵ̇ij, can be written as σij = −pδij + 2ηϵ̇ij, where

p is the pressure and δij is the Kronecker delta function.

η is the viscosity, which for damage-prone ice can be expressed as (Pralong et al., 2003):

2η = A−1/n(1 −D)
n+1
n Π

1−n
2n

ϵ̇ (5)

where A and n are the flow parameters (n is the Glen’s flow law exponent), and Πϵ̇ is

the second invariant of the strain rate tensor. The longitudinal strain is thus:

ϵ̇xx = C
1

(1 −D)
n+1
n

(6)

The factor C = A1/n 1

Π
1−n
2n

ϵ̇

(σxx + p) and we assume that it is constant implying that the

stresses driving the ice mass detachment do not change. If we further describe the frontal
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velocity by a purely longitudinal stretching and assume that this stretching is constant

over a length scale L, then the frontal velocity can be approximated by multiplying equa-

tion 6 by this length scale. Following the common practice of taking n = 3 (Cuffey &

Paterson, 2010) we can fit this product to the measured velocity with C being the only

loose parameter and the damage D expressed by equation 4.

The numerical value of parameter C for equation 6 is C = 4.5 ∗ 10−2. Assuming that

longitudinal stresses dominate and are on the order of the hydrostatic pressure near the

bed (40 m ice thickness) and A = 5 ∗ 10−24(Pa−ns−1) (Pralong et al., 2003), the analytic

equation of C ∼ 10−5. Since equation 6 has to be multiplied by a scale L to convert frontal

strain rate to velocity, the fitted C is thus within 3-4 orders of magnitudes of the expected

value (similarly to the results shown in Figure S8 C, F). The assumption of constant stress

is certainly an oversimplification contributing to this discrepancy. Another simplification

can be found in our damage parameterized (equation 6): the interpretation in terms of

crevasse growth affects a system-wide geometry and thus longer length scales than the

mesoscale at which damage is usually defined (Pralong et al., 2003). Although a scaling

between damage and cluster displacement is reasonable with the agreement of ∼85 %, the

exact relation is unknown.
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Figure S1. 2D section of Eiger hanging glacier. The cold glacier front (frozen to the glacier

bed) is shown on the left side. This ice flow and temperature model was obtained through the

finite element method. Englacial ice temperatures measured in three boreholes are also shown

(reprinted with permission from Margreth et al. (2017), the original can be found in Lüthi and

Funk (1997)).
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Figure S2. (A) Hourly evolution of the maximum velocity of the glacier front measured from

April 15 to August 31, 2016 using an interferometric radar. The maturation of the failure is

associated with a power-law acceleration of the glacier front velocity. (B) Hourly icequake oc-

currence rate: results of the STA/LTA detection algorithm. (c) Air temperature recorded hourly

at Jungfraujoch. Small and main break-offs, and Amatrice earthquake (M 6.2) are represented

in magenta, gray, and orange dashed vertical bars.
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Figure S3. (left) Spaghetti plot of vertical ground velocities from individual icequakes in each

cluster, and their stack (middle). (right) Stack amplitude spectrum.
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Figure S4. MFP results for cluster (A) 3 (obtained with 4 stations), (B) 8 (obtained with

3 stations), (C), 20 (obtained with 3 stations), and (D) 24 (obtained with 3 stations). The

overlaid map in Figure 2A is obtained by stacking the MFP outputs for clusters for which the

spatial maximum does not locate at the grid border. The station positions are marked in yellow

triangles.
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Figure S5. Icequake seismograms from (A) Rhone glacier and (B) Eiger hanging glacier (a

single event from cluster 2). On the Rhone glacier, we are able to identify different seismic phases

(e.g., direct P-waves and Rayleigh waves). However, on the Eiger hanging glacier, due to the

form/shape of the glacier and persisting scattering, the seismic phases are mixed together, which

hinders the identification of individual seismic arrivals.
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Figure S6. Source displacement δ measured with coda wave interferometry. Source dis-

placement measured at station EIG2 as a function of cross-correlation coefficient used for the

icequake multiplet selection (A) cc>0.8, and (B) cc>0.9 (the temporal occurrence of repeaters is

too sparse to follow changes in the source displacement). (D) Source displacement measured at

station EIG4, cc>0.7. The station EIG4 was installed on August 11, 2016. The small break-off,

the earthquake, and the main break-off are shown in 3 dotted lines in pink, gray and orange,

respectively.
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Figure S7. Results of coda wave interferometry (CWI). (A) Averaged dv/v results and its

standard deviation, (B) air temperature, (C) averaged coda attenuation Q−1
c and its standard

deviation. All measurements are smoothed with a 1-day moving average. Coda-wave interferom-

etry results show weak variations of +/-0.025%(+/-0.05) in relative englacial seismic velocities.

Such small dv/v variations can be due to thermal effects (Mao et al., 2019). Singh et al. (2019)

showed that source displacement estimates are mostly unaffected by the velocity perturbation.

However, velocity change estimates are much more sensitive and might become inaccurate in

the presence of larger source perturbations, possibly due to cycle skipping. The seismic qual-

ity factor Qc varies from ∼50(+/-25) to Qc =∼40(+/-25), indicating very high attenuation of

seismic waves in the glacier. The Qc values are similar to previous attenuation estimations for

glacial studies with surface waves [Q = 35 at 20 Hz, (Jones et al., 2013) and body waves (Q=20

at 30-500 Hz (Helmstetter et al., 2015)]. The attenuation in the Eiger hanging glacier can be

further enhanced by the scattering loss at crevasses. The small break-off, the earthquake, and

the main break-off are shown in 3 dotted lines in pink, gray and orange, respectively.
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Figure S8. Results of the frontal velocity calculations calculated with the analytical model from

Pralong 2005 through the optimization of n and C parameters. A. Normalized RSS calculated

using equation 2 and damage parametrization from equation 1 in the main manuscript. B. Model

fitted by using optimized parameters. C. Model fitted by forcing n=3 and manually optimizing

the C value. D. Normalized RSS calculated using equation 2 in the main manuscript and damage

parametrization from equation 4 in SI. E. Model fitted by using optimized parameters. F. Model

fitted by forcing n=3 and manually optimizing the C value.
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Figure S9. Results of the frontal velocity calculations using the analytical model assuming

tensile damage. A. Normalized RSS calculated using equation 6 and damage parameterization

from equation 4. B. Model fitted by using optimized parameters.
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Figure S10. Different perturbation types and their imprint on coda waves (based on Figure 1,

Singh et al. (2019)). (A) Stack of all icequakes recorded at the vertical component of the EIG2

station for cluster 24. In red, we show the time window Tmax= 1.5 s, and Tmin=0.5 that is used

for coda wave interferometry, and in blue, the coda envelope decay in dB. (B, C, and D) Left:

the cartoons represent a source (star), receiver (triangle), and a medium with point scatterers

(circles). Direct and scattered ray paths are marked in black arrows. Right: the effect on coda

waveforms before (black) and after the specific perturbation (red). (B) Source and (C) scatterer

location perturbation introduces new ray paths (red arrows) and causes waveform decorrelation.

The perturbation in the position of scatterers causes a linear increase in waveform decorrelation

with time, whereas for the perturbation of the source position, the waveform decorrelation is

independent of time (see Snieder (2004) for details). (D) Homogeneous velocity perturbation in

the medium (red radial-gradient) causes stretching of the waveform. Based on Figure 1 in Singh

et al. (2019).
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Figure S11. Lateral view of the glacier from an automatic camera photographing the unstable

ice mass. (A,B) before the small (23/08/16) and the main break-off event (24/08/16) respectively,

and (C) after the break-off event (25/08/16).
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A = 5x10−24 (Pa−n s−1)
bx = 9.81 sin(45◦) (m s−2)

H = 40 (m)
∆H = 10 (m)

ρ = 910 (kg m−3)

TableS1. Values of parameters used to calculate analytically the frontal velocity vx. We use
the same values as Pralong (2006b) and for the parameter ∆H (the active layer where damage
develops) we use the value of 10 m which is equal at the order of magnitude to the region at
which stress concentration ahead of a crevasse tip form microcracks (Pralong, 2006a).
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