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Abstract

An intercomparison of four air quality models is performed in the tropical megacity of Sao Paulo with the perspective of

developing an air quality forecasting system based on a regional model ensemble. During three contrasting periods marked

by different types of pollution events, we analyze the concentrations of the main regulated pollutants (Ozone, CO, SO2, NOx,

PM2.5 and PM10) compared to observations of a dense air quality monitoring network. The modeled concentrations of CO,

PM and NOx are in good agreement with the observations for the temporal variability and the range of variation. However,

the transport of pollutants due to biomass burning pollution events can strongly affect the air quality in the metropolitan area

of Sao Paulo with increases of CO, PM2.5 and PM10, and is associated with an important inter-model variability. Our results

show that each model has periods and pollutants for which it has the best agreement. The observed day-to-day variability

of ozone concentration is well reproduced by the models, as well as the average diurnal cycle in terms of timing. Overall the

performance for ozone of the median of the regional model ensemble is the best in terms of time and magnitude because it

takes advantage of the capabilities of each model. Therefore, an ensemble prediction of regional models is promising for an

operational air quality forecasting system for the megacity of Sao Paulo.
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Abstract28

An intercomparison of four air quality models is performed in the tropical megac-29

ity of São Paulo with the perspective of developing an air quality forecasting system based30

on a regional model ensemble. During three contrasting periods marked by different types31

of pollution events, we analyze the concentrations of the main regulated pollutants (Ozone,32

CO, SO2, NOx, PM2.5 and PM10) compared to observations of a dense air quality mon-33

itoring network.34

The modeled concentrations of CO, PM and NOx are in good agreement with the35

observations for the temporal variability and the range of variation. However, the trans-36

port of pollutants due to biomass burning pollution events can strongly affect the air qual-37

ity in the metropolitan area of São Paulo with increases of CO, PM2.5 and PM10, and38

is associated with an important inter-model variability.39

Our results show that each model has periods and pollutants for which it has the40

best agreement. The observed day-to-day variability of ozone concentration is well re-41

produced by the models, as well as the average diurnal cycle in terms of timing. Over-42

all the performance for ozone of the median of the regional model ensemble is the best43

in terms of time and magnitude because it takes advantage of the capabilities of each44

model. Therefore, an ensemble prediction of regional models is promising for an oper-45

ational air quality forecasting system for the megacity of São Paulo.46

Plain Language Summary47

Forecasting air quality in megacities is especially difficult because of the diversity48

and temporal variability of emission sources. São Paulo is the largest metropolitan area49

in South America, and does not have an operational air quality forecast.50

We perform an intercomparison of four air quality models with the perspective of51

developing an air quality forecasting system. During three contrasting periods marked52

by different types of pollution events, we analyze the concentrations of the main regu-53

lated pollutants (Ozone, CO, SO2, NOx, PM2.5 and PM10) compared to observations54

from the São Paulo air quality monitoring network.55

Modeled concentrations of the main regulated pollutants agree well with observa-56

tions for temporal variability and range of variation (except for SO2). However, the long-57

range transport of pollutants due to fires can strongly affect the air quality in São Paulo,58

and also reduce the performance of the models.59

For ozone concentration, the observed daily variability is well reproduced by the60

models, and the performance of the median of the models is the best in terms of time61

and magnitude because it takes advantage of the capabilities of each model. Therefore,62

an operational air quality forecasting system is promising for the megacity of São Paulo.63

1 Introduction64

Forecasting air quality in megacities is difficult due to the diversity and temporal65

variability of emission sources, as well as the specific meteorology and photochemistry66

of the urban boundary layer (Baklanov et al., 2016). Even though global air quality fore-67

casts are now available, the spatial resolution of these forecasts is coarse compared to68

the size of a megacity (Baklanov & Zhang, 2020). For this reason, high-resolution mod-69

eling using an online approach coupling weather and air quality is needed to reproduce70

the diurnal evolution of air composition in megacities. (G. Grell & Baklanov, 2011).71

São Paulo is by far the largest metropolitan area in South America, one of the biggest72

megacities of the world, located near the coast and on a plateau at about 700 m above73
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sea level, in a subtropical climate, characterized by a dry and a wet season. São Paulo74

is special in different respects, for its geography and its climate but also for vehicle emis-75

sions as there is a significant use of biofuels (Brito et al., 2018). The level of secondary76

particles is particularly high due to the fuel composition (Albuquerque et al., 2019). More-77

over, the air quality of the metropolitan area is frequently affected by the transport of78

biomass burning pollutants from remote areas (Martins et al., 2018; Moreira et al., 2021;79

Squizzato et al., 2021). Despite emission mitigation measures in place since the 1970s,80

air quality is still poor in São Paulo for ozone and fine particulate levels (Andrade et al.,81

2017; Schuch et al., 2019).82

A megacity such as São Paulo is therefore a challenge for regional air quality mod-83

els: They must be applied at a resolution, which is high enough to represent the processes84

leading to the high concentrations and high diurnal variability of the main pollutants,85

and include specific vehicle emission factors (Andrade et al., 2015). In addition, com-86

prehensive measurements are needed to evaluate the model outputs. In the case of São87

Paulo, an extensive measurement network in and around the megalopolis was established88

in the 1970s and since then has been continuously exploited and extended, constituting89

an excellent support for evaluating the performance of models (Andrade et al., 2017).90

Ensembles of regional air quality models have been first developed for Europe (Galmarini91

et al., 2004) and North America (Monache et al., 2006). In these two regions, the Air92

Quality Model Evaluation International Initiative (AQMEII) has shown that the discrep-93

ancies between models for the main regulated pollutants (Ozone, CO, SO2, NOx, PM2.594

and PM10) are due to the representation of the dynamics in the planetary boundary layer95

(PBL), but also due to inaccurate emissions and boundary conditions (Im et al., 2015;96

Solazzo et al., 2017). For forecasting the air quality in megacities, the use of an ensem-97

ble of regional air quality models has two main interests: firstly, the inter-model range98

is an indicator of the uncertainty of the state-of-the-art modeling (Vautard et al., 2009),99

and secondly its median generally yields better performances than each single model (Riccio100

et al., 2007).101

Operational air quality forecasts based on model ensembles are available in Europe102

(Marécal et al., 2015) and East Asia (Brasseur et al., 2019; Petersen et al., 2019). The103

Klimapolis project, whose goal is to establish a ”Joint Laboratory on Urban Climate,104

Water and Air Pollution: Modeling, Planning, Monitoring, Social Learning”, aims to de-105

velop such an ensemble forecasting system for South America based on these two pre-106

vious experiences. As a preliminary step to develop this system, this article evaluates107

the performance of state-of-the-art regional air quality models focusing on the metropoli-108

tan area of São Paulo.109

Four chemistry-transport models are involved in this intercomparison of high-resolution110

(i.e. less than 5 km) modeling results which are described in section 2. The evaluation111

is supported by the São Paulo measurement network, for which we propose a method-112

ology to compare the model outputs with a representative value for the whole megac-113

ity, discussed in section 3. We assess the strengths and weaknesses of the models for the114

main regulated pollutants over three contrasting time periods in section 4. In sequence,115

we then focus on the diurnal variability of photochemistry-related variables in section116

5. Finally, we analyze the performance of the ensemble forecast regarding the prediction117

of ozone and PM2.5 alerts in section 6. Conclusions and perspectives are given in sec-118

tion 7.119

2 The air quality models120

In this section, we briefly present the different chemistry-transport-models (Sect.121

2.1) and we describe the main setup differences that may be important to interpret the122

results presented in the next sections (Sect. 2.2).123
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2.1 Strategy towards an operational ensemble forecasts124

In this intercomparison study, a regional air quality model ensemble is compared125

to the global forecasts generated by the European Centre for Medium-Range Weather126

Forecasts through the Copernicus Atmosphere Monitoring Service (hereafter ECMWF–127

CAMS) and by the US National Center for Atmospheric Research using Community At-128

mosphere Model with Chemistry (hereafter NCAR–CAMchem).129

All regional models provide hourly simulation outputs in a configuration fast enough130

that it can be used for forecasting, and also with high spatial resolution (less than 5 km).131

Four institutes are involved in this intercomparison, three of them are located in Brazil132

and one in Germany, using their optimal setups for their model:133

1. The Max Planck Institute for Meteorology (MPI) provides simulations made with134

the WRFchem model.135

The Weather Research and Forecasting model (WRF) coupled with chemistry (WR-136

Fchem) is a mesoscale non-hydrostatic meteorological model online coupled with137

chemistry that simultaneously predicts meteorology and atmospheric composition138

(G. A. Grell et al., 2005; Fast et al., 2006; Powers et al., 2017). The model is based139

on WRF version 4.1.2, with the Model for Ozone and Related chemical Tracers,140

MOZART version 4, as chemical scheme (Emmons et al., 2010). The anthropogenic141

emissions are taken from the CAMS-GLOB-ANT version 4.2 inventory (Granier142

et al., 2019). The monthly emissions are distributed for each hour according to143

vertical profiles based on (Bieser et al., 2011; Mailler et al., 2013), and to daily144

and weekly profiles (Crippa et al., 2020). The biogenic emissions are calculated145

using the Model of Emissions of Gases and Aerosols from Nature, MEGAN ver-146

sion 2.1 (Guenther et al., 2006) and fire emissions using the Fire INventory from147

NCAR, FINN version 1.5 (Wiedinmyer et al., 2011). Dust and sea salt are parametrized148

online, depending on the wind intensity, using the Global Ozone Chemistry Aerosol149

Radiation and Transport (GOCART) model (Ginoux et al., 2001).150

For the meteorological configuration, the planetary boundary layer physics are cal-151

culated by the YSU (Yonsei University) scheme (Hong et al., 2006), the surface152

layer scheme is the Carlson-Boland viscous sub-layer with the surface physics cal-153

culated by the ’Noah’ land surface model (Ek et al., 2003). The RRTMG radia-154

tion scheme (Mlawer et al., 1997), the Thompson and Eidhammer (2014) aerosol155

aware cloud microphysics scheme and the Grell-Devenyi 3D cumulus scheme (G. A. Grell156

& Dévényi, 2002) are selected.157

Two WRFchem simulations are carried out at the MPI using two meteorological158

initial and boundary conditions, one with the FNL (Final) operational global anal-159

ysis produced by the Global Data Assimilation System of the US National Cen-160

ters for Environmental Prediction (NCEP-FNL; ds083.3 dataset, DOI: https://161

10.5065/D65Q4T4Z), and the other one with the ECMWF-ERA5 reanalysis (Hersbach162

et al., 2020).163

2. The Universidade Federal de Minas Gerais (UFMG) provides simulations made164

with the WRF-CMAQ model.165

The Community Multiscale Air Quality Modeling System (CMAQ) is a three-dimensional166

Eulerian atmospheric chemistry and transport, which is used by the United States167

Environmental Protection Agency (Byun & Schere, 2006). The anthropogenic emis-168

sions are taken from the Emissions Database for Global Atmospheric Research to169

study Hemispheric Transport of Air Pollution, EDGAR-HTAP inventory version170

2.2 (Janssens-Maenhout et al., 2015). The WRF model and Sparse Matrix Op-171

erator Kerner Emissions (SMOKE) model were selected to generate meteorology172

and emissions (Albuquerque et al., 2019). Pedruzzi et al. (2019) applied the CMAQ173

model at a local scale over the urban and industrialized area of Vitória-ES (Brazil),174

and the setup used for this intercomparison is similar.175
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3. The Universidade Federal do Rio Grande do Norte (UFRN) together with the Rhen-176

ish Institute for Environmental Research at the University of Cologne provide sim-177

ulations made with EURAD-IM model.178

The EURopean Air pollution and Dispersion - Inverse Model (EURAD-IM) is chemistry-179

transport model (Hass et al., 1995; Memmesheimer et al., 2004; Elbern et al., 2007),180

which uses WRF as offline meteorological model. The anthropogenic emissions are181

taken from the Emissions Database for Global Atmospheric Research, EDGAR182

inventory version 4.3.2 (Crippa et al., 2018). The vertical distribution of emissions183

and the emission strength per hour is calculated within the EURAD-IM model based184

on prescribed source category dependent vertical profiles and daily, weekly, and185

yearly time profiles. Fire emissions are from the Global Fire Assimilation System,186

GFAS Version 1.2 (Kaiser et al., 2012).187

4. The Universidade de São Paulo, Instituto de Astronomia, Geof́ısica e Ciências At-188

mosféricas (USP-IAG) provides simulations made with the WRFchem model.189

The WRFchem model is used on version 4.0, with the Carbon-Bond Mechanism190

version Z (CBMZ) gas-phase chemistry mechanism (Zaveri & Peters, 1999) and191

the Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) aerosol192

module (Zaveri et al., 2008). Vehicular emissions were estimated with LAPAt model193

(Andrade et al., 2015). The Morrison 2-moment microphysics scheme (Morrison194

et al., 2009) is selected.195

The model configurations used by each institution are different due to their choices196

of emissions inventories, meteorological and chemical configuration, and spatial resolu-197

tion. We consider the variability of different forecasts to be representative of the uncer-198

tainties in air quality forecasts using state-of-the-art chemistry and meteorology mod-199

els.200

In order to analyze the influence of the meteorological inputs, two WRFchem sim-201

ulations are performed at the MPI with NCEP-GFS and with ECMWF-ERA5). We an-202

alyze the results of the individual models as well as the median of the regional model en-203

semble which we call Multi-Model Median, hereinafter MMM, which is calculated with-204

out the ECMWF-ERA5 simulation made at the MPI in order to have the same weight205

for the model simulations carried out by each of the four institutions. The median is cho-206

sen rather than the mean to reduce the influence of outliers.207

2.2 Similarities and differences of the modeling setup208

The main differences of model configuration chosen by the four institutes consists209

in the model domain, the emission datasets, the chemistry and aerosol schemes, and the210

meteorological parametrizations (Tab. 1).211

The domains chosen by the four institutions are similar in terms of horizontal and212

vertical resolution. Moreover, meteorological inputs and physical parametrizations are213

similar for all models. Three of the institutions use similar anthropogenic emission dataset214

of the EDGAR database.215

However, one would expect anthropogenic emissions to be a large source of model216

variability due to the difference in the geographical distribution of emissions by sector217

(Huneeus et al., 2020), and how participating groups simulate temporal or vertical pro-218

files for the sector-specific emission input data. Moreover, long-range transport of biomass219

burning aerosols is important for the São Paulo region (Martins et al., 2018; Squizzato220

et al., 2021). Therefore, biomass burning emission integration in the domain or by bound-221

ary conditions may also be sensitive for air quality forecast inside the megacity.222
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3 A distance-weighted average for São Paulo223

This section firstly presents the air quality measurement network of São Paulo (Sect.224

3.1), secondly analyzes the inter-station variability of the pollutant concentrations in 2019225

(Sect. 3.2), and thirdly describes the three 15-day periods that we selected for the model226

intercomparison (Sect. 3.3). The year 2019 is selected as sufficiently representative of227

typical conditions, because it was a weak ’El Niño’ year and not affected by, but shortly228

before the COVID-19 pandemic.229

We study the use of a distance-weighted average to represent the air quality in the230

São Paulo megacity, which can be questionable in particular for the most short-lived pol-231

lutants measured near sources, which is NO among our studied pollutants. Of course,232

it is not possible to define the true value that represents a megacity because the concen-233

trations vary spatially. However, we focus on hourly concentrations and, from one hour234

to another, we can expect a stronger temporal co-variation of the concentrations (for all235

the stations) than of its spatial variability of all the stations (for a given hour). Never-236

theless, it is essential to avoid stations located too close to the sources, as they are not237

representative for a large area.238

3.1 Measurements of the CETESB air quality network239

The São Paulo measurement network, maintained by CETESB (Companhia Am-240

biental do Estado de São Paulo, https://cetesb.sp.gov.br/ar/qualar/), is composed241

of 26 stations within the metropolitan area and another 63 within the state of São Paulo242

mostly in or near other cities (Fig. 1). This network is excellent as it is well distributed243

spatially and well maintained for several decades (Andrade et al., 2017). The number244

of stations is large, for comparison there are 58 stations in the Île-de-France region (which245

includes the Paris megacity).246

Although we mainly focus on (1) the metropolitan area of São Paulo, two other sur-247

rounding localities are studied (2) Santos, and (3) Campinas (Fig. 1). We define a city248

center for these three locations by choosing their traditional center, such as (1) São Paulo249

center at Catedral da Sé (latitude: -23.5503o, longitude: -46.6339o), (2) Santos center250

at Paróquia Sagrada Famı́lia (latitude: -23.9427o, longitude: -46.3783o), and (3) Camp-251

inas center at Catedral Metropolitana de Campinas (latitude: -22.9060o, longitude: -47.0605o).252

Stations located within a radius of 15 km to the São Paulo city center are selected253

(and within a radius of 10 km for the two other locations). For São Paulo, we have a clas-254

sification of stations composed of 5 classes, which depend on their spatial scale of rep-255

resentativeness: 1 - Microscale, 2 - Neighborhood, 3 - Urban, 4 - Medium, 5 - Regional,256

(based on CETESB report and characteristics of each station place) (CETESB, 2022).257

In order to remove the stations not representative for the megacity, we compare the av-258

erage of all the stations with the concentrations measured at each station using the cor-259

relation coefficients over the entire year 2019 (Tab. A1).260

The only station associated with the regional scale (higher representativeness scale261

than the megacity) is weakly correlated with the average of all the stations (R ¡ 0.4 ex-262

cept for ozone). This station is removed to calculate an accurate average concentration263

of the megacity. Conversely, the stations associated with the microscale class could lead264

to a false representation of the whole megacity because they are close to specific emis-265

sion sources. This applies to six stations, which can largely contribute to the average of266

the available stations, and which are removed from the analysis as well (Tab. A1).267

It should also be noted that the level of agreement between the stations is high for268

all the variables considered, as evidenced by the correlation coefficients greater than 0.7,269

with the highest for ozone (greater than 0.9). This result shows that, given the current270
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Figure 1. Population density map showing the locations of São Paulo state measurement net-

work stations (dots) with distinguished metropolitan area stations (orange dots). The numbers

indicate the three cities studied: (1) São Paulo, (2) Santos, and (3) Campinas. The radius of

the circles (in purple and red) represent the stations included to calculate the distance-weighted

average of pollutant concentrations for the three cities. The city center of São Paulo is located at

Catedral da Sé (red dot).

measurement network, it is possible to consider the average of the stations to represent271

the hourly variation of the concentrations for the metropolitan area of São Paulo.272

3.2 Spatial representativeness of the stations273

Using stations from classes 2, 3 and 4, we compare two methods to calculate the274

average of each pollutant concentration for the megacity, (i) a simple method which con-275

sists in averaging the selected stations, and (ii) a distance-weighted average using the276

distance from station to the city center, where the weight is based on the inverse of the277

distance to a specific location (here the city center, CC). The concentration at the city278

center (ConcCC) is calculated as follows:279

ConcCC(t) = (

s=N∑
s=1

ws × Concs(t))/

s=N∑
s=1

ws (1)

where the weights are:280

ws = 1/d(s, CC)p, (2)

Concs is the concentration measured at each station, and p is the power factor, which281

changes the importance of the stations located the closest to the CC.282
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The range of station weights calculated with p equal to 2 or 3 is five orders of mag-283

nitude (Tab. 2). Therefore, given the São Paulo network, p equal to 2 or 3 is not an ap-284

propriate choice giving to much weight to the stations close to the city center while the285

influence of more distant stations is highly reduced. With p equal to 1, the weight range286

is less than two orders of magnitude, which is already significant (Tab. 2). Indeed, the287

closest station to the city center (Parque Dom Pedro II ) is 840 m away, much closer than288

all the other stations, which are at least more than 3 km away. This causes this station289

to contribute more than 30 % of the city center average calculated with a distance-weighted290

average using the classes 2, 3 and 4.291

We compare the averages obtained with two methods for the NO concentration (the292

shortest lifetime of the pollutant studied) during the year 2019 with and without class293

2. In addition, we plot the average of all the stations (as a reference to compare) in or-294

der to estimate the influence of the selection of the stations based on their spatial scale295

of representativeness. From the raw hourly data, we present the daily average and the296

averaged hourly diurnal cycle (Fig. A1).297

NO concentrations are higher from May to September (during the colder and dryer298

months) than during the rest of the year, often above 20 ppb (Fig. A1). Moreover, the299

highest concentrations occur at night, with two peaks at 01:00 and 08:00, suggesting the300

combined effect of traffic emissions and a strong diurnal evolution of the PBL height.301

Note that the peak at 01:00 is surprising because neither the emissions nor the height302

of the PBL are likely to change so drastically during a single hour (averaged over a year).303

In fact, this is due to the configuration of the automatic NOx analyzers, most of which304

are calibrated at 01:00 (personal communication with CETESB by Maria De Fatima An-305

drade).306

By comparing the average of all the stations (’Stations mean’ in Fig. A1) with the307

average of the selected stations (’Selected mean’ in Fig. A1), we note a greater differ-308

ence for classes 3 and 4 (panels a and c) than for classes 2, 3 and 4 (panels b and d). This309

shows that class 2 stations largely influence the average.310

By comparing the distance-weighted average (’City center’ in Fig. A1) and the av-311

erage of the selected stations, we see that the diurnal cycles are different for classes 2,312

3 and 4, while it is the same for classes 3 and 4. This result shows that the distance-weighted313

average for classes 2, 3 and 4 (with our CC defined at Catedral da Sé) is influenced by314

the Parque Dom Pedro II station. Therefore, class 2 stations are excluded from the distance-315

weighted average calculations used in the following.316

From this analysis, we see also that the distance-weighted average and the aver-317

age of the selected stations lead to similar NO concentrations using the stations class 3318

and 4. To conclude, using the stations class 3 and 4, it is possible to define a consistent319

value of concentration representing the megacity that can be used to evaluate the dif-320

ferent models.321

3.3 Selection of three time periods322

We select three 15-day periods that are:323

1. 27 January to 12 February 2019, a period of ozone episodes, five days with ozone324

concentration above air quality standard in São Paulo were monitored despite the325

precipitation occurring during this period.326

2. 8 to 21 August 2019, a period of aerosol episodes from long-range transport, dur-327

ing which biomass burning aerosols from the Amazon basin and central areas of328

Brazil transported to São Paulo, have created ’black rain’.329

3. 6 to 20 September 2019, a period of ozone and PM2.5 episodes, during which the330

air quality standards for ozone and PM2.5 were exceeded for both pollutants.331
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These three periods are presented for ozone and PM2.5 with the daily averages and332

the averaged hourly diurnal cycles (Fig. 2). We notice for ozone and PM2.5 that the av-333

erages calculated with the two methods lead to closer results than for NO, which is ex-334

pected due to their longer lifetime. The correlation coefficient of the two methods is equal335

to 0.84 for NO, whereas it is 0.92 for PM2.5 and 0.99 for ozone. Consequently, the av-336

erages calculated with the two methods should lead to the same interpretation for PM2.5337

and for ozone (and to a lesser extent for NO).338

In conclusion of this analysis of the measurement network of São Paulo, we have339

selected three periods and defined a method for calculating the concentrations of pol-340

lutants representative of the city. Distance-weighted average to the city center is con-341

venient for the model intercomparison because it allows model outputs to be interpo-342

lated only to a single location (instead of all station locations). In the following, observed343

concentrations are calculated using distance-weighted average (applied to class 3 and 4344

stations for São Paulo city center).345

Figure 2. Time series of the daily average (top) and the average hourly diurnal cycle (bottom)

of ozone and PM2.5 concentrations for the year 2019 from the CETESB measurement network.

The three selected periods are marked by blue rectangles. The concentrations are calculated from

the average of all the stations (’Stations mean’ the gray line), from the average of the stations se-

lected from a classification of their spatial scale of representativeness (’Selected mean’ with classes

3 and 4, black line), from an average of the selected stations weighted by the distance between the

station and the center of São Paulo (’City center’, green line), and for the concentration at the

background station (’background’, red line). The color shadings (bottom) represent the standard

deviation of hourly concentrations over the year.

4 Performance of the regional model ensemble346

We start the intercomparison by studying the general performances of the air qual-347

ity models at the center of São Paulo (Sect. 4.1), and we focus on the temporal varia-348

tion of selected variables relevant for meteorology (Sect. 4.2), the long-range transport349

(Sect. 4.3), and anthropogenic emissions (Sect. 4.4). We aim to understand the strengths350

and weaknesses of each of the four regional models studied in comparison with the three351

others, and also with the global forecasts.352
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4.1 General performance353

The general performance of the models is assessed for the main regulated pollu-354

tants (Ozone, CO, SO2, NOx, PM2.5 and PM10) using the correlation coefficients of the355

hourly observations and the different model outputs over the first, second and third stud-356

ied periods (Tab. 3, 4 and 5, respectively) as well as the root mean square error (RMSE)357

(Tab. A2) and the mean bias (Tab. A3). In addition, we define the ’oxidant’ concentra-358

tion as: Ox = NO2 + O3.359

Overall, all models perform well with a majority of correlation coefficients greater360

than 0.5 (although a low correlation coefficient may be due to some outliers, a value greater361

than 0.5 means that the model reproduced part of the observed variability), and both362

the RMSE and the mean biases are small for most variables (because they are of the same363

order of magnitude as the observation mean). It is also interesting to note that all mod-364

els have episodically periods and pollutants with very good evaluation scores. For NO2,365

ozone and Ox, we notice that the MMM has in some cases a higher correlation than all366

the members that compose it. Comparing the regional models with the global forecasts,367

we note that the scores are of the same order. However the MMM has the best scores368

over the three periods for these three pollutants.369

Looking at the individual variables, the correlation coefficients of CO are interme-370

diate (R close to 0.5) with a low RMSE and biases (compared to the observation mean).371

Aerosols are not well reproduced, especially during the second period. There is an im-372

provement in the correlation coefficients with the ECMWF-ERA5 reanalysis compared373

to the NCEP-FNL forecast, which could be due to more accurate wind fields, improv-374

ing the representation of the pollutant transport.375

For PM2.5 and PM10, the correlation coefficients are less than 0.5, the biases are376

low and the RMSE are high, which may reflect the high temporal variability of the aerosol377

load (Tab. A2 and A3). This indicates that the modeled variability range is in good agree-378

ment while the modeled temporal variability is not well reproduced, which may be caused379

by the advent time of aerosols due to long-range transport. Moreover, the production380

of secondary aerosols is generally underestimated in São Paulo, and this could lead to381

a time-offset (Andrade et al., 2017). However, we notice that the correlation coefficients382

for PM2.5 are slightly higher than for PM10.383

For SO2, the correlation coefficients are low and the bias is several times higher than384

the average concentration observed over each period, which may be due to the magni-385

tude of anthropogenic emissions. For the nitrogenous species (NO, NO2 and NOx), the386

correlation coefficients are low and the RMSE is high (compared to the observation mean)387

but the biases are low, which may be due to inaccurate hourly profiles applied to the an-388

thropogenic emissions.389

Ozone is in good agreement with observations even though the first and third pe-390

riods were chosen because they include high ozone events. For all three periods, the MMM391

ozone concentration has the best evaluation scores, and the UFMG–WRF-CMAQ scores392

are the best of the regional model ensemble. It should be noted that the scores of the393

global forecasts are similar to those of the regional models, but the correlations are cal-394

culated with a smaller number of hours for the global forecasts due to their lower out-395

put frequency (3 hours for ECMWF–CAMS and 6 hours for NCAR–CAMchem). For Ox,396

the correlation coefficients are close to that of ozone with increased biases. All models397

overestimate Ox over the three selected periods, which may be due to their lower diur-398

nal variability. We also note that the ozone biases are mostly of the opposite sign to NO399

(Tab. A3).400

The remarks made in this section will be analyzed in the following by looking at401

the temporal variability of the different variables.402
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4.2 Meteorological variability403

To investigate the differences of the regional models, we start by analyzing the tem-404

poral variability of relative humidity, PBL height, wind speed and direction during the405

three periods (Fig. A2 and A3) in order to identify the different meteorological condi-406

tions occurring during this study. The PBL height data is obtained by a LIDAR mea-407

suring the aerosol backscattered signal, which is located at the university of São Paulo408

(Moreira et al., 2019). It provides accurate data from 11:00 to 16:00 using quality cri-409

teria (Courtesy of G. de Arruda Moreira), allowing the analysis of the range of the PBL410

height. To compare the 10-m wind speed diagnosed by the models with the observations411

made at 2 meters, we multiply the observations by a factor of 4/3 (assuming that a log-412

arithmic profile represents well the wind).413

There are specific days shared by the four meteorological variables (RH, PBL height,414

wind speed and direction) for each period, for which the values for this day differ from415

other days: (i) 5 February, (ii) 12, 15 and 20 August, (iii) 14 September. These partic-416

ular days are associated with high relative humidity (¿ 80 %) and high wind speed (¿417

3 m/s) continuously coming from the south for two days, and with a low height of PBL418

(¡ 1 km), which corresponds to stormy weather conditions (Fig. A3). Excluding these419

specific days, we notice a clear diurnal cycle of relative humidity, wind speed and PBL420

height with a minimum at night and a maximum during the day. For the direction of421

the wind, we notice there is often a change from north west to south east.422

During these three periods, we see that the temporal variability found by the mod-423

els corresponds well to the observations. The models overestimate wind speed, especially424

during the daytime. During the days with the stormy weather conditions, a greater inter-425

model variability can be observed.426

In conclusion, it seems that the models agree well with the meteorological obser-427

vations. Therefore the differences in the modeled meteorology may not be responsible428

for persistent differences in the simulated concentrations by the models. These differ-429

ences are rather to be found on the side of emissions or long-range transport.430

4.3 Long-range transport of pollution431

In order to focus on long-range transport, we analyze CO and PM2.5 concentra-432

tions, which are two pollutants notably emitted by combustion processes and transported433

due to their long lifetime (greater than a week) in São Paulo (Fig. 3) and in Campinas434

(Fig. A5). In addition, we analyze PM10 and the ratio of PM2.5 against PM10 (Fig. A4).435

The amplitude of variation for CO ranges from 0.1 to 2.4 ppm and for PM2.5 from436

10 to 80 µg.m−3. There are large increases synchronized for both pollutants (reaching437

at least 1.5 ppm for CO and 50 µg.m−3 for PM2.5) for the three time periods. These in-438

creases are associated with different ratios of CO to PM2.5, and different persistence over439

time from some hours to one day. Considering that São Paulo is frequently affected by440

biomass burning events throughout the year, either due to agricultural practices in the441

surrounding rural areas, or by deforestation and pasture-maintainance fires from remote442

regions (Godoy-Silva et al., 2017), this suggests biomass burning events. We note these443

events on (i) 30, 31 January and 1 February, on 10, 11, 13 and 17 August, and (iii) on444

11, 12, 17 and 18 September (which are different from the meteorological events; cf. Sect.445

4.2).446

By excluding these biomass burning events, the models reproduce well the ampli-447

tude of variation for CO. PM2.5 is overestimated by the simulations of UFMG–WRF-448

CMAQ and MPI–WRFchem, whereas it is in good agreement for IAG-USP–WRFchem449

and UFRN–EURAD-IM. Biomass burning pollution events are identified by MMM be-450

cause, for each event, there is at least one simulation in good agreement with the obser-451
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Figure 3. Time series of hourly concentrations of CO (a, c and e) and PM2.5 (b, d and f)

observed and modeled in São Paulo for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).

vations. However, the overall CO concentration during biomass burning event is gener-452

ally underestimated by the MMM. The two meteorological datasets used with WRFchem453

(MPI-WRFchem-ERA5 and MPI-WRFchem-FNL) lead to close results for CO, PM2.5454

and PM10, although there is an improvement with ERA5 during some biomass burning455

events, which may explain the slightly greater correlation coefficients (cf. Sect. 4.1).456

For global models, NCAR-CAMchem underestimates CO, while the variation range457

of PM2.5 is in agreement with observations. Increases in CO and PM2.5 associated with458

biomass burning events are not reproduced by NCAR–CAMchem. ECMWF–CAMS re-459

produces well the average concentration of CO and PM2.5, however there are very high460

concentrations, in particular during biomass burning events, for which the bias is the high-461

est, and which may be related to the GFAS biomass burning emissions.462

The observed temporal variability of PM10 is similar to that of PM2.5, which is also463

the case for the four regional simulations (Fig. A4). As for PM2.5, PM10 is overestimated464

by all models except UFRN–EURAD-IM. The observed ratio of PM2.5 against PM10 is465

ranging mostly between 0.4 and 0.8. There are a few values above 0.8, i.e. dominated466

by fine particles, and below 0.4, i.e. dominated by coarse particles. Biomass burning pol-467

lution events are not clearly associated with a low value of this ratio, but during the pe-468

riods of strong wind coming from the South (cf. Sect. 4.2), the value of the ratio is low469
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which indicates a transport of large particles (to the south is a large harbor area in San-470

tos). In general, the regional models have very different temporal behaviors with UFMG–471

WRF-CMAQ nearly constant at 0.8, and UFRN–EURAD-IM with a clear diurnal cy-472

cle. The regional models reproduce the variation range of PM2.5 against PM10 ratio.473

In Campinas (Fig. A5), the level of CO and PM2.5 is slightly lower than in São Paulo,474

and the same events are also observed for the two pollutants, which reinforces the in-475

terpretation of these events as being related to the long-range transport of pollution caused476

by biomass burning. The models underestimate the CO concentrations by about 0.2 ppm,477

while the modeled PM2.5 level is well reproduced. However, for both pollutants, most478

of the biomass burning events are not reproduced neither by the regional models nor by479

the global forecasts at Campinas.480

This section shows the importance of pollutant transport for air quality in São Paulo,481

especially from biomass burning sources. Each model reproduces certain events well in482

terms of magnitude and persistence. Therefore, the median of the regional model ensem-483

ble (i.e. MMM) produces overall the best estimate for CO and PM.484

4.4 Anthropogenic pollution485

Two characteristic pollutants of anthropogenic activities and their emissions are486

NOx and SO2. In a megacity, NOx is mainly emitted by traffic, while SO2 is mainly re-487

lated to industries and electricity production from coal. We analyze here their tempo-488

ral variability during the three periods in São Paulo (Fig. 4) and in Santos (Fig. A6).489

The NOx observations show significant variability over the three periods. The di-490

urnal variability shows an amplitude of about 30 ppb with daily minimums below 10 ppb.491

Biomass burning pollution events (cf. Sect. 4.3) are associated with high NOx values,492

reaching at least 150 ppb, and with a maximum reaching 300 ppb on 13 August.493

For NOx, the models are in good agreement over the range of variation over the494

three periods. Pollution events related to biomass burning lead to an increase in the mod-495

eled NOx concentration for all models except NCAR–CAMchem. The magnitude of NOx496

concentration during biomass burning events is reproduced with large inter-model vari-497

ability. Therefore, the MMM has the best agreement with the observations.498

For SO2, the picture is different from that of the other compounds presented pre-499

viously. The observations range from 0 to 5 ppb in São Paulo, while there is almost a500

factor of 10 overestimation by the regional models and ECMWF–CAMS. Interestingly,501

the NCAR–CAMchem forecast run with coarse resolution has the best agreement. Ad-502

ditionally, comparing the meteorology used with MPI–WRFchem, the modeled SO2 con-503

centrations are very similar.504

SO2 is also produced by fire emissions. Note that during biomass burning pollu-505

tion events, the observed concentration of SO2 increases (up to 5 ppb). However, there506

is a constant bias over time for regional models using high resolution in the center of São507

Paulo as well as for ECMWF–CAMS. Only NCAR–CAMchem is in good agreement, which508

may be related to its much coarser resolution of about 100 km. So this points towards509

the anthropogenic inventory and the proxy used to downscale the emissions as main cause510

for the overestimation.511

We further investigate concentrations in the industrialized area of Santos, where512

emissions from ships and industry are high compared to emissions from the traffic and513

residential sectors. The modeled SO2 concentrations are in good agreement with the ob-514

servations in Santos, while the modeled NOx concentrations are underestimated by the515

regional model ensemble. This points towards the industry sector which seems to be to516

important in the metropolitan area of São Paulo. We also note very high concentrations517

of NOx and SO2 modeled by ECMWF–CAMS during biomass burning events in both518
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Figure 4. Time series of hourly concentrations of NOx (a, c and e) and SO2 (b, d and f)

observed and modeled in São Paulo for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).

São Paulo and Santos, again suggesting an overestimation of the GFAS emissions for this519

type of event.520

To our knowledge, there have been no major regulatory changes that could explain521

the large overestimation of modeled SO2 concentrations (on gasoline content or indus-522

try stack emissions). Therefore, we suspect anthropogenic emissions (rather than fire emis-523

sions), and more specifically the industrial sector (rather than traffic), to be responsi-524

ble for the large model bias, which may be related to emission factors and to the spa-525

tial proxy defining source locations.526

In summary, the models reproduce the meteorology well and the modeled concen-527

trations of CO, PM and NOx are in good agreement when there is no biomass burning528

pollution event. This section shows the importance of these events for the air quality in529

the São Paulo region as well as the difficulty for the models to obtain the correct mag-530

nitude of CO, NOx, PM and SO2 during these events.531

5 Assessment of the modeled photochemistry532

This section is dedicated to the evaluation of the photochemistry that the mod-533

els reproduce in the tropical and urban environment of São Paulo. We expect the São534
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Paulo center to be saturated with NOx and ozone production to be controlled by the level535

of volatile organic compounds (Schuch et al., 2019; Rudke et al., 2021; Squizzato et al.,536

2021).537

The level of oxidant (i.e. Ox = NO2 + O3) is an interesting quantity for our anal-538

ysis because it should vary less between day and night (Wood et al., 2010). In urban ar-539

eas, where NOx emission are important, there is a competition between the loss and the540

production of ozone during the day (the titration of ozone by NO is compensated by the541

photolysis of NO2). As a result, there is a partitioning between NO2 and O3 due to the542

daytime photo-stationary state, thus an increase of Ox during the day corresponds more543

likely to the formation of ozone. At night, Ox is not affected by the titration of ozone.544

We analyze the ozone and Ox concentrations in São Paulo, Santos and Campinas545

during the three studied periods (Sect. 5.1), and we focus on the averaged diurnal vari-546

ability in São Paulo (Sect. 5.2).547

5.1 Ozone and oxidant levels548

We investigate the temporal variability of ozone and Ox concentrations in São Paulo549

(Fig. 5), Santos (Fig. A8) and Campinas (Fig. A7).550

Figure 5. Time series of hourly concentrations of ozone (a, c and e) and oxidant (b, d and

f) observed and modeled in São Paulo for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).
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Ozone observations in São Paulo show a clear diurnal cycle for most days, with a551

daily minimum below 10 ppb at night and a daily maximum above 50 ppb, except dur-552

ing certain 2-day periods associated with storms (cf. Section 4.2). For Ox, there is a back-553

ground level of around 20 ppb, and there are often increases during the day that match554

the ozone increases. The second period has a more consistent oxidant level compared to555

the other two periods, which were chosen because they contain high ozone events. Look-556

ing at Santos and Campinas, ozone concentrations also show a clear diurnal cycle with557

a smaller amplitude, and the oxidant level is more constant than in São Paulo, with the558

same background level of around 20 ppb for the three periods. It is noted that in Camp-559

inas, the ozone concentration is often high at night, above 20 ppb, which is not observed560

in the other two places.561

For the three locations, the models of the regional ensemble are in good agreement562

with the temporal variation of the observed ozone concentrations. It can be seen that563

the level of oxidant is overestimated by the regional model ensemble and the two global564

forecasts. NCAR-CAMchem is the most in agreement regarding the range of concentra-565

tions. Each model of the regional ensemble has days for which the modeled value is higher566

than the maximum observed ozone concentration, suggesting that the modeled ozone pro-567

duction reaches an intensity that is not observed. For ECMWF–CAMS, the three pe-568

riods are not found with the same quality because during the third, the ozone is largely569

overestimated (much more than for all the other models) in São Paulo, in Santos and570

to a lesser extent in Campinas.571

For all models, the oxidant level is overestimated in the metropolitan area of São572

Paulo (Fig. 5) compared to Santos (Fig. A8) and Campinas (Fig. A7). We note that573

the two WRFchem simulations run at MPI overestimate ozone and Ox, and that this574

overestimation is greater with the ERA5 reanalysis. Moreover, we note that IAG-USP–575

WRFchem underestimates ozone, and that UFRN–EURAD-IM and UFMG–WRF-CMAQ576

have good agreement. Focusing on individual days, we also note that each individual sim-577

ulation has certain periods for which ozone is in better agreement. Therefore, the MMM578

has overall the best agreement for ozone over all three time periods.579

The two meteorological inputs used at MPI with WRFchem lead to significant mag-580

nitude differences for certain days, for example during biomass burning pollution events581

(cf. Sect. 4.2), which could be due to differences in the air masses transported to the megac-582

ity. We further investigate the relationship between ozone and wind direction to iden-583

tify sectors of wind direction associated with high or low ozone concentrations, and com-584

pare those with modeled results (Fig. 6 and Fig. A9).585

The wind direction observed is mainly from West to North sectors (more than 80 %586

of the hourly occurrence) and sometimes from East to South sectors (less than 15 %) for587

the three periods. Low (below 16 ppb) and high (above 50 ppb) ozone concentrations588

are associated with west-north sectors, while high (above 50 ppb) concentrations are as-589

sociated with east-south sectors.590

The MMM reproduces well the occurrence of the wind direction as well as the ob-591

served distribution of ozone concentrations (Fig. 6). The main wind direction is well re-592

produced except for the third period where there is a shift (coming from N-NE instead593

of N-NW). However, the individual simulations have significant biases regarding the oc-594

currence of wind direction and the distribution of ozone concentrations (Fig. A9). This595

analysis is limited by the difficulty of defining a wind direction when the wind speed is596

low, especially in a megacity. Nevertheless, we still notice that the MMM is in better agree-597

ment with the observation than each of its members.598

To synthesize the results of the different simulations, we plot the modeled and ob-599

served ozone and Ox concentrations in a scatter plot with the regression line of each re-600

gional model using the reduced major axis method (Fig. 7). For each model of the re-601
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Figure 6. Pollution roses obtained from the hourly occurrence of the observed and modeled

wind direction (Multi-Model Median) by direction sector (in %) using 16 sectors, for the three

selected 15-day periods of the year 2019. Each pollution rose shows the predominant direction of

the pollution transport. For each wind direction sector, the distribution of ozone concentrations is

given separated into four concentration ranges (color code).

gional ensemble, the regression lines are similar (in terms of agreement of slope with re-602

spect to the line Mod=Obs) for the three periods for ozone and for Ox. For ozone, the603

best agreement is obtained for the MMM, then UFMG–WRF-CMAQ, whereas the UFRN–604

EURAD-IM and MPI–WRFchem simulations overestimate it and that of the IAG-USP–605

WRFchem underestimates it. For Ox, we again observe the overestimation of the mod-606

els because the vast majority of the points are located above the line Mod=Obs, and there-607

fore the regression lines are shifted. For the two pollutants, the slopes are correct for IAG-608

USP–WRFchem and UFMG–WRF-CMAQ whereas for UFRN–EURAD-IM and MPI-609

WRFchem they are overestimated, which seems to indicate that ozone production is too610

high.611

5.2 Average diurnal cycles612

The concentrations of NOx and ozone show marked diurnal variability over the three613

periods studied, which is notably due to the evolution during the day of anthropogenic614
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Figure 7. Ozone (a, c, and e) and oxidant (b, d, and f) scatter plots of observed versus mod-

eled hourly concentrations for the three selected 15-day periods of the year 2019. The regression

lines are calculated using the reduced major axis method for each model. The models include data

from a regional model ensemble from five simulations (colored lines) with the Multi-Model Median

(red line).

emissions and of the height of PBL. We continue by analyzing the average diurnal cy-615

cles of ozone, NOx concentrations with the modeled PBL heights (Fig. 8) as well as NO616

and NO2 (Fig. A10).617

On average, the ozone concentration in São Paulo has three phases: (i) it is below618

20 ppb from midnight to 9h, (ii) it increases until 16h, up to 50 ppb, 35 ppb and 50 ppb619

for the first, second and respectively the third periods, (ii) it decreases slowly until mid-620

night for the first period, while the decreases are faster (until 19h) for the second and621

third periods.622

The diurnal cycle of NOx is opposite to that of ozone for the three periods because623

high concentrations are observed at night (reaching 50 ppb) and low concentrations dur-624

ing the day (below 25 ppb). The concentration of NOx, as well as NO and NO2, presents625

a peak at 8h-9h, which seems to correspond to the morning peak of traffic emissions. There626

is another period of high concentration in the evening which lasts longer and differs be-627

tween periods (comparing Fig. 8 and Fig. A10). NOx concentrations are higher from628
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Figure 8. Average diurnal cycles of hourly concentrations of ozone (a,c and e) and NOx (b,d

and f) observed and modeled in São Paulo over the three selected 15-day periods of the year 2019.

The models include data from two global forecasts (yellow stars and green squares) and a re-

gional model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).

The modeled planetary boundary layer heights (PBLH) are the green dashed lines with colored

dots corresponding to the models. The black line is observation average and the gray shadings

correspond to the standard deviation.

19h to 3h during the second and third periods compared to the first, which is driven by629

a difference in NO. It should also be noted that the morning peak is observed around630

8h for NO and around 10h for NO2, while in the evening, a long period of high concen-631

trations of NO and NO2 from 19h to 3h.632

The models reproduce well the chronology of the observed phases of the mean di-633

urnal cycle of ozone. For NOx, the traffic peak is well modeled around 8h, while the pe-634

riod of high NOx in the evening (observed between 19h to 3h) is modeled too early. Dur-635

ing daytime, low NOx correspond well to the PBL height greater than 1 km. Looking636

at the magnitudes of the diurnal cycles, we see that:637

• For MPI–WRFchem, ozone is overestimated (day and night), and NOx is in good638

agreement;639

• For IAG-USP–WRFchem, ozone is underestimated (day and night), and NOx is640

overestimated at night;641

• For UFMG–WRF-CMAQ, ozone is in good agreement during the day and under-642

estimated at night, and NOx is overestimated at night;643
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• For UFRN–EURAD-IM, ozone is overestimated during the day and underestimated644

at night, and NOx is overestimated at night;645

• For NCAR–CAMchem, ozone is overestimated (day and night), and NOx is un-646

derestimated;647

• For the ECMWF–CAMS, ozone is overestimated during the day and underesti-648

mated at night, and NOx is overestimated at night.649

In addition, the modeled PBL heights are similar for the regional model ensemble650

over the three time periods. The PBL height modeled with ERA5 reanalysis (MPI–WRFchem-651

ERA5) is the lowest. The modeled PBL height is highest during the day-to-night tran-652

sition for the first period, which could explain the lower modeled NOx concentrations.653

However, the modeled PBL, being similar in time and height, cannot explain the large654

inter-model variability observed for ozone and NOx, which is particularly true from 6h655

to 9h.656

Regarding NO and NO2 (Fig. A10), the differences between the models are more657

important for NO than for NO2, and they seem related to modeled ozone biases because658

we see that:659

• For MPI–WRFchem, NO is underestimated (at night) and NO2 is overestimated660

(at night);661

• For IAG-USP–WRFchem, NO and NO2 are overestimated (day and night);662

• For UFMG–WRF-CMAQ, NO and NO2 are overestimated (night);663

• For UFRN–EURAD-IM, NO and NO2 are overestimated (night);664

• For NCAR–CAMchem, NO and NO2 are underestimated (day and night);665

• For ECMWF–CAMS, NO and NO2 are overestimated (night).666

At night, for all models, the biases in modeled NO concentrations are opposite to667

the biases in modeled ozone concentrations, despite the consistency between the mod-668

eled PBL height. Consequently, the proportion of NO to NO2 appears to be related to669

the modeled ozone biases. We thus analyze the diurnal cycles of the proportion of NO2670

in NOx and in Ox predicted by the regional model ensemble compared to observation671

(Fig. 9).672

• For MPI–WRFchem, the proportion of NO2 in NOx is overestimated, and in Ox673

is in good agreement;674

• For IAG-USP–WRFchem, the proportion of NO2 in NOx is underestimated, and675

in Ox is overestimated;676

• For UFMG–WRF-CMAQ, the proportion of NO2 in NOx is is underestimated,677

and in Ox is overestimated (at night);678

• For UFRN–EURAD-IM, the proportions of NO2 in NOx and of NO2 in Ox are679

underestimated (at night).680

The MMM has the best agreement for ozone because two models overestimate it681

and the other two underestimate it. The level of oxidant is especially overestimated in682

the metropolitan area of São Paulo (Fig. 5) compared to the two surrounding localities683

studied (Fig. A8 and Fig. A7), and this for all models. Understanding this overestima-684

tion may be essential to improve the modeled ozone variability in the PBL of São Paulo.685

However, from this analysis it is not possible to identify the main drivers of the vari-686

ability of ozone and the level of oxidant, which are related to anthropogenic and biogenic687

emissions, urban dynamics in the PBL, to the chemistry, to the deposition, to the ra-688

diation or to the configuration of the models. Thus, each institution should conduct sen-689

sitivity studies to improve its simulation using the results of this intercomparison to as-690

sess their performances.691
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Figure 9. Average diurnal cycles of hourly proportion of NO2 in NOx (a,c and e) and in

Ox (b,d and f) observed and modeled in São Paulo over the three selected 15-day periods of the

year 2019. The models include data from a regional model ensemble of five simulations (colored

lines) with the Multi-Model Median (red line). The black line is observation average and the gray

shadings correspond to the standard deviation.

In conclusion, there is a large inter-model variability in the magnitude of modeled692

daily maximum of ozone (approximately ± 20 ppb around the observed value). The ozone693

bias of the models seems to be related to the relative proportions of NO and NO2 as well694

as to the amount of NOx. Overall, the Multi-Model Median has the best agreement.695

6 Potential of the regional model ensemble696

Of course, the small number of models involved in the calculation of the MMM,697

i.e. the median of the four models, is an important limitation. However the previous sec-698

tion showed that two models overestimate ozone, and the other two underestimate, lead-699

ing to good scores for the MMM. This section proposes to focus on the MMM to finely700

analyze the temporal biases of Ox and NOx (Sect. 6.1), and to evaluate the potential701

of the MMM in the perspective of an early warning system for ozone and aerosol alerts702

(Sect. 6.2).703

6.1 Ox and NOx temporal biases704

We analyze the temporal biases, i.e. the modeled minus observed concentration,705

for Ox (Fig. 10) and NOx (Fig. A11) as well as the average diurnal cycles in order to706

distinguish the phases which occur during the day.707
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Figure 10. Time series of hourly bias (difference in modeled and observed concentration) of

the Multi-Model Median for ozone, NO2 and Ox (a, c and e) and their associated average diur-

nal cycles (b , d and f) in São Paulo for the three selected 15-day periods of the year 2019. The

Multi-Model Median is calculated from a regional model ensemble of four simulations. The black

boxes mark the morning and evening hours.

We note that the concentration of Ox is overestimated during the three periods and708

that there is an opposition of the bias in NO2 and ozone, which seems to take place on709

most days, and which is well represented in the average diurnal cycles. It follows that710

it seems possible to define different diurnal phases of the bias in NO2 and ozone, such711

as:712

1. At night (21h to 6h), the NO2 bias is positive (overestimation) and that of ozone713

is negative (underestimation);714

2. In the morning (from 6h to 10h), the NO2 and ozone biases are large at 6h and715

then decrease;716

3. During the day (from 10h to 17h), the ozone bias becomes positive while the NO2717

bias is weak;718

4. In the evening (from 17h to 21h), the biases are strongest, NO2 is overestimated719

and ozone is underestimated.720

The evening period exhibits biases similar to the morning but stronger, which could721

be related to the urban heat effect which would in fact keep the height of the PBL higher722

than in the models. Looking at the NOx biases (Fig. A11), we see that the NO bias is723

much stronger than the NO2 bias, especially in the morning and evening. The same di-724

urnal phases are noted for NOx as for Ox, suggesting that different factors or processes725

are responsible for these biases during each phase:726
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1. At night (21h to 6h): this phase is linked to nocturnal chemistry, when the height727

of the PBL is low (a few hundred meters). During this phase, the MMM has a strong728

NOx bias. The results of the individual simulations showed a high inter-model vari-729

ability for NOx concentrations as well as for the proportion of NO2 in NOx and730

in Ox (Sect. 5). This suggests that the treatment of anthropogenic emissions (in731

terms of sector or NO/NO2 ratio at the emission) and nocturnal chemistry play732

an important role;733

2. In the morning (from 6h to 10h): this phase is linked to the peak of morning traf-734

fic and the transition from night to day, with an increasing PBL height. During735

this phase, the bias of ozone becomes positive while the bias of NO2 decreases. The736

results of the individual simulations were similar for the height of the PBL but737

there is a strong inter-model variability for NO and NO2. This suggests that there738

are significant differences in the magnitude (and hourly profile) of anthropogenic739

emissions associated with the traffic sector between models;740

3. During the day (from 10h to 17h): this phase is related to the active period of pho-741

tochemistry, with a high PBL up to about 2 km. During this period, the bias of742

ozone is positive and that of NO2 is weak. Individual simulations predict daily ozone743

maxima with high variability, while PBL heights and low NOx concentrations are744

similar. This suggests that ozone production is different, hence the ratios of NOx745

to volatile organic compounds between models, which are related to anthropogenic746

and biogenic emissions;747

4. In the evening (from 17h to 21h): this phase is linked to the evening traffic peak748

and the transition from day to night, with a decreasing PBL height. As for the749

morning phase, there is an underestimation of ozone and an overestimation of NO2,750

but it is the phase with the largest biases. In addition, there is high inter-model751

variability of NO and NO2, indicating large differences in emissions from the traf-752

fic sector.753

In conclusion, our regional model ensemble shows an underestimation of ozone at754

night and an overestimation during the day. This section indicates that anthropogenic755

emissions are linked to the biases of each diurnal phase, particularly in the morning and756

afternoon, and their treatment seems to be one of the keys to improving the models.757

6.2 Air quality alerts758

This section analyzes the performance of the median of the regional model ensem-759

ble in terms of ozone and PM2.5 alerts. The WHO air quality standards are based on760

the maximum daily average for 8 hours (MDA8) for the concentration of ozone, and on761

the daily average for the concentration of PM2.5. We use the WHO standards, i.e. thresh-762

old of concentration, of 50 ppb for ozone and of 25 µg.m−3 for PM2.5 (guidelines used763

before 2021). If the WHO threshold is exceeded during a day, then there is an alert. There764

are therefore four cases for each day:765

• Case A: an alert is observed and modeled;766

• Case B: an alert is observed and not modeled;767

• Case C: an alert is neither observed nor modeled;768

• Case D: an alert is not observed but modeled.769

Moreover, in order to quantify the performance of MMM predictions, the probability of770

detection (POD) and the false alarm rate (FAR) are calculated following Brasseur and771

Jacob (2017) such that:772

POD = N(CaseA)/N(CaseA + B) (3)

773

FAR = N(CaseD)/N(CaseA + D) (4)
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We compare the number of alerts and non-alerts between observations and the MMM774

(Fig. 11).775

Figure 11. Modeled and observed MDA8 ozone concentrations (a, c and e) and PM2.5 con-

centrations (b, d and f) for the three periods. The thresholds defined by the WHO standards are

represented by the horizontal red dotted lines.

The median of the regional model ensemble shows good performance for ozone and776

poor performance for PM2.5 due to its constant overestimation. The number of alerts777

is well predicted for ozone, even for the second period which is predicted without any778

alert while one was observed (close to the threshold). The first and third periods have779

low FAR and maximum POD for ozone concentration. For PM2.5, the overestimation780

is of the order of 10 µg.m−3 for the three periods, which implies that there is too often781

an alert for the three periods. Alerts associated with days of biomass burning pollution782

events are less well reproduced (cf. Sect. 4.3).783

In conclusion, the performance of the regional model ensemble is promising for the784

development of the air quality warning forecast system, in terms of alerting the popu-785

lation as the quality is good for ozone and for PM2.5 on condition of improving the fore-786

cast of pollution due to biomass burning.787

7 Conclusions788

This study addresses the development of an air quality forecasting system based789

on a regional model ensemble for the megacity of São Paulo. We compare the results of790

regional air quality models carried out by four institutes, over three 15-day periods that791

include particular air pollution events. We focus on the heavily urbanized area, where792

we expect anthropogenic emissions to be dominant. We show that the median of the re-793
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gional model ensemble, even with the low number of models we considered, performs well794

for ozone (better than compared to the global forecasts made at NCAR and ECMWF),795

although the performance for NOx is poor due to the large inter-model variability.796

Our results suggest that the treatment of anthropogenic emissions is an important797

factor in explaining the variability of modeled NO and NO2 concentrations. There is a798

strong overestimation of the level of oxidant (defined as Ox = O3 + NO2) in the metropoli-799

tan area of São Paulo compared to the surrounding localities. The transition from day800

to night is particularly biased, which could be linked to the absence of urban heat ef-801

fect. The overestimation of NO2 concentration made by all models in the evening should802

be reduced with increased PBL height taking into account this effect. A study focusing803

on the drivers of the level of oxidant in the PBL of megacities is particularly needed to804

understand the sensitivity related to anthropogenic and biogenic emissions, urban dy-805

namics, chemistry, deposition, or radiation.806

Nevertheless, many other factors influence the performance of the regional model807

ensemble. For example, the model configurations for the size domain and the horizon-808

tal resolution were not constrained for this study. This choice is limited by available com-809

puting time. On the one hand, the finest possible resolution is desired for the center of810

São Paulo. On the other hand, a vast area integrating the different sources of pollutants811

such as agricultural fires which are important on a regional scale is needed. For most of812

the pollutants considered, the score of the median of the regional model ensemble is the813

best because it seems to benefit of the different model configurations.814

The use of more sophisticated chemical schemes or aerosol schemes, which would815

cost more computation time, may not be the priority because the modeled biases are mostly816

associated with primary emissions. Indeed, our results demonstrated the importance of817

biomass burning pollution events occurring at the regional scale for the air quality of São818

Paulo, as well as the difficulty for the model to represent these events. The use of satel-819

lite information and its integration, in particular through data assimilation techniques,820

should improve the forecasting of these events in São Paulo. In perspective, a similar study821

on the composition of aerosols, and related to the meteorological systems, to the removal822

processes and to the radiative balance would be interesting in addition to this study.823
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Appendix A Supplemental Material1076

Figure A1. Time series of the average daily diurnal cycle (top) and of the average daily

hourly cycle (bottom) of the NO concentration for the year 2019. The stations are selected ac-

cording to a classification of their spatial scale of representativeness, 1 being the microscale and

5 being the background. Concentrations are calculated from the average of all the stations (’Sta-

tions mean’, gray line), from the average of the selected stations from the classification (’selected

stations’, black line) for classes 2, 3 and 4 (left) and for classes 3 and 4 (right), from an inter-

polation of the selected stations weighted by the distance between the station and the center of

São Paulo (’City center DWI’, green line), and for the concentration at the background station

(’background’, red line). The color shadings (bottom) represent the standard deviation of hourly

concentrations over the year.
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Figure A2. Time series of hourly relative humidity (RH) and wind speed (WS) observed and

modeled in São Paulo for the three selected 15-day periods of the year 2019. The models include

data from a regional model ensemble of five simulations (colored lines) with the Multi-Model

Median (red line).
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Figure A3. Time series of hourly wind direction (degree) and PBL height (m) observed and

modeled in São Paulo for the three selected 15-day periods of the year 2019. The models include

data from a regional model ensemble of five simulations (colored lines) with the Multi-Model

Median (red line).
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Figure A4. Time series of hourly concentrations of PM10 (a, c and e) and PM2.5/PM10 (b, d

and f) observed and modeled in Campinas for the three selected 15-day periods of the year 2019.

The models include data from the two global forecasts (yellow stars and green squares) and a re-

gional model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).

PM2.5/PM10 ratios are not presented for the global forecasts.
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Figure A5. Time series of hourly concentrations of CO (a, c and e) and PM2.5 (b, d and f)

observed and modeled in Campinas for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).
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Figure A6. Time series of hourly concentrations of NOx (a, c and e) and SO2 (b, d and f)

observed and modeled in Santos for the three selected 15-day periods of the year 2019. The mod-

els include data from two global forecasts (yellow stars and green squares) and a regional model

ensemble of five simulations (colored lines) with the Multi-Model Median (red line).
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Figure A7. Time series of hourly concentrations of ozone (a, c and e) and oxidant (b, d and

f) observed and modeled in Campinas for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).
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Figure A8. Time series of hourly concentrations of ozone (a, c and e) and oxidant (b, d and

f) observed and modeled in Santos for the three selected 15-day periods of the year 2019. The

models include data from two global forecasts (yellow stars and green squares) and a regional

model ensemble of five simulations (colored lines) with the Multi-Model Median (red line).
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Figure A9. Pollution roses obtained from the hourly occurrence of the observed and modeled

wind direction by direction sector (in %) using 16 sectors, for the three selected 15-day periods

of the year 2019. Each pollution rose shows the predominant direction of the pollution transport.

For each wind direction sector, the distribution of O3 concentrations is given separated into four

concentration ranges (color code).
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Figure A10. Average diurnal cycles of hourly concentrations of NO (a,c and e) and NO2

(b,d and f) observed and modeled in São Paulo over the three selected 15-day periods of the year

2019. The models include data from two global forecasts (yellow stars and green squares) and

a regional model ensemble of five simulations (colored lines) with the Multi-Model Median (red

line). The modeled planetary boundary layer heights (PBLH) are the green dashed lines with col-

ored dots corresponding to the models. The gray shadings correspond to the standard deviation of

the observed hourly data.
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Figure A11. Time series of hourly bias (difference in modeled and observed concentration) of

the Multi-Model Median for NO, NO2 and NOx (a, c and e) and their associated average diurnal

cycles (b, d and f) in São Paulo for the three selected 15-day periods of the year 2019. The Multi-

Model Median is calculated from a regional model ensemble of four simulations. The black boxes

mark the morning and evening hours.
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